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NEWRAD 2005 Scientific Program

Day Chair Session

Monday Nigel Fox 1 Absolute Radiometry Posters
Erkki Ikonen/Jirgen Metzdorf 2 UV, Vis, and IR Radiometry Posters

Jurgen Metzdorf 3 Photolithography and UV Processing Posters

Tuesday Peter Foukal/Claus Fréhlich 4 Remote Sensing Posters
Antonio Corrons 5 Photometry and Colorimetry Posters

Maria Luisa Rastello 6 Novel Techniques Posters

Wednesday  Tony Bittar 7 International Comparisons Posters
Tony Bittar/Martin Huber 8 Radiometric and Photometric Sources Posters

Gerhard Ulm 9 Realisation of Scales Posters

Sunday, October 16, 2005

17:30 - Opening Reception in the foyer Aspen of the Conference Centre

Participant registration

Monday, October 17, 2005

8:00 Participant registration

8:45 Welcome Werner Schmutz, PMOD/WRC
8:55 Information Julian Grébner, PMOD/WRC
Session 1 Chair — Nigel Fox Absolute Radiometry
9:00 Claus Frohlich, PMOD 1-1  Invited Talk, Absolute Accuracy of Total Solar Irradiance
Measurements in Space (page 17)
9:30 Eric Usadi, NPL 1-2  Reflecting Cavity Blackbodies for Radiometry (page 19)

9:50 Joaquin Campos-Acosta, CSIC 1-3  Low-uncertainty absolute radiometric calibration of a
CCD (page 21)

10:10 Jeanne Houston, NIST 1-4  NIST Reference Cryogenic Radiometer Designed for
Versatile Performance (page 23)

10:30 Refreshment break / Poster installation

Session 2 Chair — Erkki lkonen UV, Vis, and IR Radiometry
11:10 Mario Blumthaler, UIIMP 2-1  Invited Talk , QA/QC of Spectral Solar UV irradiance
measurements (page 59)
11:40 Gerhard Ulm, PTB 2-2  The Metrology Light Source — the new dedicated electron
storage ring of PTB (page 61)
12:00 Jarle Gran, JV 2-3  Fractional self-calibration of silicon photodiodes
(page 63)
12:20 Lunch Break / Poster Session 1,2,3
Session 2 Chair — Erkki lkonen UV, Vis, and IR Radiometry
14:30 Peter Meindl, PTB 2-4  The UV Spectral Responsivity Scale of the PTB
(page 69)
14:50 Ping-shine Shaw, NIST 2-5 A method of characterizing narrow-band filtered

radiometers using synchrotron radiation (page 73)
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15:10

15:30

15:50
Session 2
16:20

16:40
Session 3
17:00
17:20

17:40

Session 4
8:30
9:00

9:20

9:40

10:00
Session 4
10:30

11:00

11:20

11:40
Session 5
14:00

14:30

Terubumi Saito, AIST

Laurent Vuilleumier, SMA

Refreshment break
Chair - Jiirgen Metzdorf
George Eppeldauer, NIST

Lasse Ylianttila, STUK
Chair - Jiirgen Metzdorf
Frank Scholze, PTB

Rob Vest, NIST

End of Session

2-6  Characterization of Photoconductive Diamond Detectors
as a Candidate of FUV/VUYV Transfer Standard Detectors
(page 67)

2-7  Operational mode uncertainty for broadband erythemal
UV radiometers (page 71)

UV, Vis, and IR Radiometry

2-8 Development of a Versatile Radiometer-Photometer
System (page 75)

2-9  Temperature effects of PTFE diffusers (page 65)
Photolithography and UV Processing
3-1 Improvements in EUV reflectometry at PTB (page 139)

3-2 Measuring pulse energy with solid state photodiodes
(page 141)

Tuesday, October 18, 2005

Chair — Peter Foukal
Greg Kopp, LASP
Jack Xiong, NASA/GSFC

Hugh Kieffer, CR

Victor Sapritsky, VNIIOFI

Refreshment break
Chair — Claus Frohlich

Peter Foukal, Heliophysics

Anton D. Nikolenko, INP

Chris Gueymard, SCS

Remote sensing
4-1  Invited Talk, Solar Radiometry from SORCE (page 151)

4-2  Inter-comparison Study of Terra and Aqua MODIS
Reflective Solar Bands Using On-orbit Lunar
Observations (page 153)

4-3 A Model of the Spectral Irradiance of the Moon for
Calibration of Earth-orbiting Spacecraft Instruments
(page 159)

4-4  On measuring the radiant properties of objects of
observations for the Global Earth Observation System of
Systems (GEOSS) (page 157)

Remote sensing

4-5 Keynote Talk, The Solar Bolometric Imager — Recent
Results and Future Plans (page 155)

4-6  Procedures of absolute calibration for the Space Solar
Patrol instrumentation at the Synchrotron radiation
source (page 163)

4-7  Determination of Aerosol Optical Depth and Angstrém’s
Wavelength Exponent Using Sunphotometers and
Spectroradiometers: A Preliminary Assessment
(page 161)

Lunch Break / Poster Session 4,5,6

Chair — Antonio Corrons
Georg Sauter, PTB

Christian Monte, BAM

Photometry and Colorimetry

5-1 Invited Talk, Review on new developments in
Photometry (page 185)

5-2  Linking Fluorescence Measurements to Radiometric
Units (page 187)



14:50

15:10

15:30
Session 6
16:00

16:20

16:40

17:00

17:20

19:00

Session 7
8:30
9:00

9:20

Session 8

9:40

10:00

10:20
Session 8
10:40

11:10

11:30

11:50
12:10

Session 9

Hiroshi Shitomi, AIST 5-3

Yuqin Zong, NIST 5-4

Refreshment break

Photoluminescence from White Reference Materials for
Spectral Diffuse Reflectance upon Exposure to the
Radiation Shorter than 400 nm (page 189)

A Simple Stray-light Correction Matrix for Array
Spectrometers (page 191)

Chair — Maria Luisa Rastello Novel Techniques

Petri Karha, TKK 6-1
Mike Shaw, NPL 6-2
Antti Lamminpaa, TKK 6-3
Valentina Schettini, IEN 6-4

End of Session

Evening Dinner at Schatzalp

Determination of luminous intensity of light-emitting
diodes with modified inverse-square law (page 211)

The Measurement of Surface and Volume Fluorescence
at NPL (page 215)

Characterization of germanium photodiodes and trap
detector (page 209)

Single-photon source heralding efficiency and detection
efficiency metrology at 1550 nm using periodically poled
lithium niobate (page 213)

Wednesday, October 19, 2005

Chair — Tony Bittar International Comparisons

Nigel Fox, NPL 7-1
Joachim Hussong, ATLAS 7-2

Invited Talk,

Comparison of Measurements of Spectral Irradiance
(UV/VIS) by an International Round Robin Test
(page 235)

Emma Woolliams, NPL 7-3 The CCPR K1-a Key Comparison of Spectral Irradiance
250 — 2500 nm: Measurements, Analysis and Results
(page 233)

Chair — Tony Bittar Radiometric and Photometric Sources

Joe Rice, NIST 8-1  Hyperspectral Image Projectors for Radiometric
Applications (page 253)

Steven Brown, NIST 8-2  Spatial Light Modulator-based Advanced Radiometric

Refreshment break

Sources (page 259)

Chair — Martin Huber Radiometric and Photometric Sources

Yoshiro Yamada, AIST 8-3 Invited Talk, Application of Metal (Carbide)-Carbon
Eutectic Fixed Points in Radiometry (page 249)

Klaus Anhalt, PTB 8-4 Thermodynamic temperature determinations of Co-C,
Pd-C, Pt-C and Ru-C eutectic fixed points cells
(page 257)

David Lowe, NPL 8-5 Reproducible Metal-Carbon Eutectic Fixed-Points
(page 255)

Peter Rosenkranz, BEV 8-6  On Estimation of Distribution Temperature (page 251)

Lunch Break / Poster Session 7,8,9

Chair — Gerhard Ulm Realisation of Scales

Proceedings NEWRAD, 17-19 October 2005, Davos, Switzerland 5



14:00

14:30

14:50

15:10

15:30
Session 9
16:00

16:20

16:40

17:00

17:20

17:40
17:50

Howard Yoon, NIST

Rene Monshouwer, NMI

Uwe Arp, NIST

Mathias Richter, PTB

Refreshment break
Chair — Gerhard Ulm
Theo Theocharous, NPL

Jimmy Dubard, LNE

Sergey Mekhontsev, NIST

Pedro Corredera, CSIC

Mart Noorma, NIST

Chairman SC_NEWRAD

End of Session/ End of Conference

9-1

9-2

9-4

Invited Talk, The Realization and the Dissemination of
Thermodynamic Temperature Scales (page 299)

New method for the primary realization of the spectral
irradiance scale from 400 to 900 nm (page 305)

From X-rays to T-rays: Synchrotron Source-based
Calibrations at SURF Il (page 309)

The PTB High-Accuracy Spectral Responsivity Scale in
the VUV and X-Ray Range (page 303)

Realisation of Scales

9-5

9-7

9-8

The establishment of the NPL infrared relative spectral
responsivity scale using cavity pyroelectric detectors.
(page 301)

Infrared Radiometry at LNE: characterization of a
pyroelectric detector used for relative spectral
responsivity measurement (page 311)

Preliminary Realization of a Spectral Radiance Scale in
the Range of 2.5 ym to 20 ym (page 315)

An integrated sphere radiometer as a solution for high
power laser calibrations in fibre optics (page 307)

Transfer standard pyrometers for radiance temperature
measurements below the freezing temperature of silver
at NIST (page 313)

Closing words



NEWRAD 2005 Scientific Program-Posters

Day Session
Monday 1 Absolute Radiometry
2 UV, Vis, and IR Radiometry
3 Photolithography and UV Processing
Tuesday 4 Remote Sensing
5 Photometry and Colorimetry
6 Novel Techniques
Wednesday 7 International Comparisons
8 Radiometric and Photometric Sources
9 Realisation of Scales
Session 1 Absolute Radiometry
1. Measurement of the absorptance of a cryogenic radiometer cavity in the visible and near
infrared (NIR) (page 25)
M. Lépez, H. Hofer, S. Kiick
2. Grooves for Emissivity and Absorptivity Enhancement in High Performance Cavity
Sources and Radiometers (page 27)
E. Usadi, R. Montgomery
3. Pulsed UV spectroradiometry with the primary standard synchrotron radiation sources of
high intensity (page 29)
S. Anevsky, V. Ivanov, O. Minaeva, V. Sapritsky, Y. Zolotarevsky
4, New apparatus for the spectral radiant power calibration at CMS of Taiwan (page 31)
H.-L. Yu, S.-W. Hsu
5. VUV and Soft X-ray metrology stations at the International Siberian Synchrotron
Radiation center (page 33)
V.I. Buhiyarov, N.G. Gavrilov, N.A. Gentselev, B.G. Goldenberg, G.N. Kulipanov, A.A.
Legkodymov, V.V. Lyakh, O.l. Meshkov, A.l. Nizovsky, A.D. Nikolenko, V.F. Pndyurin, L.V.
Poletaev, E. P. Ya. V. Rakshun, Semenov, M.A. Kholopov, V.A. Chenov, M.A. Sheromov
6. Experimental study of application of the self-calibration method to certify absolute
spectral sensitivity of a scintillation counter in the soft X-ray range. (page 35)
A.D. Nikolenko, V.F. Pindyurin, V.A. Chernov, V.V. Lyakh
7. The metrology line on the SOLEIL synchrotron facility (page 37)
M. Liévre, M-C. Lépy, B. Rougié, J-R. Filtz, J. Bastie, M. Idir, T. Moreno, P. Mercede
8. Cryogenic radiometer developments at NPL (page 39)
J. Ireland, M.G. White, N.P. Fox
9. Energy Calorimeter for Pulsed Laser Radiometry (page 41)
D. Fukuda, K. Amemiya, A. Kamimura, S. Kimura
10. Characterization of new trap detectors as transfer standards (page 43)
J-M Coutin, F. Chandoul, J. Bastie
11. Measurement of Small Aperature Areas (page 45)
J.A. Fedchak, A.C. Carter, R. Datla
12. Low-Background Temperature Calibration of Infrared Blackbodies (page 47)
A.C. Carter, R.U. Datla, T.M. Jung, A.W. Smith, J.A. Fedchak
13. Cryogenic Radiometers and Absolute Radiometry Instrumentation (page 49)
S.R. Lorentz
14. Consistency of radiometric temperature measurement with a local realization of the ITS-

90 from 1700°C to 2900°C (page 51)
Ch.W. Park, D.-H. Lee, B.-H. Kim, S.-N. Park
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15.

16.

Session 2
17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

Project of absolute measuring instrument of power of the basis of high temperature
superconducting thermometer for soft X-ray radiation (page 53)
A.D. Nikolenko, V.F. Pindyurin, I.A. Khrebtov, V.G. Malyarov, D.A. Khokhlov, K.V. Ivanov

WRR to Sl Intercomparisons 1991-2005 (page 55)
W. Finsterle, S. Mobus, C. Wehrli, I. Riedi, and W. Schmutz

UV, VIS, IR Radiometry

Nonlinearity Measurement of UV Detectors using Light Emitting Diodes in an Integrating
Sphere (page 77)
D.-J. Shin, D.-H. Lee, G.-R. Jeong, Y.-J. Cho, S.-N. Park, I.-W. Lee

Radiometric investigation of a compact integrating sphere based spectral radiance
transfer standard (page 79)
D.R. Taubert, J. Hollandt, A. Gugg-Helminger

Accurate and independent spectral response scale based on silicon trap detectors
spectrally invariant detectors (page 81)
J. Gran, Aa. S. Sudbo

Characterization of detectors for extreme UV radiation (page 83)
F. Scholze, R. Klein, R. Mlller

Realization of high accuracy spectrophotometric system as national standard of regular
spectral transmittance coefficient (page 85)
V. Skerovic, P. Vukadin, V. Zarubica, Lj. Zekovic

Mutual comparison of detectors spectral responsivity to prove stated measurement
uncertainty (page 87)
V. Slerovic, P. Vukadin, V. Zarubica

Calibration of Space Instrumentation in the Vacuum Ultraviolet (page 89)
M. Richter, A. Gottwald, W. Paustian, F. Scholze, R. Thornagel, G. Ulm

A comparison of the performance of a photovoltaic HgCdTe detector with that of large
area single pixel QWIPs for infrared radiometric applications (page 91)
J. Ishii, E. Theocharous

Stray-light correction of array spectroradiometers using tunable pulsed and cw lasers
(page 93)
A. Sperling, O. Larionov, U. Grusemann, S. Winter

Characterization the performance of UV radiometers monitoring UV disinfection devices
(page 95)
W. Heering, H.-P. Daub

Optical Radiation Action Spectra for Safety Regulations and Their Realization Using
Integral Detector Measurement Devices (page 97)
A. Gugg-Helminger

On potential discrepancies between goniometric and sphere-based spectral diffuse
reflectance (page 101)
F. Manoocheri, S. Holopainen, S. Nevas, E. Ikonen

Correcting for bandwidth effects in monochromator measurements (page 103)
E.R. Woolliams, M.G. Cox, P.M. Harris, H.M. Pegrum

Establishment of Fiber Optic Measurement Standards at KRISS (page 105)
S.K. Kim, D.H. Lee, D.H. Lee, H.S. Moon, S.N. Park, J.C. Seo

Detector-based NIST-traceable Validation and Calibration of Infrared Collimators
(page 107)
H.W. Yoon, G.P. Eppeldauer, J.P. Rice, J. Brady

Long-term calibration of a New Zealand erythemal sensor network (page 109)
J.D. Hamlin, K.M. Nield, A. Bittar



33. Drift in the absolute responsivities of solid-state photodetectors at two NMIs (page 111)
K.M. Nield, J.D. Hamlin, A. Bittar, P.B. Lukins

34. Radiance source for CCD low-uncertainty absolute radiometric calibration (page 113)
A. Ferrero, J. Campos, A. Pons

35. Improved NIR spectral resonsivity scale of the PTB and implications for radiation
thermometry (page 115)
A.E. Klinkmuller, P. Meindl, U. Johannsen, N. Noulkhow, L. Werner

36. Characterization of a portable, fiber-optic coupled spectroradiometer as a transfer
radiometer for the calibration of the Robotic Lunar Observatory (page 117)
B.C. Johnson, S.W. Brown, J.J. Butler, M. Hom, B. Markham, S.F. Biggar, T.C. Stone

37. Synchrotron radiation based irradiance calibration of deuterium lamps from 200 nm to
400 nm at SURF lll (page 119)
P.-S. Shaw, U. Arp, R.D. Saunders, D.J. Shin, H.W. Yoon, Ch.E. Gibson, Z. Li, K.R. Lykke

38. The Spectral Irradiance and Radiance responsivity Calibrations using Uniform Sources
(SIRCUS) facility at NIST (page 121)
S.W. Brown, J.P. Rice, G.P. Eppeldauer, J. Houston, J. Zhang, K.R. Lykke

39. NIST BXR I Calibration (page 123)
A. Smith, T. Jung, J. Fedchak, A. Carter, R. Datla

40. NIST BXR Il Infrared Transfer Radiometer (page 125)
T. Jung, A. Smith, J. Fechak, A. Carter, R. Datla

41. Spectral responsivity interpolation of silicon CCDs (page 129)
A. Ferrero, J. Campos, A. Pons

42. Monochromator Based Calibration of Radiance Mode Filter Radiometers for
Thermodynamic Temperature Measurement (page 131)
R. Gobel, M. Stock, Y. Yamada

43. Study of the Infrared Emissivity of Fixed-Point Blackbody Cavities (page 133)
L. Hanssen, S. Mekhontsev, V. Khromchenko, A. Prokhorov, J. Zeng

44. Radiometric Stability of a Calibration Transfer Standard Spectroradiometer and a
Spectralon Sphere llluminated Internally or Externally (page 135)
D.F. Heath, M.G. Kowalewski

Session 3 Photolithography and UV Processing

45.  Vacuum ultraviolet quantum efficiency of large-area SiC photodiodes (page 143)
R.E. Vest, S. Aslam

46. Spatial Anisotropy of the Exciton Resonance in CaF; at 112 nm and its Relation to Optical
Anisotropy in the DUV (page 145)
M. Richter, A. Gottwald, M. Letz

47. Comparison of spectral irradiance responsivity scales of TKK and NIST in the UVA region
(page 147)
J. Envall, B.C. Johnson, P. Karha, T. Larason, E. lkonen
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Session 4
48.

Session 5
57.

10

49.

50.

51.

52.

53.

54.

55.

56.

58.

59.

60.

61.

62.

63.

Remote Sensing

Using a Blackbody to Determine the Longwave Responsivity of Shortwave Solar
Radiometers for thermal offset error connection (page 165)

I. Reda, J. Hickey, D. Myers, T. Stoffel, S. Wilcox, C. Long, E.G. Dutton, D. Nelson,
J.J. Michalsky

On the drifts exhibited by cryogenically cooled InSb infrared filtered detectors end their
importance to the ATSR-2 and Landsat-5 earth observation mission. (page 167)
E. Theocharous

On-Orbit Characterization of Terra MODIS Solar Diffuser Bi-directional Reflectance Factor
(BRF) (page 169)
X. Xiong, V.V. Salomonson, J. Sun, J. Esposito, X. Xie, W.L. Barnes, B. Guenther

Space solar patrol mission for monitoring of the extreme UV and X-ray radiation of the
Sun (page 171)
I. Afanas’ev, S. Avakyan, N. Voronin

Multi-channel ground-based and airborne infrared radiometers (page 173)
G. Brogniez, M. Legrand, B. Damiri, |I. Behnert, J.-P. Buis

Thermal Modelling and Digital Servo Algorithm for the next generation of Differential
Absolute Radiometer (page 175)
S. Mekaoui, S. Dewitte

Calibration of Filter Radiometers for Weathering and Photostability Tests (page 177)
A. Schoénlein

Radiometric Calibration of a Coastal Ocean Hyperspectral Imager Using a Blue Enhanced
Integrating Sphere (page 179)
D.R. Korwan, J.H. Bowles, W.A. Snyder, M.R. Corson, C.O. Davis

A Verification of the Ozone Monitoring Instrument Calibration Using Antarctic Radiances
(page 181)
G. Jaross, J. Warner, R.P. Cebula, A. Kashlinsky

Photometry and Colorimetry

New robot-based gonioreflectometer for measuring spectral diffuse reflection (page 193)
D. Hinerhoff, U. Grusemann, A. Hope

Rotational radiance invariance of diffuse reflection standards (page 195)
A. Hope

Minimizing Uncertainty for Traceable Fluorescence Measurements — The BAM Reference
Fluorometer (page 197)
C. Monte, W. Pilz, U. Resch-Genger

Development of a total luminous flux measurement facility for LEDs at the National
Metrology Institute of Japan (page 199)
K. Godo, T. Saito, H. Shitomi, T. Zama, |. Saito

Determination of the diffuser reference plane for accurate photometric and radiometric
measurements (page 201)
J. Hovila, P. Manninen, L. Seppala, P. Karha, L. Ylianttila, E. Ikonen

Development of a luminance Standard (page 203)
A. Corréns, J. Fontecha

Measuring photon quantities in the International System of Units (page 205)
M.L. Rastello



Session 6 Novel Techniques

64. The evaluation of a pyroelectric detector with a carbon multi-walled nanotube coating in
the infrared. (page 217)
E. Theocharous, R. Deshpande, A.C. Dillon, J. Lehman

65. UV detector calibration based on an IR reference and frequency doubling (page 219)
J. Hald, J.C. Petersen

66. Non selective thermal detector for low lower measurements (page 221)
F. Durantel, D. Robbes, B. Guillet, J. Bastie

67. Calibration of Current-to-voltage Converters for Radiometric Applications at Picoampere
Level (page 223)
P. Sipila, R. Rajala, P. Karha, A. Manninen, E. lkonen

68. Simplified diffraction effects for laboratory and celestial thermal sources (page 225)
E.L. Shirley

69. Widley Tunable Twin-Beam Light Source based on Quasi-Phased-Matched Optical
Parametric Generator as a Spectral Responsivity Comparator between InGaAs and Si
Photodiodes (page 227)

D.-H. Lee, S.-N. Park, S.K. Kim, J.-Y. Lee, S.-K. Choi, H.-S. Park, C.-Y. Park

70. Measurement of quantum efficiency using the correlated photon technique (page 229)
J.Y. Cheung, P.J. Thomas, C.J. Chunnilall, J.R. Mountford, N.P. Fox

Session 7 International Comparisons

71. APMP PR-S1 comparison on irradiance responsivity of UVA detectors (page 237)
G. Xu, X. Huang, Y. Liu

72. Comparison Measurements of Spectral Diffuse Reflectance (page 239)
S. Nevas, S. Holopainen, F. Manoocheri, E. lkonen, Y. Liu, T.H. Lang, G. Xu

73. Comparison of mid-infrared absorptance scales at NMIJ and NIST (page 241)
J. Ishii, L.M. Hanssen

74. Comparison of photometer calibrations at six different facilities of PTB and NIST
(page 243)
S. Winter, D. Lindner, A. Sperling, G. Sauter, S. Brown, T. Larason, Y. Zong, Y. Ohno

75. A Comparison of Re-C, Pt-C, and Co-C fixed-point cells between NIST and NMIJ
(page 245)
N. Sasajima, F. Sakuma, Y. Yamada, H.W. Yoon, C.E. Gibson, V. Khromchenko

Session 8 Radiometric and Photometric Sources

76. Novel subtractive band-pass filters based on coloured glasses. (page 261)
E. Theocharous

77. Analysis of the Uncertainty Propagation through Fitting Spectral Irradiance Data
(page 263)
S. Nevas, A. Lamminpaa, P. Karha, E. lkonen

78. Absolute linearity measurements on a PbS detector in the infrared (page 265)
E. Theocharous

79. Comparison of two methods for spectral irradiance scale transfer (page 267)
K.M. Nield, J.D. Hamlin, A. Bittar

80. Precision Extended-Area Low Temperature Blackbody BB100-V1 for IR Calibrations in
Medium Background Environment (page 269)
S. Ogarev, M. Samoylov, V. Sapritsky, A. Panfilov, S. Koichi, T. Kawashima
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81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

Flash Measurement System for the 250 — 2100 nm Wavelength Range (page 271)
J. Blanke, G. Mathe

A normal broadband irradiance (Heat Flux) calibration facility (page 273)
M. Ballico, E. Atkinson

A laser-based radiance source for calibration of radiation thermometers (page 275)
M. Ballico, P.B. Lukins

Furnace for High-Temperature Metal (Carbide)-Carbon Eutectic Fixed-Point (page 277)
B. Khlevnoy, M. Sakharov, S. Ogarev, V. Sapritsky, Y. Yamada, K. Anhalt

Investigations of Impurities in TiC-C Eutectic System as a Fixed Point (page 279)
A. Bourdakin, M. Sakharov, B. Khlevnoy, S. Ogarev, V. Sapritsky, A. Elyutin

Determining the temperature of a blackbody based on a spectral comparison with a fixed
temperature blackbody (page 281)
T. Zama, I. Saito

High-temperature fixed-point radiators: The effect of the heat exchange between cavity
and furnace tube on the effective emissity of the radiator (page 283)
P. Bloembergen, Y. Yamada, B.B. Khlevnoy, P. Jimeno Largo

Long-term experience in using deuterium lamp systems as secondary standards of UV
spectral irradiance (page 285)
P. Sperfeld, J. Metzdorf, S. Pape

High-temperature fixed-point radiators: The effect of the heat exchange within the cavity
and between cavity and furnace tube on the temperature drop across the black will of the
cavity (page 287)

P. Bloembergen, Y. Yamada, P. Jimeno Largo, B.B. Khlevhoy

A Comparison of Co-C, Pd-C, Pt-C, Ru-C and Re-C eutectic fixed points independently by
three different institutes (page 289)
K. Anhalt, J. Hartmann, D. Lowe, G. Machin, M. Sadli, Y. Yamada, P. Bloembergen

Irradiance measurements of Re-C, TiC-C and ZrC-C fixed point blackbodies (page 291)
K. Anhalt, P. Sperfeld, J. Hartmann, M. Sakharov, B. Khlevnoy, S. Ogarev, V. Sapritsky

Evaluation and improvement of the performance of a commercially available detector
stabilized radiance sphere source (page 293)
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Absolute Accuracy of Total Solar Irradiance
Measurements in Space

C. Frohlich

Abstract. Accurate measurements of total solar irradiance (TSI) from space with electrically calibrated ra-
diometers started on NIMBUS-7 launched in November 1978. Since then a set of TSI measurements is available
which covers now more than 25 years. During this period results from at least two independent experiments
on different spacecraft are available. Comparing the measurements made by the different radiometers, HF on
NIMBUS 7, ACRIM I on SMM, ERBE on ERBS, ACRIM II on UARS, VIRGO on SOHO and ACRIM III on
ACRIMSat, the differences in the absolute value decreased from more than 4-0.3% to within about +0.15% in
the course of the years indicating an improvement of the scale representation and its transfer to space. This
confirmed also the stated uncertainty of the individual radiometers of less than about 0.2%. With the launch
of SORCE in 2003 this situation changed drastically as the radiometer TIM showed results which were more
than 0.3% lower than those of the other experiments simultaneously in space, although its stated uncertainty
is estimated to be of the order of a few 0.01%. This major difference initiated a workshop which was organized
by NIST at Gaithersburg in July 2005 to discuss the problem in terms of absolute uncertainty estimates and
how this difference could possibly be resolved. This presentation will summarize the outcome of this workshop
and report on the conclusions. More specifically, the results of the detailed uncertainty analysis of all current
space experiments will be discussed in some detail.

C. Frohlich: Physikalisch-Meteorologisches Observatorium
Davos, World Radiation Center, CH 7260 Davos, Switzerland
E-mail: cfrohlich@pmodwrc.ch
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Reflecting Cavity Blackbodies for Radiometry

E. Usadi
National Physical Laboratory, Middlesex, UK

Abstract  Nearly 20 years ago Quinn and Martin
presented a novel blackbody design with an absorbing end
face and highly reflecting side walls. This blackbody had
the considerable advantage of being less sensitive to
temperature gradients along the side walls (potentially of
several degrees Celsius) compared to an all-black cavity.
Recent work at NPL has developed this concept further,
laying out the conceptual framework in simple terms,
analyzing potential pitfalls such as diffraction, and
describing a design which closely matches the theoretical
best performance.

Summary

Blackbody sources with reflecting side walls are, when
designed correctly, less sensitive than absorbing cavities to
thermal gradients along the cavity length. This fact offers
benefits for primary standard instruments, since these tend
to be long and require the highest and most uniform
emissivities. Furthermore, since a reflecting cavity
design allows thermal engineering requirements to be
relaxed, mass and size reductions for high emissivity
transfer standard sources for both laboratory and space
flight applications is possible.

The rationale for having a blackbody with reflecting
rather than absorbing side walls was established in 1986
[Quinn]. The argument can be summarised as follows.
Suppose the rear wall of the cavity is thermally uniform
and has an emissivity g. Here “rear wall” refers to the
section of the cavity interior which can be directly viewed
by a detector. Suppose further that a temperature gradient
exists along the length of the cavity, i.e. along the side
walls. Then as Quinn and Martin show (assuming, for
simplicity, an arbitrarily small cavity aperture) the
deviation from 1 of the effective emissivity of a reflecting
side wall cavity is (n €) times that of an absorbing side
wall cavity. Here » is the number of reflections a typical
ray emitted by the rear wall experiences within the cavity
before impinging again on the rear wall; g is the
emissivity of the reflecting side wall, equal to one minus
the wall reflectivity and hence much less than one. Thus
for small n, the reflecting side wall cavity has an effective
emissivity closer to one than does an absorbing side wall
cavity.

This argument breaks down as the thermal gradient
along the cavity length approaches zero. An isothermal
cavity with absorbing walls has a higher emissivity than
one with partly reflecting walls.  This paper will discuss,
for the first time, the conditions for which a reflecting
cavity is advantageous. We will answer the question: for
what thermal gradients does the reflecting cavity
outperform the absorbing cavity?

Since the optimal reflecting cavity reflects radiation
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emitted by the cavity rear plate back onto the plate after
one bounce, the optimal design is a spherical reflector with
a high emissivity rear plate positioned to overlap with the
center of the sphere.  The output aperture is a hole in the
reflector, so that only the absorbing plate is directly visible
to a radiometer. Radiation emitted by the plate either
directly exits the aperture or returns to the plate after a
single reflection from the cavity wall.

An estimate of the cavity absorptivity, and hence, by
invoking the Kirchoff Law and the reciprocity theorem, the
cavity emissivity, can easily be made by calculating the
fractional loss of diffuse radiation from the plate through
the aperture. For a fixed aperture size, increasing the
distance from the plate to the aperture increases the
emissivity. However, as this distance is also the radius of
the spherical reflector, the size of a high emissivity
blackbody can easily become unwieldy. In earlier designs,
a “ Christmas tree ” shaped reflector was used to
approximate the spherical reflector. This paper will
describe our recent work, employing better ray tracing
techniques than originally available, which establishes an
optimum shape for a reflecting cavity which maintains
practical dimensions.

An absorbing cavity absorbs and, therefore emits,
radiation over a full hemisphere with an approximately
lambertian distribution. This ensures that diffraction at
the blackbody aperture can be neglected.  For a reflecting
cavity, however, the directional emissivity is sensitive to
the reflector design and may be very far from lambertian.
In this case diffraction cannot be neglected. Recent work
on diffraction in radiometry has shown that the Fresnel and
paraxial approximations used in nearly all diffraction loss
calculations to date may introduce errors of several tenths
of a percent [Edwards]. Therefore careful design which
either creates lambertian emission over the full hemisphere
or enables an accurate diffraction loss calculation is critical
for reflecting cavity blackbodies. This paper will discuss
the diffraction problem in some detail and include design
solutions which minimise or eliminate it.
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Low-uncertainty absolute radiometric calibration of a CCD

A. Ferrero, J. Campos and A. Pons
Instituto de Fisica Aplicada, CSIC, Madrid, Spain

Abstract. A low-uncertainty absolute radiometric
calibration system for CCDs has been developed. The
calibration experimental setup and procedure are shown.
The calibration procedure has been carried out by direct
substitution. The CCD responsivity is also shown. The
uncertainty budget has been analyzed in detail. The
obtained uncertainty contribution apart from the reference
radiometer uncertainty (0.29%, k=1) is about 0.18%.

Introduction

In addition to their wide use as imaging systems,
CCD cameras would be very interesting measurement
instruments for optical radiation if the measurement
uncertainty was kept low'. For CCD calibration, it is
necessary bearing in mind, unlike a photodiode calibration,
that it is a two dimensional calibration and the added
charge transfer and electronic problems. The
low-uncertainty calibration of a CCD requires the previous
design of a stable and uniform radiance source, whose
radiance could be measured with low uncertainty. The
designed source was an externally dye laser illuminated
integrating sphere’. The radiance measurement was carried
out by a silicon radiometer.

In this work, the calibration procedure is explained,
and the results for an absolute radiometric calibration for
an interline Sony ICX414AL having 640 x 480 pixels
(9.9um x 9.9um) are shown. It is integrated in a camera,
model Imager Compact, that has got a 12 bits A/D
converter.

Experimental setup and procedure

The source consists of an integrating sphere externally
illuminated by a power-stabilized dye laser. It was proved
that this source is uniform and lambertian®. A rotating
diffuser is located before the sphere’s entrance port in
order to reducing the speckle noise of the laser radiation™*.
For the calibration, it is not possible to locate the CCD at
the plane of the exit port plane, because it is necessary to
avoid radiation from direct incidence and first reflection.
The exit port-CCD distance where there is enough
uniformity for the calibration was studied. For this study
was considered the shadow of the CCD mount over the
own CCD, the radiation from direct incidence and first
reflection, the field uniformity and the variation of the
responsivity at different solid angles. As the pixels have
different responsivity at different solid angles, it is
necessary to know the maximum solid angle that assures a
responsivity variation with respect to normal incidence
smaller than the wanted measurement uncertainty. For
determining this solid angle, the response of every pixel
was evaluated increasing the exit port-CCD distance,
finding that pixels’ relative response becomes constant at a
given distance. This distance defines the calibration solid
angle.
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The calibration is carried out by direct substitution,
using a 10 ms exposure time. It was proved that at this
exposure time there were not linearity problems produced
by the relation between the exposure time and the readout
time’. We consider the best CCD alignment the position
where the most uniform response across the whole CCD is
obtained. As reference radiometer was employed a silicon
photodiode of proven linearity with an aperture. This
photodiode was calibrated respect to the Spectral
Responsivity Scale of Instituto de Fisica Aplicada (IFA)®,
that has got a standard uncertainty of 0.29%.

The responsivity measurement equation is

Rl« - (Nz - Nu,i)Rrad
C1NL,1'Z‘

where N; is the pixel i response, N,; is the pixel i dark
signal, f,, is the exposure time, .., is the response of the
radiometer, R,,; is the responsivity of the radiometer, and
Cyz ; is a response non linearity correction factor. We have
calculated Cy;; by studying, at constant irradiance, the
variation of (Ni-N, )/t.y, for several exposure times. Then
the relation between a relative responsivity and N; is
obtained. So, R; is a corrected responsivity, and has to be a
constant for a given wavelength.

The calibration procedure was carried out measuring R;
for several wavelengths. We did this procedure three times
in order to calculate the procedure uncertainty. N; and E;
were averaged to minimize temporal noise. The higher V;
value, the lower CCD relative uncertainty. The calibration
wavelengths were chosen according to the slope and
curvature of a typical R;, bearing in mind a potential
interpolation.

(1)

exp Fad

450 500 550 600 650 700
Wavelength (nm)

Figure 1: Average spectral responsivity of CCD Sony
ICX414AL.

Results

In figure 1 the averaged spectral responsivity across the
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whole CCD in the range (460 nm - 700 nm) is shown.
The averaged responsivity value is very similar to the
responsivity values of all the pixels. In fact, the relative
standard deviation of the pixels’ responsivity is between
about 0.4% (at 550 nm) and about 1% (at 460 nm).

A maximum in responsivity is observed at about 500
nm, and an inflexion point at about 600 nm. All the
wavelengths were obtained using only two dies (550 nm -
580 nm, 620 nm - 700 nm) and argon lines (458 nm-514.6
nm).

The total uncertainty never reaches 0.4% (k=1). It was
evaluated from the field non uniformity (0.012%,
calculated from a lambertian disc model for the exit port®),
the repeatability of the calibration procedure (around 0.1%,
accounting repeatability of alignment, radiometer response
and CCD response), the reference radiometer uncertainty
(0.29%), and the CCD uncertainty, that is estimated
bearing in mind the charge transfer noise, the quantization
noise and the residual non linearity noise after the
correction by Cy; ;(each of these contributions to the CCD
uncertainty is shown in figure 2). The larger contribution
to the CCD uncertainty is the charge transfer noise. The
higher N;, the lower the CCD relative uncertainty.

It is useful to determine a function that relates the CCD
relative uncertainty to N; in order to know it for each M.
This uncertainty goes from 0.6% (few counts) to 0.1%
(close to the count saturation level). Therefore, it is
important to carry out the calibration at a high count level.

—— Nonlinearity correction uncertainty
— — -Charge transfer noise
—1— Quantization noise

Total CCD uncertainty

-
P |

CCD uncettainty (%)

0,014 '~

\\‘ |

0 500 1000 1500 2000 2500 3000 3500 4000
N (counts)

Figure 2: CCD uncertainty budget.

The total uncertainty of the absolute calibration and the
quoted contributions are shown in figure 3. The obtained
uncertainty contribution apart from the reference
radiometer uncertainty is about 0.18%, so the calibration
procedure can be considered good.
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Figure 3: Calibration uncertainty budget.

Conclusions

A CCD absolute radiometric calibration system has been
developed. We have analyzed in detail and quoted the
uncertainty sources that contribute to the total uncertainty.
The obtained uncertainty contribution apart from the
reference radiometer uncertainty (0.29%, k=1) is about
0.18%.
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NIST Reference Cryogenic Radiometer Designed for Versatile Performance

J. Houston, and J. Rice

National Institute of Standards and Technology, Gaithersburg, MD, USA

Abstract. We describe the unique design concept of
modularity and versatility in the construction of a new
cryogenic radiometer developed at NIST. We address the
benefits of the modular design in the construction and
development and discuss some of the device
characterizations and results of a cryogenic radiometer
intercomparison.

Introduction

Cryogenic electrical substitution radiometers
presently provide the basis for optical measurements in
most national measurement institutes. The National
Institute of Standards and Technology (NIST) required a
new cryogenic radiometer that would provide the lowest
possible uncertainty and yet would not become quickly
obsolete. ~ The new radiometer needed to have the
versatility to grow with NIST’s needs, to embrace new
technologies, and most especially still be able to provide
laser power measurements with uncertainties of 0.01% or
better over a range of power levels from uW to mW.
Additionally, the radiometer needed to have an improved
thermal performance and the ability to calibrate a variety
of different optical detectors.

Design

The cryogenic radiometer that was designed and
built at NIST 1is called the Primary Optical Watt
Radiometer (POWR), previously known as HACR 2.
POWR has replaced the previous High Accuracy
Cryogenic Radiometer (HACR). While POWR measures
optical power responsivity of detectors using lasers, the
unique element of the NIST design is the concept of
modularity. The radiometer can be divided into three
main sections: the cryostat, the detector module that
consists of the receiver cavity, heat sink, and thermal
anchor, and finally the optics section. Each of these three
components has design elements that contribute to
POWR’s versatility. In the cryostat itself the base of the
helium reservoir is a 381 mm diameter plate, called the
cold plate, that contains a series of threaded holes. The
critical experimental elements mount and are thermally
anchored to the cold plate and are easily removed or
replaced. A series of wiring paths that support the
different types of four-wire heaters and thermometry and
two-wire thermometry are connectorized inside the
radiometer for ease of removal. One final element in the
actual cryostat design is that it can be operated at two
different temperatures, at 4.2 K for most measurements
and at 2 K to reduce the thermal noise in the measurement
of significantly lower optical powers.

The detector module design is critical in that the
goal was to achieve laser power measurements with 0.01%
uncertainty at the microwatt and milliwatt levels and yet
achieve the modularity to exchange receiver cavities. The
detector module design is comprised of four main
elements: the cold block, the thermal anchor, the heat sink,
and the receiver cavity. The receiver cavity and the
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thermal anchor were specifically designed to provide the
expected radiometric performance of POWR, the ability to
measure uWW to mW optical power with 0.01%
uncertainties or better. The heat sink design includes a
place to mount the thermal anchor and a 20 mm diameter
receiver cavity combination, and a limiting entrance
aperture. Heaters and thermometers on the heat sink
regulate its temperature to reduce the noise and uncertainty
in the receiver cavity’s measurements. The receiver
cavity/heat sink module then mounts into the cold block.
The main purpose of the cold block is to provide a helium
temperature background that surrounds the receiver cavity.
The cold block is the part of the detector module that
attaches to the cold plate and is thermally anchored to the
liquid helium reservoir.

The front optics section includes the window
section. Besides the Brewster angle window, this front
optics section design provides the opportunity to measure
the window transmittance in-situ. Attached between the
window and the cryostat is a large, five-way cross. This
cross is the location for a trap detector to be inserted to
measure the transmittance of an installed window.

Construction

The cryostat is designed and tested for improved
thermal and mechanical performance.  The helium
reservoir holds almost 100 L of liquid helium to provide a
measured hold time of 14 days for normal operation. An
annular reservoir of liquid nitrogen surrounds the helium
reservoir for thermal insulation. The base of the helium
reservoir is 304 stainless steel with helicoils for longterm
mechanical performance (Figure 1). The wiring for the
thermometry is phosphor bronze.

Figure 1. POWR’s cold plate provides a series of threaded
holes to mount all critical experimental components. The
Detector Module and baffle section are mounted from right to left
onto the cold plate. The laser beam enters from the left through
the baffle section into the receiver cavity. Four thermal anchors
for the wiring and two thermal anchors for the wire connectors
are on the perimeter of the cold plate.

The detector module itself was initially built and
tested with the following elements (Figure 2). The
receiver cavity is an electroformed copper cylinder, 20 mm
in diameter and 150 mm long. A 30-degree slant closes
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off the back end of the cavity. The cavity is coated with a
specular black paint. One heater is noninductivally
wrapped on the closed end of the cavity, with another two
chip heaters attached to the back slant. The germanium
resistance thermometer is located on the cylinder barrel.
All wiring from the detector module ends in connectors to
provide easy detachment. A Kapton thermal anchor
attaches the receiver cavity to the heat sink. Both the heat
sink and the cold block are made of OFHC copper that is
plated first with nickel and then gold. All surfaces are
highly polished and reflective to reduce any radiative
effects.

Figure 2. The Detector Module is on the right half with the
receiving cavity mounted onto the heat sink and surrounded by
the cold block. On the left side is the baffle section with the off
axis parabolic mirror and silicon photodiode combination.

While the majority of the detector section itself
remained unchanged, the receiver cavity and some
thermometry evolved until POWR achieved the desired
performance. The receiver cavity evolved until the
performance was achieved in Detector Module 3.
Additionally the wiring was changed to provide the
capability for a feed-forward temperature control loop
algorithm.

One element designed into the measurement is
the determination of the light scatter magnitude. This
was achieved by placing a baffle section attached to the
cold block located directly in front of the detector module,
and additional baffles along the interior optical path. The
baffle section collects the scattered radiation with an off
axis parabolic mirror that surrounds the laser beam and
reflects the scattered radiation into a silicon photodiode
for measurement.

The evolving detector module demonstrates the
benefits of the modular design. While the construction
and wiring of each detector module required days of work,
the actual exchange of detector modules in the cryostat
itself took less than one day. A connectorized detector
module was easily replaced in the cryostat.

Measurements

The detector modules after being painted and
built were measured outside the cryostat for reflectance
(from which absorptance is inferred) at three different
wavelengths. The measurements were done against NIST
PTFE reflectance standards.  The final cavity had
absorptances of 0.999995 at 633 nm. Because the
radiometer is versatile, the detector module can easily be
removed and tested over time to see if the paint and
absorptance is stable.

Once Detector Module 3 was installed into the
cryostat two types of measurements commenced, first the
characterization of the electrical to optical equivalence and
second the calibration of traps. A full discussion of
POWR’ s characterization is to be discussed in a future

24

paper. The calibration of the traps was performed in two
different configurations, one with the traps on a separate
translation stage in front of the window, and a second with
the traps in the optical plane of the receiver cavity on the
translation stage that moves the radiometer itself. In the
end the second setup was used. The same traps measured
by POWR were measured by other cryogenic radiometers
at NIST and the calibrations agreed within 0.01% to 0.02%
which is well within the three radiometers’ uncertainties
(Table 1). A full discussion of this intercomparison will
be published later.

Table 1. Results of a comparison of three cryogenic
radiometers measuring trap detector, presented in terms of
the difference from the POWR-measured responsivity of a
silicon photodiode trap detector.

Cryogenic 488 nm 514 nm 633 nm
radiometer

L1 ACR -0.021% -0.002% -0.011%
LOCR -0.005% 0.020% 0.001%

The radiometer Brewster-angle window was
measured in-situ, but not in vacuum. The Brewster-angle
window was optimized for 633 nm and maintained in that
alignment for the calibrations. The transmittances at each
wavelength were measured before and after the trap
calibrations. For the window transmittance measurement
the trap was inserted inside the five way cross and aligned
to the laser beam. The trap was removed for POWR’ s
calibration cycles. A typical window transmittance was
0.999921 with an uncertainty of .0012% at 633 nm.

Conclusion

A new NIST reference cryogenic radiometer,
POWR, has been developed. The goal in the
development of the POWR was to have the versatility in
design so that detector modules could be exchanged while
providing optical power measurements at uncertainties of
0.01% or better. Final characterization measurements on
Detector Module 3 (Rice, et al.) are soon to be completed,
but the exchanging of the first three detector modules and
the performance of the third module shows that POWR has
achieved this goal. In the future, as technology changes
or there are special requests for measurements at different
power levels or wavelengths, POWR will be able to meet
the needs.
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Measurement of the absorptance of a cryogenic radiometer cavity in the visible and near infrared

(NIR)
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Abstract. Results of the measurement of the absorptance of
a LaseRad cavity used as an absorber in the cryogenic
radiometer in the Physikalisch-Technische Bundesanstalt
(PTB) are presented. The measurements were carried out at
several laser wavelengths in the visible and near infrared
(NIR); at 633 nm, 1280 nm - 1360 nm and 1480 nm —
1620 nm. The absorptance of 0.999885 + 3.0 x 10
measured at 633 nm matches very well with the value of
0.999879 + 1.0 x 107 reported by the manufacturer
(Cambridge Research & Instrumentation, Inc.) . In the NIR
the absorptance is approx. 1.1 x 10 +3 x 10 lower than at
633 nm, which is significant for high accuracy
measurements. In the wavelength range from 1280 nm to
1620 nm, the absorptance varies by 19 x 10 which is
almost negligible for this wavelength range.

1. Introduction

In the last decade, the demand for calibration services in the
field of optical communication through optical fiber had
increased substantially and consequently also the need of
lower measurement uncertainties. Therefore, the PTB and
also other National Metrology Institutes (NMIs) work on
transfer standards (Ge and InGaAs photodiodes) calibrated
directly against the Cryogenic Radiometer (CR), the
primary standard for optical power measurement, in the
near infrared (mainly around 1300 nm and 1550 nm) [1-4].
Thus, uncertainties below 4x10™ have been obtained in
these wavelength ranges. In general, two correction factors
contribute to the CR measurement accuracy: the non-ideal
absorption coefficient « of the cavity and the non-ideal
transmittance 7 of the Brewster-angle window. Usually, the
absorption coefficient at 632.8 nm reported by the
manufacturer is used in the PTB and other NMIs and
considered to be constant for other wavelength ranges [ 1-4].
However, to achieve lower measurement uncertainties, it is
necessary to know the exact spectral distribution of both
coefficients.

In this paper, we report the absorption coefficient
measurements of the LaseRad cavity carried out at several
wavelengths: 632.8 nm, 1280 nm — 1360 nm and 1480 nm —
1620 nm. The cavity under measurement was purchased by
the PTB from the manufacturer of our CR, Cambridge
Research & Instrumentation (CRI), separately for this
purpose. It has the same characteristics as the cavity
contained in the CR; it is constructed from an oxygen-free
high-conductivity copper (OFHC) tube and blackened with
Chemglaze Z-302 black paint [5].
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2. Measurement method

The absorption coefficient of the cavity is determined from
the measurement of the diffuse reflection p by the simple
formula @ = 1 — p. The measurement is carried out using a
four-ports integrating sphere and a photodetector (see
Figure 1). In the visible wavelength range, a He-Ne laser
operating at 632.8 is used as radiation source. The beam
irradiates a 2-mm diameter circular aperture and is imaged
1:1 by a 200 mm focal length lens - passing through the
sphere - into the cavity. To reduce the fluctuation of the
laser power, an external stabilizer and a monitor detector are
used. An attenuator and a polarizer are used to maintain the
power level and the linear polarization of the laser beam.
The detector placed on the sphere for the measurement at
632.8 nm is a Si detector of 5-mm diameter (Hamamatsu
S1227 66BR). In the IR, two tunable diode laser sources
(Agilent 81600B) were used, whose wavelength were
adjusted from 1280 nm to 1360 nm and from 1480 nm to
1620 nm, respectively. The outputs of the laser sources are
fiber-optic connectors; therefore an external collimator with
a fiber-optic pigtail is used to collimate the laser beam. The
laser stabilizer, used during the measurement at 632.8 nm, is
not needed for the measurement in the IR, instead, the
collimator was placed in front of the aperture and polarizer,
see also Figure 1. An InGaAs photodiode (Telcom
35PD5M) of 5-mm diameter placed on the sphere carries
out the measurement of the reflected fluxes.

The reflectance measurement of the cavity is done as
follows: in a first step, a laser beam illuminates the cavity
attached to the sample port. The reflected flux is diffusely
emitted from the cavity and is collected by the integrating
sphere finally generating a signal S, is generated by the
photodetector. In this scheme the white standard is attached
to the supplementary port. In a second step, the cavity and
the white standard interchange their ports from where a
second signal is generated S,. A third signal S, is measured
by taking off the white standard from the sample port. From
the ratio between those signals one can get the reflection
coefficient of the cavity, p,:

S.=S8, _p. _S. -8 p
S S, P s, s
where p; is the reflection of the white standard and o is the
correction factor due to possible changes of the geometrical
conditions of the sphere between the two measurement

processes. In our case, these conditions remain unchanged,
so o= 1.

5 > (1)

s
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Figurel. Experimental set-up used to measure the diffuse reflectance of the radiometer cavity.

3. Measurement results

Figure 2 shows the results of the absorption coefficient
measurements of the cavity. At 632.8 nm the absorption
coefficient measured is 0.999885, which matches very well
with the value reported by the manufacturer (0.999879). At
the infrared wavelengths, the absorption coefficient varies
from 0.999765 to 0.999785 between the wavelength ranges
of 1280 nm — 1360 nm and 1480 nm — 1620 nm,
respectlvely The deviation observed for these ranges is

19 x 10°%, which means that in this spectral range the value
of the absorptlon coefficient is practically flat. Thus, for the
whole NIR wavelength range, in principle a value of
0.999777 £ 0.000014 (k=1) can be used. Although no
significant difference in the absorptance within the infrared
spectral range investigated is observed, the mean value for
the NIR range is about 1.1 x 10 lower than the value at 633
nm. This difference can be significant in the total correction
factor of the CR, especially when one wish to reach
uncertainties lower than 10™.
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Figure 2. Absorption coefficients of the cavity measured in the
visible and near infrared wavelengths. The error bars correspond
to the standard uncertainty of the measurement. Open circle:
manufacturer result.
4. Conclusions
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The values of the absorption coefficient of a radiometer
cavity in the visible and near infrared are presented. The
results indicate that in the NIR, the absorption coefficient of
the cavity is 1.1 x 10™* lower than in the visible wavelength
(632.8 nm).The characterization of the cavity will allow us
to correct the absorption coefficient of the LaseRad cavity
of the PTB cryogenic radiometer in the NIR. Thus, we
expect to reach uncertainties lower than 3x10™ for these
wavelength ranges.
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Grooves for Emissivity and Absorptivity Enhancement in High Performance
Cavity Sources and Radiometers

E. Usadi, and R. Montgomery
National Physical Laboratory, Middlesex, UK

Abstract The emissivity of a flat emitting plate, and
similarly the absorptivity of a flat absorbing plate, are well
known to be enhanced by machining grooves into the flat
surface. In addition to minimising retroreflection from
cavities with flat end plates, grooves increase the number
of absorbing surfaces a typical ray hits before exiting such
a cavity. However two factors, generally overlooked in
groove design, may become important for the design of
ultrahigh emissivity or absorptivity cavities: (1) axial rays
intersect the grooved surface off-normal, where the surface
reflectivity is potentially much higher than at normal
incidence, and (2) the groove angle may be difficult to
define accurately, especially after the application of
absorbing paint. This paper will describe ray tracing
work showing that small changes in the groove angle can
lead to dramatic changes in cavity emissivity or
absorptivity (up to several percent) for relatively highly
reflecting surface coatings. While this is not normally a
problem for common black coatings and for radiation
within the visible and IR spectrum below 100 microns, it
may become an important correction for longer
wavelengths where many common coatings become more
highly reflecting and specular, especially at off-normal
incidence. Since a room temperature thermal source has a
significant fraction of emission at these long wavelengths,
this may lead to an overall correction at the 1 — 100 ppm
level when measuring the radiance of such sources.

Acknowledgments  The authors would like to thank the
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work.
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PULSED UV SPECTRORADIOMETRY
WITH THE PRIMARY STANDARD
SYNCHROTRON RADIATION SOURCES
OF HIGH INTENSITY
S. Anevsky, V. Ivanov, O. Minaeva, V. Sapritsky, Y. Zolotarevsky
All-Russian Research Institute for Optical and Physical Measurements
(VNIIOFI)
Ozernay St., 46, Moscow, 119361, Russia
Principal Contact: S. Anevsky
Phone: 007-095-437-3183
E-mail: Anevsky @ vniiofi.ru
VNIIOFI has developed table-top electron accelerators — primary synchrotron
radiation sources as national standards of spectral radiance and irradiance in the
range of vacuum and air UV. The creation of pulsed synchrotron radiation sources
with strong magnetic field for UV spectroradiometry is based on the use of available
magnetic field with induction of 10-18 T and pulse duration 3-300 ps . The small
duration of synchrotron radiation pulse permit to use the strong magnetic field and
to operate with low vacuum level. The value of optimal radius is about few
centimeters and particles energy is about 30-100 MeV for UV spectral region. The
high level of UV spectral flux makes pulsed synchrotron radiation source quite
useful for calibration of the secondary standard plasma sources as capillary
discharge with evaporated walls and plasma focus. The synchrotron radiation
source beam diagnostics includes the measurements of orbit radius, electrons
energy, particles number and radial, axial, phase dimensions of electron bunch.
VNIIOFI for many years attempted to create and improve special small-size
standard synchrotron radiation sources available for metrological laboratory based
on technique of strong magnetic field generation: uniron low-inductive magnet
system. The further development of synchrotron radiation sources is connected with
optimization accelerator parameters in order to rich spectral range of EUV about

13.5 nm in regime of 1 Hz frequency.

Proceedings NEWRAD, 17-19 October 2005, Davos, Switzerland 29



30



New apparatus for the spectral radiant power calibration at CMS in Taiwan

Hsueh-Ling Yu and Shau-Wei Hsu

Center for Measurement Standards/ITRI, Hsinchu, Taiwan, R.O.C.

Abstract. A monochromator-based cryogenic
radiometer (CR) facility has been established at the
Center for Measurement Standards (CMS) in
Taiwan, for calibrating the spectral radiant power
responsivity of standard detectors. The design
features of the new apparatus and uncertainty
analysis are discussed. Presently the Si and Ge
detectors can be calibrated in the spectral ranges
350 nm to 1100 nm and 800 nm to 1700 nm,
respectively. The measured results of the Si and
Ge detectors using the new apparatus were
compared with the results in the NPL calibration
reports to check the performance of the new
apparatus. The agreement is better than 0.5 % for
the Ge detector and 0.2 % for the Si detector.

1. Introduction

A new facility for the monochromator-based
cryogenic radiometer [1,2] has been set up in the
CMS in Taiwan. A monochromator-based
cryogenic radiometer, rather than laser-based one,
was established to calibrate the responsivity
because of cost, convenience, and the flexibility
of future applications. Instead of rotating the
bellows to translate the CR and the transfer
detectors as presented in Refs. 1 and 2, a linear
translation stage is utilized to move the CR and
the transfer detector to the focal position of the
monochromatoe-source. The design of the new
apparatus allows three detectors to be calibrated
in a single measurement process to save time and
liquid helium (LHe). The 1o uncertainty of the
Si detectors is approximately 0.2 % and that of
the Ge detectors is 0.3 %.

2. Design features

Figure 1 presents the schematic overview of the
new apparatus. The whole apparatus can be
grouped into three categories - the CR, the
detector stage, and the light source. The CR
was manufactured by L-1 Standards and
Technology, Inc. The hold time of LHe is well
longer than 80 hours and the LN, for the cryostat
can be refilled automatically.  The relative
standard uncertainty of the CR in radiant power
measurement is less than 0.02 % for the
monochromator-source.
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The detector stage was originally designed by
CMS and manufactured by L-1 Inc. The
transfer detectors were placed on a holder inside
a six-way reducing cross and connected to the
feedthrough. It allows three detectors
(depending on the size of the transfer detector) to
be placed inside the cross. A thermistor was
mounted on the holder to monitor the ambient
temperature around the transfer detector. It
showed that the ambient temperature was
approximately 21.5°C during measurements.
The welded bellows and linear translation stage
were utilized to move the CR and the transfer
detector to the focal position of the
monochromator-source with an overall traveling
length of around 31 cm. The X- and Z-axes of
the XYZ manipulator were used to locate the
center of and test the uniformity of the transfer
detector. A flat fused quartz entrance window
is placed in front of the welded bellows to
eliminate the uncertainty form the window
transmission.

A quartz- tungsten-halogen (QTH) lamp and an
Xe lamp were used to cover the wavelength
ranges from 400 nm to 1700 nm and below
400 nm, respectively. The F number of the
monochromator is 4. After mirrors M1 to M4,
the F number of the monochromator beam was
about 13. Therefore, it could be absorbed
totally by the CR (F/8). An aperture with a
diameter of 1.9 mm was placed in front the exit
port of the monochromator to make the spot
diameter of the monochromator beam
approximately 3 mm at its focal position.

3. Measured
analysis

results and uuncertainty

To verify the performance of the new apparatus,
the measurements of the spectral responsivity on
two NPL-calibrated Si and Ge detectors were
carried out. The measured procedures involved
the photocurrent measurements of the detectors,
radiant power measurements with the CR, and
then obtaining the spectral radiant power
responsivities of the detectors. The measured
results of Si and Ge detectors against the
apparatus were compared with the results in their
NPL calibration reports. The discrepancy is
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Figure 1. Schematic diagram of CMS new monochromator-based cryogenic radiometer for spectral radiant power calibration

less than 0.5 % for the Ge detector and 0.2 % for
Si detector. The error sources include the
bandwidth effect, wavelength accuracy, and stray
light of the monochromator; the uniformity,
polarization effect, and output current accuracy
of the transfer detector; the measured accuracy of
the radiant power of the CR. Table 1 lists the
uncertainty budget and the conditions of the
estimation.

Table 1. Uncertainty budget of the monochromator-based
spectral radiant power responsivity calibration

Source relative standard uncertainty

Power measurement CR ~ 0.02 %

(monochromator-source)

Bandwidth effect 0.0001 % (Si; 400 nm-1000 nm)

(A=1.5nm for Si 0.01 %  (Si; other range)
A=3.5nm for Ge) 0.001 % (Ge; 800 nm-1500 nm)
0.04 %  (Ge; other range)
Wavelength accuracy 0.03 %  (Si; 400 nm-1000 nm)
(£0.1nm for Si 0.2%  (Si; other range)
+0.2nm for Ge) 0.05% (Ge; 800 nm-1500 nm)
0.3%  (Ge; other range)
Uniformity 0.02% (Si)
(0.3 mm deviation from 0.08% (Ge)
the center of the diode)
Polarization 0.01 %
(F/13, 0.2° incident angle)
Current measurement 0.0005 %
Repeatability 0.05%  (Si; 400 nm-1100 nm)
0.1 %  (Si; <400 nm)
0.05% (Ge; 970 nm-1550 nm)
0.1 %  (Ge; other range)
Total 0.07 %  (Si; 400 nm-1000 nm)
0.23 %  (Si; other range)
0.11 %  (Ge; 970 nm-1550 nm)
0.33%  (Ge; other range)

The error associated with the bandwidth can be
calculated using the following method.

R, (%) Jj TR(3.- 2,)5(A)dA

where Ry,(A) is the measured responsivity, R(A\)
is the real responsivity, S(A) is the slit function of
the monochromator, and A is the bandwidth of
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the monochromator. S(A) is assumed to have
a symmetrical tri-anglular function around A,
and the bandwidth error & can thus be
expressed as

R,(4)-R(2)
R(2)

N d'R,(A)
T12R (A) dX

Conclusion and outlook

Only the spectral range from 350 nm to 1700 nm
was considered. The Si and Ge detectors used
in this work were not calibrated directly using
the NPL primary system, so the uncertainties
in the NPL reports are relatively large. Hence,
a further intercomparison is required to
precisely study the consistency with other
relative primary standards. The future works
will include extending the measurement range
below 350 nm and over 1700 nm, and applying
the monochromator-based CR to establish
another apparatus for measuring the spectral
irradiance/radiance of light sources.
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VUYV and Soft X-ray metrology stations at the International Siberian

Synchrotron Radiation centre

V. 1. Buhtiyarov, N. G. Gavrilov, N. A. Gentselev, B. G. Goldenberg, G. N. Kulipanov, A. A. Legkodymov, V.
V. Lyakh, O. 1. Meshkov, A. I. Nizovsky, A. D. Nikolenko,' V. F. Pindyurin, 1. V. Poletaev, E. P.

Ya. V. Rakshun, Semenov, M. A. Kholopov, V. A. Chernov, M. A. Sheromov

Budker Institute of Nuclear Physics, 630090 Novosibirsk, Russian Federation

At present, there are two experimental stations under
construction at the International Siberian Synchrotron
Radiation centre (Novosibirsk, Russia). They are intended
for metrology work in the VUV and soft X-ray spectral
ranges with the application of SR from the storage rings of
VEPP-3 and VEPP-4.

The soft X-ray metrology station (the spectral range is from
80 to 5000 eV) at the storage ring of VEPP-3 makes it
possible to perform very different works for time and
absolute spectral calibration of various X-ray detectors as
well as absolute and relative certification of elements of
X-ray optics (multi-layer mirrors, multi-layer lattices,
absorption film filters etc). The first line of the station has
been commissioned already. Certification of power of the
incoming “white” SR beam is under way now. The
monochromator is being prepared for commissioning. Its
design allows one to use both multi-layer mirrors as wall as
crystals as x-ray optical spectral elements. The first
experiment is supposed to deal with experimental
investigation of  possibility of broadening the
self-calibration method [1] in order to use it later to calibrate
scintillation counters. Another task of the first experiment
is a preliminary test of elements of the Space Solar Patrol
(SSP, made by SOI, St. Petersburg) [2] within the
framework of ISTC project #2500, which is devoted to SSP
calibration.

The VUV and soft X-ray metrology station with the
application of SR from the VEPP-4 storage ring is being
developed at the moment. In contrast to the similar station at
VEPP-3, the spectral range of this station (from 10 to 1000
eV) allows one to perform calibration measurements in the

! A.D.Nikolenko@inp.nsk.su
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VUV range. Due to partial overlapping of the spectral
ranges of these stations one can check at one station a
calibration done at the other. The metrology station of
VEPP-4 is to be equipped with two monochromators. Those
are a lattice one (the spectral range is 10 to 100eV) and a
two-mirror monochromator based on multi-layer mirrors
(the spectral range is 80 to 1500 eV). Since the experimental
space of the station is rather large (about 0.7x05x0.5 m’) it
will be possible to perform calibration of quite big-sized
space equipment). The first series of prospective
experimental works is to be devoted to absolute calibration
of the equipment of the space solar patrol. The station is
supposed to be commissioned in the first half of the year
2006.

The SR beamlines of both the stations have been made by a
technology without windows. They are equipped with a fast
closing system for the case of a vacuum damage at the
station and with differential vacuum pump-down. That
makes it possible to investigate unbakeable samples in the
experimental spaces at an operational pressure up to 10 Pa.
This report presents the optical schemes of both the stations,
their main parameters and design photon flows for different
operation regimes.

1. Krumrey M., Tegeler E., Nuclear Instruments and
Methods in Physics Research A288 (1990) 114-118

2. Avakyan S., at al. Sensors, Systems and Next
Generation Satellites, Proc. SPIE, v. 3870, pp. 451-461,
1999.
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Experimental study of application of the self-calibration method to certify
absolute spectral sensitivity of a scintillation counter in the soft X-ray range.

A.D. Nikolenko', V. F. Pindyurin, V. A. Chernov, V.V. Lyakh.
Budker Institute of Nuclear Physics, 630090 Novosibirsk, Russian Federation

The self-calibration method earlier has been successfully
developed by the PTB team (Berlin, Germany) for absolute
certification of spectral sensitivity of semiconductor diodes
[1, 2]. In these works, parameters required to determine
spectral sensitivity of a detector (the dead layer on the
surface of detector and sensitive area thickness) were found
via measuring the spectral response of the detector at
different angles of radiation incidence on the receiving
surface of the detector.

In the case of absolute calibration of a scintillation counter
(SC), the spectral sensitivity of the detector is described
with a slightly more complicated model. Beside the dead
layer thickness, the model includes the spectral efficiency of
the scintillator, the efficiency of collection of wvisible
photons on the photo-cathode, the photo-cathode efficiency
and particularities of signal amplification by the dynode
system of the photomultiplier. The present work describes
the preliminary measurement of the spectral sensitivity of a
SC based on a photomultiplier with guaranteed one-electron
peak FEU-130 with a YAP scintillator. The dead layer
thickness of the scintillator was determined in the same way
as in [1, 2]. The efficiency of registration of X-ray photons
that passed the dead layer of scintillator is found by the form
of the amplitude spectrum of anode pulses of the
photomultiplier.

The evident explanation of this technique briefly can be
described as follows: x-ray quantum absorbed by the
scintillator, is generated the light flash, which is registered
by the photoelectron multiplier (PEM). In case of soft x-ray
photon the number of the visible photons in each flare is not
big (from units up to several tens depending on energy of
x-ray photon and characteristics of scintillator) and

! A.D.Nikolenko@inp.nsk.su

Proceedings NEWRAD, 17-19 October 2005, Davos, Switzerland

consequently the significant part of useful pulses of PEM is
situated in the one-electron peak. It means, that the average
number of optical photons, be registered by the PEM from
the such flash, is less then 1. Nevertheless, in a amplitude
spectrum of pulse signal of PEM, we can observe not only
one-electron peak, but also the effect of presence of two-
and three-electron peaks. Using the relative intensity of
these peaks we can to calculate the probability of
registration of every x-ray photon which has penetrated
through a dead layer and was registered in the scintillator.
This method does not allow one to separate the contribution
of each of the SC parameters that influence its efficiency but
it gives the absolute efficiency of a particular SC. The
advantage of this method is that all the measurements are
relative ones and can be performed on any available source
of monochromatic soft X-radiation. A disadvantage of the
method is its low accuracy (estimated to be not better than
10%).

The experimental checking of this method were performed
at the Soft X-ray metrology station at the VEPP-3 storage
ring for the few different energy of photons from 100 to
1500 eV. In the near future, as expect, the station is to be
equipped with reference detectors with a calibrated spectral
sensitivity, which will allow one to check correctness of
calibration.

1. Krumrey M., Tegeler E., Rev. Sci. Instrum. 1992 63,
797-801

2. Krumrey M., Tegeler E., Nuclear Instruments and
Methods in Physics Research A288 (1990) 114-118
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The metrology line on the SOLEIL synchrotron facility

M. Lievre, M-C. Lépy, B. Rougié, J-R. Filtz, J. Bastie

LNE, Paris, France

M. Idir, T. Moreno, P. Mercere
SOLEIL, Gif sur Yvette, France

Abstract. In the new SOLEIL synchrotron facility one
line will be devoted to metrology, providing 3 branches for
hard-X, X-UV and UV-VUV radiation applications. So
metrology between about 5 eV to 14 keV (250 nm down to
0.09 nm) will benefit from this calculable radiation source.
The UV-VUYV branch is expected towards the end of 2006.

Introducing SOLEIL

SOLEIL (Source Optimisée de Lumicére d’Energie
Intermédiaire du LURE = Optimized source of mid-level
energy light in LURE) is a 3rd generation 2.75 GeV
synchrotron. Building began in 2000, and the first lines are
to open end of 2006, followed by 14 others between 2006
and 2010 - potentially 40. It is designed and managed from
the beginning to host international teams.

This synchrotron facility built in the Optics Valley
addresses new or increasing needs in X to UV applications
such as X lasers or deep UV lithography. It will inherit and
amplify the high level-activity of the former LURE
synchrotron.

The metrology line partners

There will be 3 main users of this metrology line: SOLEIL
itself for its own instruments testing, the French Agency
for Nuclear Energy (CEA) and the National Test and
Measurement Laboratory (LNE). LNE has taken over the
former BNM since beginning of 2005, including now the
BNM previous members. The 3 LNE laboratories involved
in the metrology line are the LNE-LNHB, the LNE-INM
and the former LNE.

Radiation metrology benefits from the
synchrotron radiation (SR) characteristics

Situation in France

Up to now, different laboratories (now members of LNE)
have performed a metrological activity with SR. INM
carried on its first SR applications in 1974, establishing an
electric arc as a secondary standard by comparing both
radiations. LNHB characterized and calibrated X detectors.
And outside metrological laboratories, SR enabled several
metrological achievements such as optical components and
detectors qualification for hot plasma X diagnosis.

Situation in other countries

In Germany, PTB runs a well-known and important
facility at BESSY II, providing monochromatic radiation
between 3 eV and 15 keV. Due to the increasing demand
for SR access, the MLS (Metrology Light Source) new
facility is expected to complete BESSY II in 2008, with a
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spectrum ranging from infrared to deep UV.

In the US, NIST uses the SURF III facility in
Gaithersburg as a calculable source in the 50 to 260 nm
range, and as a UV source calibration to a cryogenic
radiometer in the 125 to 320 nm range.

In Russia, the VEPP facility in Novosibirsk provides
radiation between 120 and 400 nm for calibration of lamps
and detectors.

Other facilities are used for radiometry in China and
Japan.

One of the main issues for radiometry with SR is access to
the beam: not enough available time or too scattered. And
it is worse with operating requirements often incompatible
with other more widespread SR applications.

Characteristics of the SOLEIL SR

The synchrotron radiation shows a broad continuous
spectrum, and its characteristics (irradiance, polarization,
coherence, beam profile and pulse shape) are calculable
with the Schwinger theory, with an accuracy only limited
by the determination accuracy of the influence parameters,
which can be very good. The output power can be adjusted
on a 12 orders of magnitude scale.

The SR emits pulses with a 50 ps width every 140 ns
typically. Polarization can be adjusted from linear to
circular.

Metrology line characteristics

SOLEIL committed the “Optics” special team to initiate
and assist the users in designing the metrology line. The
general requirements are a well-collimated beam, a high
spectral purity (almost no harmonics), very low scattering,
and a large spectral range, especially for absolute
calibration of detectors, relying on the possibility to
calculate the exact incident power.

The “Sources and Accelerators” special team will provide
measurements and develop methods to perfectly control
the key machine parameters, in agreement with the
metrology users requirements.

The 8-mrad beam available at the end of the magnet will
be spatially split into 3 branches, each of them devoted to a

specific energy (spectral) range.

We will focus now on the VUV branch, and mention only
for completeness sake the hard and soft X-ray lines.
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UV-VUV branch

The design is not yet definitive. This branch is now
optimized for the 7 to 70 eV (18 to 180 nm) range. The
beam will pass through a monochromator yielding a
simulated photon flux above 1.5.10° photons/s, with a peak
of 10" photons/s at 50 nm, respectively above 1 nW and
300 nW. At the output focus, the beam has a rectangular
shape of 45 x 600 pm. The spectral width varies between
20 and 120 pm.

X-UV branch

This branch will be operated between 30 eV and 2 keV,
with a focused or collimated output beam, and a harmonic
rejection rate of 0.1 %.

Hard-X branch

This branch will be operated between 0.5 and 12 keV, with
a focused or collimated output beam.

Uncertainties

The main interest of SR in radiometry is the possibility to
calculate the incident flux from the measurement of
independent operating parameters. At BESSY, the
combined uncertainty has been assessed to 0.2% at 1 eV
and 0.35% at 5keV. The dominant term belongs to the
geometrical factors in the optical range, and to the
electrical ring parameters in the X range.

Of course there are other contributions to the final
uncertainty in a complete calibration process. In the case
of the already running synchrotron calibration facilities,
the final uncertainty amounts generally to a few percent. It
has not yet been assessed at SOLEIL.

Expectation in UV Metrology

The SOLEIL metrology line is expected to bring a
breakthrough in UV calibrations through the realization of
standard references for detector sensitivity and energetic
source properties (radiance, irradiance, radiant intensity).
It will of course enhance comparison possibilities with
other international realizations of the same quantities, and
the transfer to end-users. It is true that the main demand on
UV radiometric calibration is still in the less energetic
range (above 200 nm), where applications such as therapy
or diagnostic will bring more stringent demand on
accuracy. However the emerging applications in biology,
industry or scientific research (astronomy, plasma,
fluorescence) and above all in photolithography are
driving calibration needs toward the VUV (vacuum
ultraviolet) range. In this range only will the SR prove
more efficient than laser or high temperature blackbody
sources.
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Cryogenic radiometer developments at NPL

J. Ireland, M.G. White and N.P. Fox,
National Physical Laboratory, Teddington, UK

Abstract Cryogenic radiometers are widely used as
the primary standard of choice for optical radiometric
measurements. This has led to increased demand for
designs optimised for specific applications. NPL has
pioneered the field of cryogenic radiometry, both in
terms of design and application, from its first
successful implementation in the 1970’s through to
the wide range of instruments and applications
available today.

This paper will review some of these developments
and how they have progressed into the designs of
today. Particular emphasis will be given to a new
instrument optimised for the low powers ~ 1 uW
which typify the output of monochromators whilst
maintaining the flexibility of mechanical cooling i.e.
no liquid cryogens.

Introduction

Since the first cryogenic radiometer of Quinn and
Martin, designed to measure total radiation from a
black body for determining the Stefan-Boltzmann
constant (1), there have been numerous designs and
applications (2). NPL has been at the forefront of the
technology and has been the source of many designs
over the years, originally exploited by Oxford
Instruments Ltd and more recently by NPL directly.

One of the trends in recent years has been the drive
towards the lower cost more flexible operation of
mechanical cooling engines, coupled with the desire
for greater operational flexibility. This has been
achieved through the wuse of lower power
monochromator based radiation sources, eliminating
the use of more expensive laser sources in
wavelength regions outside of the visible spectrum.

NPL has been engaged in the parallel development
and operation of a number of cryogenic radiometers;-

1/ The Absolute Radiation Detector, ARD for a new
radiometric determination of the Stefan Boltzmann
constant (and consequently Boltzmann constant for a
potential future redefinition of the Kelvin). (3)

2/ The mechanical cooled (~15 K) cryogenic
radiometer for laser based radiometry. (4)

3/ A space based -cryogenic radiometer for
measurements of Total Solar Irradiance and Earth
reflected spectral radiance. (5)

4/ A mechanically cooled (4 K) cryogenic radiometer
for lower power, monochromator based applications.
concentrate on this latter

This paper will

development.
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Summary

The new radiometer uses a 4 K mechanical cooling
engine to directly cool a “helium pot” mounted on the
second stage of the cold head. This helium pot is
connected to an external helium gas reservoir and the
gas is cooled to the liquid phase and collected in the
pot, providing a thermal buffer to which the reference
block is mounted via a heat link. By pumping on the
helium pot we can achieve a base temperature of
around 2 K and an operating temperature of around
3.7K.

Custom built ac resistance bridge electronics are
being developed to optimise the control of
temperature stability of the reference block. The three
reference resistors in the bridge are mounted directly
on the reference block alongside the temperature
sensor, to minimise noise. The radiation cavity, also
of novel design, will be operated in active mode (with
a constant power). The radiometer is designed so that
the cavity and heat link are modular, and can easily
be changed, so that the sensitivity can be optimised
for specific applications. The cavity temperature will
also be monitored using an ac resistance bridge.

The cryostat is mounted on a rotating arm so that
either the cavity or the detectors to be calibrated can
be moved into the path of the beam. The detectors are
mounted modularly to the vacuum chamber, allowing
interchange of detectors when cold.

The design objectives are for a measurement of
optical radiant power at the 1 pW level with
uncertainties of <0.01 %.
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Energy Calorimeter for Pulsed Laser Radiometry

Daiji Fukuda, Kuniaki Amemiya, Asuka Kamimura, and Shinji Kimura

National Metrology Institute of Japan, AIST, Tsukuba, Japan

Abstract.

We have developed an energy calorimeter that can
determine absolute energy of single-shot laser pulses. The
calorimeter is composed of a U-shaped absorption cavity
and semiconductor-based thermocouples. The energy
sensitivity is calibrated by inducing energy to an electrical
heater on the cavity. To reduce a standard deviation, an
optimal filtering method was used for the sensitivity
calibration. As a result, we obtained that the energy
sensitivity is 9.42 mV/J for 10 mJ energy with the low
relative standard deviation of 0.02 %.

Introduction

The pulsed laser sources are now widely used in
industry, and its precise determination of the laser energy
is more important. In 2005, National Metrology Institute of
Japan will start an energy sensitivity calibration service for
laser energy meters as a special test. To realize this, we
have developed a laser energy calorimeter. This abstract
describes some characteristics of the energy calorimeter
and a calibration method of the energy sensitivity.

Configuration

Figure 1 shows the absorption cavity of the laser energy
calorimeter. The cavity is fabricated with free oxygen
copper with a thickness of 0.2 mm. A bottom of the cavity
is sloped with an angle of 60 degrees, on which a glass
volume absorber of NG-1 (shott glass) with a thickness of
0.5 mm is attached. A single shot laser pulse is irradiated
through an entrance, and the most of energy is absorbed in
the glass volume. Some energy, which is reflected at the
glass surface, is absorbed at the cavity wall by multiple
reflections. The inside of the cavity is painted with velvet
Nextel coating to increase the absorptance of the cavity. In
this configuration, the total reflectance of the cavity for
633 nm is less than 0.02 %, which is measured by an
integrating sphere.

The resulting temperature increase from the energy
absorption is detected with bismuth telluride thermo-
couples of seventy-two pairs at the front region of the
cavity. The temperature sensitivity of the thermocouple per

pair is approximately 200 pV/K, which is seven times
lager than that of metal-based thermocouples.

Front View Side View

| 30 mm I
%

. \ :5_.
_ - - - - s
. 5
/' —— NG — A 60°

X

BiTe thermo-copules Copper cavity

Figure 1. Schematic drawings of the absorption cavity of the
energy calorimeter. Left is the front view and right is the side
view. Pulsed laser enters like an arrow of broken line.
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Sensitivity calibration

The sensitivity of the calorimeter is calibrated with an
electrical heater on the absorption cavity. A rectangular
electrical pulse of the pulse width Af is generated with a
constant voltage source and a gate switching circuit, and it
is induced to the heater, as shown in fig. 2. The electrical
energy E produced by Joule heating is written as

E=V?At/R,
where V7 is the voltage of the source and R is the
resistance of the heater. The time-dependent temperature
change of the cavity is recorded with a nanovoltmeter as
the output voltage of the thermocouples.

To derive the energy sensitivity from the time-dependent
output voltage signals, a theory that is based on the First
Low of Thermodynamics by West is frequently used. In
the theory, the output signals are divided into some
regions; an initial rating period, a relaxation period, and a
final rating period. The sensitivity is determined with the
induced energy and a corrected voltage rise that is
calculated with time integration and the voltage difference
during these periods. More detail process is given by
Zhang. This theory is very useful to determine the
sensitivity of the calorimeter, however, intrinsically noise
characteristics of the calorimeter are not considered in the
theory. Thus, we tried to improve the theory by combining
the optimal filtering method. In our method, a noise
property of the calorimeter is considered, that would be
expected to greatly reduce the standard deviation of the
energy sensitivity.

In the present method, we firstly prepare a model signal
waveform and a voltage noise spectrum of the calorimeter.
We  define these Fourier transformations as
M (f)and N(f), respectively. Then a relative pulse height
PH for measured waveform D(z), which is a signal for
each single energy shot, is calculated using a least square
method at a frequency rezgion as the following formula.

2
PHZJ‘MM df jm df
M()IN) N()
Finally, the corrected voltage rise for D(¢) is obtained by
multiplying PH by the corrected voltage rise for the model
waveform M (¢) . More detailed methods are described by

Gate switchin
Absorption cavity _  circuit _g

— | 1

%%L'Wv—{ I
Heater [ZR I ]

Vi

|
l—————'|7L |
oo ||

Voltage
BiTe <SG L——INano-volt source
thermopile |(— ———meter
Szymkowiak and Fukuda.
Figure 2. Experimental setup for energy sensitivity

determination. Rectangular-shape electrical pulses are generated,
and are induced the heater. The resulting temperature rise is
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measured with BiTe thermopiles.

Experimental Results

We calibrated the energy sensitivity of the calorimeter
for the electrically induced energy from 1 mJ to 100 mJ
using the method mentioned above. At each energy stage,
we obtained five waveforms of D(¢) which has 1024 data
points with the sampling time A¢ of 0.6 s. A fall time
constant of the calorimeter is 55 s, thus the calorimeter will
completely return to an equilibrium state after an energy
shot during the waveform measurement. As to the
calculation process of the corrected voltage rise, we set the
relaxation period and the final rating period to 18 s and 39
s, respectively.

The energy sensitivity obtained by our method was 9.42
mV/], and was well agreed with the value obtained by
West’s method, as shown in fig. 3. For the measured
energy range, the nonlinearity of the sensitivity is less than
0.1 %, which is very useful for the laser energy calibration.
Figure 4 shows the relative standard deviation of the
energy sensitivity for each electrical energy point obtained
by both methods. In the presents method the deviation
decreased by ten percents, which is very desirable for
precise energy determination.
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Electrical Energy (J)
Figure 3. Measurement results for energy sensitivity of the

calorimeter obtained by West’s method and present method. Bars
indicate the standard deviation (1o) for five measurements.
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Figure 4. Relative standard deviations of the energy sensitivity.
The deviations increased at lower energy, however, the deviations
for the present method improved by ten percents in this energy
range.

Conclusion

We developed a laser energy calorimeter that is intended
as a primary standard for the calibration of the laser energy
meters. The sensitivity of the calorimeter was well defined
using the optimal filtering method and was found to be
9.42 mV/J. The standard deviation by our method was
reduced by ten percents compared to West’s method. The
nonlinearity of the energy sensitivity was less than 0.1 %
in the energy range from 10 mJ to 100 mlJ. These
performances are very desirable to calibrate laser energy
meters with a low measurement calibration uncertainty.
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Characterization of new trap detectors as transfer standards

J-M. Coutin, F. Chandoul, and J Bastie
LNE-INM / CNAM, 292 rue Saint-Martin, 75003 Paris, France

Abstract. The French radiometric references are based
on a cryogenic radiometer working at a restricted number
of laser wavelengths. The traceability to the cryogenic
radiometer is implemented by using transfer detectors
linked in absolute spectral responsivity to the cryogenic
radiometer. To improve this traceability, we have been
developing new trap detectors build with new Silicon
HAMAMATSU photodiodes (part number Si-S8552 and
Si-S855).

Introduction

The French national standard laboratory uses an
electrically calibrated cryogenic radiometer as the basis for
its optical radiation measurement scales. The purpose of
the work in progress is to improve the traceability to the
cryogenic radiometer of the various radiometric and
photometric quantities measured. This traceability is
implemented by using transfer detectors linked in absolute
spectral responsivity to the cryogenic radiometer.

The cryogenic radiometer allows direct calibration of
detectors in absolute spectral responsivity with a relative
standard uncertainty in the range of 1 part in 10*, but only
for a few laser wavelengths. In order to derive from these
punctual spectral measurements all the radiometric and
photometric quantities maintained by the laboratory, it is
necessary to interpolate and eventually extrapolate the
spectral responsivity of detectors used as transfer standards
within their spectral range.

In order to facilitate and optimize the extrapolation and
interpolation method, we use as transfer detectors
large-area reflection silicon trap detectors. The objective is
to take advantage of the main property of trap detectors :
this type of detectors has an absolute spectral responsivity
curve that can be modelled over the spectral range of
useful wavelengths.

Description of the trap detectors

In our laboratory, we use as secondary standards trap
detectors, which are the only detectors able to maintain
and transfer the accuracy reached with the cryogenic
radiometer. These traps are three element photodiode
reflectance traps, built with three 10x10 mm® Silicon
Bhotodiodes having very high internal quantum efficiency

I But due to their geometry, they have a small area and a
very limited field-of-view (FOV), so it is difficult to use
them with large or not parallel beam of radiation.

In order to take advantage of the properties of trap
detectors and minimize the geometrical limitation, we are
studying large-area reflection silicon trap detectors, where
three large-area Silicon photodiodes with an active area of
18x18 mm® are used. Figure 1 shows the scheme of the
trap detectors we developed 2, and the arrangement of the
three photodiodes inside the trap: the incident beam
(arrows on figure 1) is absorbed 5 times before coming out
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of the trap. Due to their larger area and their wider FOV,
these detectors can be used much more easily at the exit of
the monochromator, in our set-up for spectral responsivity
measurements.

ol
A

[\
Electrical
connector

artachment

Photodiodes

Figure 1. Scheme of principle of a large-area reflectance trap.

The first prototypes of large-area trap detectors that we
studied are made with large-area windowless
HAMAMATSU photodiodes (part number $3204-09) *. But
the photodiodes mounted in these trap detectors are not
suitable for the realization of trap detectors, because their
reflection factor is near zero in the visible range. In
addition, the measured quantum efficiency of this type of
trap detector is not sufficiently close to the unity to
develop easily a valuable model for the spectral
responsivity.

In order to continue our study and improve the first
results, we investigated the large-area Silicon windowless
photodiodes proposed by HAMAMATSU. We found out
new Silicon photodiodes of type S8552 that seems to be
more appropriate to the problem. Furthermore, these
photodiodes are designed to provide optimal performance
in the VUV range and offer more stable sensitivity even
after long exposure to VUV radiation, compared with
conventional type. So we are now studying new trap
detectors made with these photodiodes in order to make
new standard detectors over the spectral range 190 nm —
1000 nm.

Characterization of the trap detectors

We are studying two types of new trap detectors. The
first type is made with 10x10 mm® Silicon photodiodes
(part number S8552) to be used as secondary standards
detectors, and especially in the VUV range. In Figure 2 are
shown the results of the calibration of this detector in
spectral responsivity at some laser wavelengths. The
measurements were made by comparison with the
cryogenic radiometer, with an uncertainty of the order of
1.5 parts in 10* *. The results are very encouraging for the
use of this detector as secondary standard, because the
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variations of the spectral sensitivity, according to the
wavelength, are relatively linear (better than 1 part in 10%)
on the whole of the measurement points. In addition, the
values obtained for the spectral sensitivity are very close to
the theoretical curve of trap detectors, which is obtained
for quantum efficiency equal to one.

Calibration of trap detector P-04-1
0.52

0.50
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Quantum efficiency =1
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Figure 1. Results of the calibration of a small-area trap detector
made with S8552 photodiodes

The second type of trap detectors we developed are
made with large-area windowless HAMAMATSU
photodiodes (part number S8553), to use them as transfer
detectors for radiometric and photometric measurements.
The absolute responsivity measurements are carried out at
some laser wavelengths by comparison with the secondary
standard trap detector described above, with an uncertainty
of the order of 2 parts in 10*. The results are similar to thus
obtained with the small-area trap detector made with the
same type of photodiodes.

To take into account the possible variations of local
responsivity, and to become closer to the using conditions,
which correspond to a surface of the detector much more
irradiated, than during the calibration with laser beam, the
spectral responsivity has been measured in various points
around the centre of the active area of the detector, for two
perpendicular positions of the detector. The results are
shown in figure 3 : the modification of the method of
calibration allowed to underline a variation of the spectral
sensitivity between the two measurement positions of the
detector, which is in the order of 4 parts in 10*. But the
relative uncertainty on the global value of the spectral
sensitivity, for each laser wavelength, is in the order of 1
part in 10°. The resulting global uncertainty on the
calibration is then 2 to 3 parts in 10* that is quite
acceptable.

To use the detector as standard transfer detector, it is
necessary to determine the spectral responsivity of the trap
detector over it using spectral range, and not only at laser
wavelengths. The absolute values are then interpolated and
extrapolated by comparing the trap detector to a
non-selective cavity shape pyroelectric detector, on the
spectral responsivity measurements set-up.

Figure 3. Local variations of the spectral responsivity obtained
for the two measurement positions of the large-area trap detector
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Conclusion

The determination of the absolute spectral responsivity,
by using the pyroelectric detector as means of interpolation
and extrapolation, can not be obtained with an uncertainty
better than 1 and 2 parts in 10~ that does not allow yet to
improve the whole radiometric measurements notably. At
present time, we are continuing the characterization of
these detectors and are trying to find a mathematical model
for the spectral responsivity that can permit to improve the
uncertainty on the absolute values of spectral responsivity.
The aim of this study is to obtain transfer detectors based
on these new large-area trap detectors, to be able to
maintain and transfer accurately spectral responsivity
measurements with an uncertainty better than 5 parts in 10°*
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Measurement of Small Aperture Areas

J. A. Fedchak, A. C. Carter, and R. Datla

National Institute of Standards and Technology, Gaithersburg, MD, USA

1. Introduction

Precise and accurate knowledge of small aperture areas is
critical to blackbody radiance temperature calibrations
performed by the Low Background Infrared (LBIR) cali-
bration facility at the National Institute of Standards and
Technology (NIST). The uncertainty in the geometric size
and shape of an aperture is directly related to the uncer-
tainty of the calibration. We are presently developing a
technique of measuring aperture areas with diameters as
small as to 0.05 mm. We require a standard uncertainty to
better than 0.1 %.

An instrument for determining the absolute geometric ap-
erture area has been established at NIST (Fowler and
Litorja 2003). The technique is based on diffraction cor-
rected optical edge detection and utilizes a high-quality
microscope, an interferometer referenced X-Y stage, and a
CCD camera. Presently this instrument is limited to circu-
lar apertures of diameter greater than 0.35 mm. The meas-
urement accuracy is better than 0.01 % for apertures
greater than 3.5 mm, and is better than 0.1 % for aperture
diameters larger than 0.35 mm. This instrument is highly
commissioned and a single measurement can take many
hours.

The LBIR facility has developed an in situ technique to
radiometrically deduce the size of small apertures. The
diffraction corrected signals due to radiation passing
through small apertures is compared to those of larger ap-
ertures that have known aperture areas (Smith et al. 2003).
This measurement is performed during a blackbody cali-
bration and does not necessarily represent the geometric
aperture area. It does, however, provide the user of the
calibrated blackbody with an effective area for computing
radiance.

Presently, we are developing a technique to determine the
geometric area of small apertures. This is also a relative
comparison technique. An integrating sphere is used as a
Lambertian source. The aperture of interest is directly
mounted to the integrating sphere. A detector, mounted
some distance from the sphere, is used to monitor the op-
tical flux passing through the aperture. Since the aperture
is directly illuminated by a Lambertian source, diffraction
corrections should be minimal. By comparing the detector
signals between a large aperture with a known area to that
of a smaller aperture with an unknown area, we can obtain
precise and accurate measurements of the area or radius of
a small aperture. In this paper we discuss the current pro-
gress and development of this aperture area measurement
technique. A primary goal of this study is to understand the
relationship between the effective aperture area, as seen by
a detector, and the geometric aperture area. We are par-
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ticularly interested in apertures with diameters between
0.350 mm and 0.050 mm, as these areas cannot be deter-
mined using the NIST absolute instrument.

2. Apparatus and Experimental Technique

In our approach we mount the aperture directly to an inte-
grating sphere. The sphere is illuminated by a high-power
LED that has a spectral output in the visible. A photodiode
is also mounted to the sphere to monitor the optical inten-
sity within the sphere. Throughout this paper, this photo-
diode will be referred to as the monitor detector. The aper-
ture is the only open port on the sphere. A portion of the
flux passing through the aperture is measured by a silicon
photodiode aligned with the aperture and the center of the
sphere. This detector, which will henceforth be referred to
as the signal detector, is mounted on a 60 cm translation
stage. The encoder on the translation stage has a displace-
ment measurement accuracy of 0.1 pm. Data is collected as
a function of the separation between the aperture and de-
tector. Presently the signal detector is a 1 mm?” photodiode.
Other detector sizes or types may be used in the future.

Thus far, only green LEDs with a nominal wavelength of
530 nm have been used to illuminate the sphere. Approxi-
mately 1 W of optical power is produced by the LED.
Careful baffling inside the integrating sphere insures that
the light will reflect at least 3 times before exiting the ap-
erture. Most of the optical radiation in the field of view of
the signal detector will have undergone many reflections
within the sphere. The electric power to the LED is elec-
tronically chopped. A lock-in amplifier technique is used
to filter the signal from both the signal and monitor detec-
tors. Reflections of the LED light from surfaces outside of
the sphere may also be detected. A stationary baffle placed
about 8 cm in front of the detector eliminates most of these
reflections. In addition, a 3 mm aperture 50 mm in front of
the signal detector limits the detector field of view to ap-
proximately 5°.

A set of circular apertures with diameters ranging from
0.05 mm to 5 mm is used to test the system as it is devel-
oped. These are photo-chemically etched metal apertures;
the edge is defined by 8 um — 13 pm thick nickel plating.
The radii of the apertures with diameters larger than
0.35 mm were determined using the absolute instrument
described above. These apertures are typical of those used
by the users of the LBIR facility. The apertures are at-
tached to the sphere using blackened aperture mounts.
These have a 35° knife edge which faces the signal detec-
tor.

3. Data and Analysis
The optical intensity on the signal detector is related to the
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aperture area by I = w-L-F-A, where L is the radiance in the
sphere illuminating the aperture, A4 is the aperture area, and
F is the geometric configuration factor between the detec-
tor and aperture. A normalized signal is determined by
dividing the signal produced by the signal detector by that
of the monitor detector. The ratio //L is proportional to the
normalized signal. The configuration factor, F, is a
function of the detector area, the aperture area, and the
separation, d, between the signal detector and aperture. In
addition, a correction should be applied which accounts for
any diffraction due to the aperture or baffling. Since we
will be concerned with the ratio of normalized signals be-
tween two different apertures, many of these terms, such as
the detector area that appears in F, cancel or are negligible.
Assuming diffraction corrections to be negligible, /L
should be proportional to //d” for large separations.

Data is taken as a function of the separation between the
detector and aperture. The absolute distance between the
aperture and the detector is difficult to measure. Therefore
the normalized signal is fit to a/dz, where d=s+b, s is the
position read from the encoder on the translation stage, and
b is a fit parameter which represents the distance between
the zero position of the encoder and the aperture. The am-
plitude of the fit, a, is proportional to aperture area. The
ratio of the aperture areas between any two apertures is
determined from the fit parameter a (e.g., a/a;). There are
several advantages to this analysis technique. Random
errors are minimized by taking many data points. Some
systematic errors are also eliminated. For example, the
distance between the zero position and aperture may de-
pend on the aperture mount, making comparison between
two different apertures difficult. However, since any offset
is determined by the fit, knowledge of the absolute separa-
tion is unnecessary. In addition, deviations from a /4" fit
serves as a guide to further improvements in the apparatus.
For example, stray reflections striking the signal detector
may cause the signal to vary as something other than 7/d°,
indicating that changes in baffling, or some other compo-
nent of the experiment, may be necessary.

Preliminary data has been taken for the aperture set dis-
cussed in the preceding section. Aperture area ratios are
determined between any two apertures by taking the ratio
of the fit parameters, a, as discussed above. To facilitate a
comparison to the aperture radii determined using the
NIST instrument, we compare the square root of the aper-
ture area ratio to the radii ratio calculated from the meas-
urements of the absolute instrument. Radii ratios between
apertures of similar diameter are likely to have smaller
systematic uncertainty than those between large and small
apertures. For example, the radii ratio between a 5 mm to
3.5 mm diameter aperture or a 0.6 mm to 0.35 mm diame-
ter aperture may have smaller systematic uncertainties than
the ratio of the 5 mm to 0.35 mm diameter aperture. We
expect this because configuration factor or diffraction cor-
rections should nearly cancel for apertures of similar di-
ameter. In the current experimental configuration, we find
aperture radii ratios typically compare to within 0.5% of
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those calculated from the NIST absolute instrument for
apertures of similar diameter. The diameter of the largest
aperture in the test set is 5 mm and the smallest aperture
with a known area has approximately a 0.35 mm diameter.
The measured radii ratio between these two apertures
compares to within 1% of that determined with the abso-
lute instrument.

While this is still below the ultimate goal of developing an
aperture area measurement instrument capable measuring
small apertures to within 0.1%, it is clear that there are
many ways to improve accuracy. Structure seen in the re-
siduals from the fitting procedure, as well as considera-
tions derived from ray-tracing, indicates that some im-
provement can be achieved by adjusting the size and posi-
tion of the first baffle as well as reducing the field of view
of the detector. Accuracy may also be improved by using a
more sophisticated configuration factor in the fit. Im-
provements in the optical alignment, as well as reducing
stray and retro-reflections should also improve perform-
ance.

4. Conclusion

We are presently developing an instrument to measure the
areas of small apertures. While the goal of 0.1% agreement
has not been achieved to present date, it is believed that it
will be reached in the near future based on the current re-
sults and the opportunity to resolve the perceived set of
experimental deficiencies. Currently we can only test our
method down the 0.35 mm diameter aperture limit of the
NIST absolute instrument. Our ultimate goal is to measure
apertures as small as 0.05 mm with an uncertainty of 0.1%.
Systematic uncertainties will have to be well understood to
measure the area of apertures with diameters as small as
0.05 mm.

In the future, we would also like to use an infrared source
to illuminate an infrared integrating sphere for similar
testing. Most of the radiometric calibrations performed by
the LBIR facility cover a wavelength range of 2 um to 25
pm. Configuration factors and diffraction corrections used
in the calibrations are computed using the geometric area
of the apertures. The geometric areas, or radii, are meas-
ured using techniques that employ optical wavelengths.
The technique described in this paper will not only allow
us to measure the geometric aperture area, but will also
allow us to understand the difference between geometric
areas and effective aperture areas at optical and infrared
wavelengths.
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Introduction

The stability of blackbody sources and their ability to be
modeled accurately make them well suited for radiometric
calibration activity. However, the implementation of the
blackbody in industry or the laboratory may, and often
does result in blackbody performance that deviates from
ideal. The Low Background Infrared (LBIR) facility at the
National Institute of Standards and Technology (NIST)
was established in 1989 to fulfill the national need for
calibrations in the infrared wavelength region in a low
20 K to 80 K background environment (Datla er al.). The
calibration capability is based on the ability to measure
infrared power absolutely using Absolute Cryogenic Ra-
diometers (ACRs) (Foukal et al., Datla et al.). Four ACRs
are maintained at the LBIR facility, two of one model, the
ACR I, for measuring powers from 5 nW to 250 uW, and
two of a more sensitive model, the ACR II, for measuring
powers from 40 pW to 100 puW (Carter et al.). Power
measurements of 500 pW with 4 pW standard deviation
(Type A uncertainty) are now routinely achieved with the
ACR II. The four ACRs are periodically compared against
the NIST primary national optical power measurement
standard, the High Accuracy Cryogenic Radiometer
(HACR) for verification of their accuracy (Gentile et al.).
The results of the most recent intercomparisons are pre-
sented below.

Since 2001, 8 blackbodies were calibrated against the
ACRs, which demonstrated a significant spread in black-
body performance. These 8 blackbodies incorporated 5
different blackbody designs. Some blackbodies were de-
signed with the goal of achieving near perfect blackbody
performance. These blackbodies showed excellent per-
formance and were easy to calibrate. Blackbodies that
demonstrated relatively poor calibrations were typically
designed with priority given to other performance re-
quirements such as temperature ramp rate, spectral filter
use between the cavity opening and the defining aperture
of the system, or very low power output. This does not
mean that blackbodies can not be designed to meet both
industrial process requirements and high calibration quality.
In most cases simple changes to those with poor calibra-
tion performance could have resolved the most significant
problems without changing the desired industrial process
performance. These issues are discussed to show that the
quality of a delivered blackbody calibration report is a
result of the combined performance of the customers
blackbody and the ACR together, not just the optimal per-
formance capabilities of the LBIR calibration facility.

Low Background Calibration Facilities

The LBIR facility performs calibration activity in a high
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vacuum, low temperature 20 K to 80 K background envi-
ronment created in either one of two cryogenic-vacuum
chambers. Both chambers are approximately 2 m in length
and have cryo-shrouds that enclose a cylindrical volume
that is about 1.5 m in length and about 0.5 m diameter. At
test conditions the chambers are typically operated at
1.3*107 Pascal and the closed-cycle He refrigerators used
to cool the cryo-shrouds to anywhere between 15 K and
80 K. Inside the chambers, the ACRs are mounted on lig-
uid He cryostats which are cooled to 2 K by pumping the
liquid He down to 2670 Pascal.

Absolute Cryogenic Radiometer Performance

A QED-150 trap detector was used as the transfer stan-
dard in this study in a way that was similar to previous
intercomparisons (Lorentz et al.). This is a three Si photo-
diode reflectance trap detector. The optical path within the
detector includes five reflections so that the total reflection
at 632.8 nm should be less than 0.4%. To determine an
absolute responsivity, the optical power from an intensity
stabilized He-Ne laser was measured using first the NIST
primary optical power measurement standard, the High
Accuracy Cryogenic Radiometer (HACR) and then again
later by the newer HACR II. The external responsivity of
the trap was measured to be .502448 A/W by the HACR at
the beginning of intercomparison effort, and 0.502457
A/W by the HACR II at the end. The uncertainty associ-
ated with the calibrated responsivity of each measurement
is 0.02 %.

The light source for the intercomparison was a polarized,
stabilized He-Ne laser with a maximum power output of
1.5 mW. The laser was transmitted into the cryo-
genic-vacuum chamber through a Brewster angle window
and a 1 cm diameter hole in the cryo-shroud. The ACR
under test was placed 1 m from the 1 cm hole in the cryo-
-shroud so that the ACR only received 20 uW to 30 pW of
background radiation through the hole in the shroud. A
QED-150 trap detector that was calibrated with the HACR
was used to measure the laser power just in front of the
Brewster angle window. The trap detector was then re-
moved from the beam path to allow the power to be
measured by the ACR inside the chamber. The effective
transmission of the HeNe laser from trap detector location
in front of the Brewster window to the location of the ACR
1.5 m away was measured in a separate experiment. Ta-
ble 1 shows the intercomparison results as the ratio of ra-
diometric power measured in the calibrated QED-150 trap
to that measured in the ACR. In summary, the intercom-
parison shows that on average the LBIR ACRs agree with
HACR to 0.003 %, with a standard deviation of 0.08 %
(Type A). The total uncertainty of the individual intercom-
parisons is dominated by the Brewster window transmis-
sion measurements uncertainty. Greater detail of the inter-
comparison effort will be presented along with the evalua-
tion of the non-equivalence in the ACRs.
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Table 1 Ratio of radiometric power measured in the calibrated
QED-150 trap to that measured in the ACR.

ACR Name Rirapracr Total Uncertainty
ACR I(a) 1.000658 .036%
ACR I(b) 1.000532 .038%
ACR II(a) 0.999753 .060%
ACR II(b) 0.998922 .040%

Blackbody Calibrations and Overall
Performance

Using these ACRs, the performance of the 8 blackbodies
calibrated since 2001 can be accurately assessed and com-
pared. The blackbodies calibrated at the LBIR facility are
typically cryogenic-vacuum blackbodies that operate with
cavity temperatures over the range of 180 K to 800 K. All
but one of the blackbodies tested used aperture wheels to
vary the size of the defining aperture in front to the black-
body cavity. All of the blackbodies had space between the
defining aperture and the cavity for a shutter, 1 or 2 filters
wheels, or a chopper. Calibrations of the blackbodies were
typically performed entirely within the cryogenic vacuum
chambers at 1.3*107 Pascal in a 20 K to 30 K background
environment.

The blackbodies were calibrated for radiance tempera-
ture using the Stefan-Boltzmann law, length measurements
of the optical geometry of the calibration configuration and
power measurements made by the ACRs. Expected ACR
signals were computed from a simple geometric optical
model that uses the radii of the blackbody and ACR defin-
ing apertures, the distance between those apertures, and the
contact thermometry on the blackbody cavity. Then, all of
the defining and non-limiting apertures and baffles are
then used to compute diffraction corrections (Shirley et al.)
for the power measurements actually made by the ACR.
The geometrically modeled and diffraction corrected
power measurements are then compared to make a radi-
ance temperature calibration curve for that blackbody.

The results of the calibrations for the 5 different black-
body designs show an informative pattern of blackbody
behavior. Blackbodies that were designed for rapid tem-
perature ramping demonstrated the most problems. The
blackbody cavity that demonstrated the largest difference
between measured radiance temperature and the contact
thermometry showed a temperature error that varied from
6 % at 200 K to 3 % at 600 K. It is unlikely that this was a
sensor calibration error because there were two co-located
sensors that measured nearly the same value and an inde-
pendent experiment confirmed the radiance temperature
difference. By comparison, blackbody cavities that were
designed to have good thermal conductivity within the
cavity showed agreement between radiance temperature
and contact thermometry that varied from 0.1 % to 0.5 %
at all temperatures.

Often evidence of thermal problems within a blackbody
cavity is demonstrated by the temperatures sensors them-
selves. In one particular blackbody, the thin walls of the
cavity conducted so little heat that the cavity temperature
as measured by the contact thermometry dropped by 0.3 K
when the shutter was opened. Furthermore, two calibrated
sensors at dissimilar locations showed a temperature dif-
ference of 6 K at a cavity temperature of 400 K. The ob-
vious and subtle causes of these and other calibration is-
sues will be presented in more detail.
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Abstract
L-1 Standards and Technology, Inc. possesses
significant expertise in absolute radiometry

applicable for standards laboratories, test facilities
and space-based measurements. Our cryogenic
radiometers are used by 16 national laboratories
around the world to provide the primary standard for
radiometric power measurement scales from the
deep-UV to the far-IR, and can be customized to
perform specific measurements such as cryogenic
blackbody calibrations, detector calibrations, laser
power, synchrotron radiation, and hard radiation
(gamma, x-ray, and particle). L-1 delivers complete
solutions to exceed customers’ goals for achieving
true state-of-the-art absolute radiometric standards.

L-1 Standards and Technology, Inc. acquired the
cryogenic radiometer line of Cambridge Research &
Instrumentation, Inc. in 2001. This product line
includes the LaserRad-II, CryoRad (ACR), and the
CryoRad-II primary standard electrical-substitution
radiometers. CRI was a pioneer in commercializing
the field of primary optical power measurements,
giving laboratories around the world access to
state-of-the-art instruments for use as national
standards. L-1 continues to manufacture these
instruments, while introducing versions with even
lower noise, wider dynamic range and longer helium
hold times. The CryoRad-IIC delivered recently to
NIST, has a noise floor of ~0.5 nW with a natural
time constant of 2 s and a liquid helium hold-time of
over 80 hours. The uncertainty in the optical power
measurement scale at 1 mW for this radiometer is
0.005%.

L-1 is in the process of bringing two new cryogenic
radiometer products to market. One is a significant
upgrade of the existing cryogenic radiometer
electronics called TC-04. The new electronics will
replace the TC-02 system currently in use. The
communication interface is 100MBaud Ethernet. The
new system increases power resolution from 10 pW
to 100fW with a proportional decrease in
measurement noise. All components will be
temperature controlled to better than 0.1 K. The
uncertainty of the power measurement scale will be
<l0ppm from 25 mW to 1 pW. The 100fW
resolution meets increasingly demanding
measurements in the cryogenic infrared community.
The new system also includes a number of software
enhancements and measurement options. One
significant changes will be the incorporation of a
feed-forward control algorithm to the heater servos.
This significantly reduces the measurement time,
allowing more measurements to be performed
between re-fills of liquid helium.
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The second product is a 4 K mechanically-cooled
cryogenic radiometer. This new radiometer does not
replace the CryoRad-II series of radiometers, but to
supplements our line to further meet the needs of the
community. By providing a 4 K mechanically-cooled
radiometer, users located where liquid helium is
prohibitively expensive or supplies are unreliable,
can achieve the highest level of measurement
accuracy. A 4 K cryo-cooler is used instead of the
more traditional 12 K - 15K cryo-cooler to allow
performance on par with the liquid helium cooled
version. The measurement uncertainty at 1 mW will
be the same as the CryoRad-II series. The natural
time constant and noise floor will be similar to the
CryoRad-II as well. This will give the user a
state-of-the-art instrument that performs
exceptionally well at 1 mW, but has the added
advantage of a very low noise floor. By allowing
low-uncertainty measurements at 1 pW, this new
instrument is suitable for measurements anyplace that
lower powers are the norm, such as monochromators,
synchrotrons, UV and IR detectors, etc.

Custom projects are also a specialty of L-1. The
10CC infrared collimator for the LBIR facility at
NIST. The 10CC is a cryogenic infrared collimator
operating at <20 K, producing a highly collimated
beam of infrared radiation.

L-1 has developed or is in the process of
completing a range of support items for ambient
calibration work such as trap detectors,
ultra-precision ultra-stable amplifiers and temperature
controllers, and cryogenic items such as blackbodies,
mirrors, monochromators, mechanical motion,
choppers, stepper motors, electronics, and detectors.
Whether you need a single radiometer or detector, or
a complete calibration system, L-1 can deliver a
custom, state-of-the-art system to exceed your needs.

We will present results (i.e. noise, non-equivalence,
time-constant, absorptance, responsivity, etc.) from
several recent cryogenic radiometers that we have
developed for a wvariety of applications. Their
responsivity ranges from 2 K/mW to 210 K/mW at
operating temperatures from 2.0 K to 9 K.
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Consistency of radiometric temperature measurement with a local

realization of the 1TS-90 from 1700 °C to 2900 'C
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Abstract. We measured temperatures of a blackbody
with a filter radiometer to confirm the consistency of
radiometric temperature measurement with the local
realization of the ITS-90 at KRISS from 1700 °C to 2900
°C. The resulting temperature differences are within a
range from 1 °C to 2 °C, which is less than the
measurement uncertainty as well as our calibration and
measurement capability of luminous intensity that is 0.5 %
(k =2) at 2900 °C.

I. Introduction

Since high temperature blackbodies were used as the
spectral radiance and irradiance sources for spectro-
radiometer calibration, several NMIs compared filter
radiometer measurements with the international
temperature scale 1TS-90 using blackbodies [1-3].
Measurement of the thermodynamic temperature of
blackbodies with a filter radiometer enables us to confirm
its consistency with the ITS-90 and to establish a
detector-based irradiance scale [4]. Although the filter
radiometry requires more advanced realization technique,
it can reduce errors caused by the extrapolation of the
ITS-90 above 1084.62 °C. Furthermore, if the ITS-90 and
the filter radiometry are realized simultaneously within one
laboratory, a high level of confidence in the radiometric
scale as well as in the 1TS-90 can be achieved by periodic
comparison [2].

In this paper, we present the comparison results of the
ITS-90 with radiometric temperature measurements at a
high temperature blackbody from 1700 °C to 2900 °C. The
difference between the two measurement methods is
discussed considering the major uncertainty components of
the radiometric temperature measurement and the 1TS-90
realization in KRISS.

I1. Experimental setup

The experimental setup consists of a high temperature
blackbody, a filter radiometer, and the KRISS reference
pyrometer, as shown Fig.1. A graphite tube with an inner
diameter of 36 mm and a length of 280 mm acts as a
heating element in the blackbody (Thermogage). The
aperture of the graphite tube is limited by a blackbody
aperture with a diameter of 6 mm. The radiometer and the
pyrometer are installed on a linear translation stage. The
filter radiometer is a photometer supplied by LMT with a
temperature controller. An external precision aperture is
installed to define the active area size of the radiometer.
The size of the precision aperture is measured by the laser
spot scanning method [5] with a relative uncertainty of
8.10°. The distance between the radiometer aperture and
the blackbody aperture is fixed to 1 m. The distance of the
pyrometer from the blackbody is adjusted so that the
pyrometer has the same field of view as the radiometer.

The pyrometer has two spectral bands determined by
interference filters with a bandwidth of 10 nm at a peak
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wavelength of 650 nm and 850 nm, respectively. With the
650-nm filter, an additional band suppression filter (CVI
KG5) is used to reject the possible leakage light at longer
wavelengths [6]. At both spectral bands, the pyrometer is
scaled in reference to a copper point blackbody according
to the definition of the 1TS-90.

The absolute spectral responsivity of the radiometer is
measured from 360 nm to 825 nm by the Spectral
Responsivity Comparator (SRC) at KRISS. A trap detector
(QED-200, Grashy Optronics) and a pyroelectric detector
used as a transfer standard in the SRC are calibrated
against the KRISS absolute cryogenic radiometer. The
relative standard uncertainty of the radiometer is 0.3 % in
terms of the illuminance responsivity.

Photometer
with Aperture

Blackbody
Aperture

High Temp.
Blackbody

Control
Pyrometer

Power 3
Suppl
Gas upply Water
0: Reference
? Pyrometer
DVM GPIB | DI/A [
4—

PID Control PC

PC
4—| Current meter—|

Figure 1. Schematic diagram of experimental setup for
comparison between the detector-based radiometric temperature
measurement and the source-based 1TS-90.

I11. Results

Temperature measurement is performed at each
temperature setting after confirming stabilization of the
blackbody with the reference pyrometer. The pyrometric
temperature at each setting is determined by taking an
equally weighted average of temperatures obtained with
the two spectral bands.

Temperatures measured by the filter radiometer are
calculated from the simplified equation [3]

I, = Gg.[:S(/l)L(A,T)d}i

, Where the photocurrent 7, is given by an integral of the
blackbody radiance L(4,7) multiplied with the absolute
spectral responsivity of the radiometer S(1). The geometric
factor G is given by the aperture areas and the distance
between the apertures. The blackbody emissivity & is
assumed to be unity.

Figure 2 shows the temperature difference between the
local ITS-90 realized by the pyrometer and the filter
radiometric measurement in a temperature range from
1700 °C to 2900 °C. The differences lie in a range from 1
°C to 2 °C. Even if the ITS-90 is smaller that the
radiometric measurement, the differences are less than the
comparison uncertainty (k = 2) denoted by the error bars in
Fig. 2. Furthermore, the comparison shows that the relative
difference of the radiometer and the ITS-90 at 2900 °C in
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terms of the illuminance responsivity is less than 0.5 %,
which is declared in our calibration and measurement
capability (CMC) of the luminous intensity.

2
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Figure 2. Temperature difference between the ITS-90 and the

radiometric temperature measurement (RTM) at different
temperatures.

Table 1. Uncertainty budget of comparison of the 1TS-90 and the
radiometric temperature measurement at 2700 °C.

Uncertainty
Sources Components (°C: k=2)
the ITS-90 Temperature scale 0.68
Spectral responsivity 1.07
Infrared leakage 0.17
Radiometric Distance 0.35
temperature
measurement Blackbody aperture 0.05
Radiometer aperture 0.04
Signal measurement 0.02
Comparison Stability 0.1
using blackbody | Uniformity 0.15
Combined uncertainty (k=2) 2.1

To understand the difference and draw out ideas to
improve the consistency, the comparison uncertainty at
2700 °C is evaluated as shown in Table 1, where the
uncertainty from the 1TS-90 realization, the radiometric
temperature measurement, and the comparison process
using the blackbody are considered. The uncertainty of the
ITS-90 is estimated by the local realization of the 1TS-90
and the measurement deviation of the two spectral bands
of the pyrometer. Taking the uncertainty components such
as the cooper fixed point blackbody, and the spectral
characteristics, non-linearity of the pyrometer into account
according to the standard method described in the
reference [7], we estimated the ITS-90 realization
uncertainty. The expanded uncertainty (k=1) increases
from 0.1 °C at the copper fixed point to 0.7 °C at 3000 °C.

The uncertainty of the ITS-90 is smaller than that of
the radiometric temperature measurement, in which the
spectral  responsivity uncertainty is the dominant
uncertainty component. Although the temperature
differences shown in Fig. 2 are within the error bars, the
uncertainty evaluation seems to be somehow optimistic. A
systematic error might be mainly related to our lower
assignment in scaling the spectral responsivity and the
illuminance responsivity, which is observed also in the key
comparisons such as CCPR-K.2.b [8] and CCPR-K3.h.2
[9]. Additionally, since the silicon-based photometer can
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response up to 1100 nm and the spectral emission of the
blackbody is more dominant in the infrared, the calibration
range of the radiometer spectral responsivity needs to be
extended. The uncertainty of the infrared leakage in Table
1 is estimated by assuming a uniform leakage in the order
of 10° from 825 nm to 1100 nm. The infrared leakage
uncertainty become more significant as the temperature
deceases, resulting in 0.5 °C at 1700 °C. We expect that an
improvement in the spectral responsivity measurement of
the radiometer can resolve the systematic error below 2600
°C. Above 2600 °C, however, we address the pyrometer
linearity as an important correction factor to be considered,
which has been only measured below the irradiance level
corresponding to 2600 °C.

IVV. Conclusion

Consistency of radiometric temperature
measurements with the local realization of the 1TS-90 at
KRISS is confirmed by comparing the blackbody
temperatures measured with a reference pyrometer and a
filter radiometer in a range from 1700 °C to 2900 °C. The
differences are within 2 °C, which is less than the
measurement uncertainty as well as our calibration and
measurement capability of luminous intensity that is 0.5 %.
More accurate calibration of the spectral responsivity of
the radiometer in the IR range up to 1100 nm is expected
to resolve the systematic error below 2600 °C. Above 2600
°C, it is necessary to check nonlinearity of the pyrometer.
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Project of absolute measuring instrument of power on the basis of high-temperature
superconducting thermometer for soft X-ray radiation.
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Khrebtov I.A, Malyarov V.G., Khokhlov D.A., Ivanov K.V.
S.I.Vavilov State Optical Institute, 199034, St.Petersburg, Russian Federation

The present report considers the design and main attainable
parameters of an absolute radiometer with electrical
substitution of power on the base of high- temperature
superconducting film bolometer cooled by the liquid
nitrogen. This radiometer will be created in the framework
of the ISTC project #2920 in the Vavilov State Optical
Institute  (St. Petersburg, Russia). As is planned, this
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Proceedings NEWRAD, 17-19 October 2005, Davos, Switzerland

instrument will be used as the reference detector on the
"Soft X-ray metrology" station at the VEPP-3 storage ringin
of the Siberian Synchrotron Radiation Center (Budker
Institute of Nuclear Physics, Novosibirsk, Russia) for
measurements of the soft X-ray photon flux with power
circa ImkW with an accuracy of 1%.
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WRR to SI intercomparisons 1991 - 2005

W. Finsterle, S. Mobus, C. Wehrli, 1. Riiedi, and W. Schmutz
PMOD/WRC, Dorfstr. 33, CH-7260 Davos Dorf, Switzerland

Abstract. Since 1977 the World Radiometric Reference
(WRR) has served as the primary standard for Solar
Irradiance Wm™ (Fréhlich et al. 1977). The WRR is
realized by the World Standard Group (WSG) of
pyrheliometers. In order to check the compatibility of the
WRR with the SI system of units, the WSG was compared
to cryogen standards in 1991, 1995, (Romero et al. 1991,
1995) and 2005 (Mdbus 2005). In this poster we present an
overview of these comparison. Due to a re-determination
of the area of the radiometric aperture used by Romero et
al. (1991, 1995) their results had to be corrected by
roughly 0.1%. The corrected results still agree with the
assumption WRR/SI=1. Together with the latest results of
the 2005 campaign the high stability of the WRR and
excellent reproducibility of the comparisons to within a
few hundred ppm are shown.
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discussions as well as Peter Blattner of metas and Malcolm White
of NPL for their support of the 2005 comparisons.
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Abstract. With a transportable spectroradiometer system
routine quality assurance of spectrally resolved ultraviolet
irradiance measurements were performed at 26 UV
monitoring sites in Europe. 20 out of the 26 visited sites
agreed to within 5% in the UVB and in the UVA range
with the travelling unit. The results so far have shown the
unique possibilities offered by such a travelling unit for
providing on-site quality assurance of solar ultraviolet
irradiance measurements.

Introduction

Solar UV irradiance is measured in Europe at more than 25
stations with spectroradiometers since several years. Most
of the data are transferred to the European UV database for
spectral UV irradiance, which is operated by the Finish
Meteorological Institute and which was initiated within the
EU-funded project EDUCE (European database for Ultra-
violet radiation climatology and evaluation) from 2000 to
2003. In order to assure the quality of these data, several
activities have been carried out at the measurement sites
and at the data base. Routine quality control at the site is
based on a careful schedule for frequent absolute calibra-
tion of the spectroradiometer by use of calibrated lamps.
Furthermore, several different methods for quality control
are in use by the local operators, mainly the regular com-
parison of weighted spectral data with collocated broad-
band detectors in the UVB and in the UVA wavelength
range, and the comparison of measurements under clear
sky conditions with results from radiative transfer model
calculations. Guidelines for this quality control of UV
monitoring are published by WMO (Webb, 2001).

A new report about the state of the art for quality assurance
in monitoring solar ultraviolet radiation is published by
WMO (Webb, 2003). Until recently, the standard method
for quality assurance of spectral UV measurements was the
direct intercomparison of the instruments. The spectro-
radiometers from different parts in Europe were gathered
at one location and operated there for several days in an
synchronous mode, so that the individual results could be
intercompared, even when the weather conditions were
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changing during the scanning time (i.e. Bais et al., 2001).
A new approach for quality assurance at the site of the UV
measurements was undertaken with a travelling spectro-
radiometer system, which has been developed and vali-
dated within the frame of the EU-founded project
QASUME (Quality Assurance of Spectral Ultraviolet
Measurements in Europe through the development of a
transportable unit). The aim of the project is to establish a
reliable unit which can be transported to any UV moni-
toring site in Europe to provide an assessment of the UV
measurements performed by the local site instrument. This
on-site quality assurance exercise should be viewed as an
alternative to the intercomparisons performed previously.
The advantages of the proposed approach are that local
monitoring instruments do not need to be transported and
are used in their natural environment during the inter-
comparison; furthermore, a site can be visited at regular
intervals to check its stability over extended time periods.
While this is a more realistic evaluation of a monitoring
site, it places strict criteria on the performance and
operation of the travelling instrument that must be proven
to be stable at a level against which all other instruments
will be judged.

Validation

The validation phase of the travelling unit (B5503) was
scheduled for the first year of the project (2002), and con-
sisted of an intercomparison with six qualified spectro-
radiometers followed by site visits to each of the home
sites of these instruments. The summary of the results are
shown in Figure 1. The absolute offset between five out of
six instruments and the travelling unit are between —5 and
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Figure 1 Mean spectral ratios between six spectroradiometers
and the travelling unit B5503. The blue curves were measured
during the joint intercomparison at JRC, the red (dashed) ones
were obtained at the home sites of each instrument.

+5% and are in good agreement with the differences in the
respective irradiance standards to which each instrument is
referenced. The consistency between the intercomparison
and the home site measurements is good, with four out of
six site visits being within 2%. The deviations seen relative
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Table 1: Summary of the quality assurance of spectral UV measurements. The ratio to the travelling unit B5503 was calculated from
the mean of all simultaneously measured spectra in the wavelength range 305 to 315 nm (UVB) and above 315 nm (U VA-visible).

Site No. of spectra / Ratio to B5503 Varlablhty in %
No. of days UVB /UVA-Vis. 5-95" percentile
Austria, Innsbruck 53/3 1.00/0.98 4
Austria, Wien 45/4 1.08/1.04 8
Belgium, Brussels, 1 51/3 1.05/1.03 5
Belgium, Brussels, 2 52/3 0.97/0.96 9
Belgium, Brussels, 3 52/3 0.95/0.94 7
Czech, Hradec Kralove 52/3 0.98/0.97 5
EU - JRC, Ispra 1094 / 54 1.01/0.99 4
Finland, Jokioinen 228 /8 1.03/1 02 6
Finland, Sodanky! 67/3 1.05/1.0 4
France, Briancon 65/3 0.90/0. 87 5
France, Lille 55/3 1.01/0.99 8
Germany, Hanover 13/3 0.96/0.96 8
Germany, Lindenberg 41/2 0.98/0. 96 6
Germany, Neuherberg 59/5 1.05/1.0 10
Great Britain, Manchester 64/4 1.28 /1 27 14
Great Britain, Reading 79 /4 0.99/0.98 8
Greece, Thessaloniki 116 /8 1.04/1.03 8
Italy, Lampedusa 59/4 1.05/1.04 8
Italy, Rome 53/3 0.98/0.95 5
Netherlands, Bilthoven 133/7 1.04/1.03 6
Norway, Oslo 82/4 0.96/0.95 4
Norway, Trondheim 75/4 0.98/0.99 9
Poland, Warsaw 69 /4 0.99/0.97 8
Portugal, Lisbon 86 /4 1.21/1.16 11
Spain, El Arenosillo 9575 0.95/0.89 8
Sweden, Norrképing 107/5 1.03/1.03 10

to the GBM instrument are unresolved but are thought to
be due to problems related with the local site instrument.
Based on these measurements and on a comprehensive un-
certainty estimate of all relevant parameters affecting the
measurements, the conclusion is that the travelling unit is
able to provide quality assurance of spectral ultraviolet
measurements in the range 300 to 400 nm with an expan-
ded uncertainty of 5%.

Results

Between May 2003 and September 2004, the travelling
unit visited 19 further UV monitoring sites in Europe and
performed routine quality assurance of each local site spec-
troradiometer. Each visit lasted between 3 and 5 days so as
to gather simultaneous UV measurements between the
local instrument and the travelling unit during at least two
nonrainy days from morning to evening (solar zenith angle
below 85°). The measurements were normalised to a
common slit width of 1 nm using the publicly available
SHICRivm software [Slaper et al., 1995] and used suc-
cessfully in previous intercomparisons. This procedure also
allowed to determine the spectral wavelength shift of each
local instrument.

Combined with the results from the validation round in
2002, a total of 26 UV monitoring sites were visited, of
which two were visited twice. These quality assurance
results are summarized in Tablel. The results of each site
visit are reported in individual reports which are available
from the project WEB-page (http://lap.physics.auth.gr/
qasume) and also as separately published documents (see
Grobner et al., 2003a, b and 2004).

These results show that the majority of the instruments per-
formed well during the intercomparison period with diffe-
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rences to the travelling unit of 5% or less. Even though the
results from such a short intercomparison period cannot be
extrapolated to the whole measurement series available at
each site, it is hoped that these results are still representa-
tive for the overall performance of these site instruments.
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Abstract

The Physikalisch-Technische Bundesanstalt (PTB) has
started the construction of a low-energy electron storage
ring in the close vicinity of BESSY II where PTB operates
a laboratory for X-ray radiometry. The new 600 MeV
storage ring, named ‘Metrology Light Source’ (MLS) [1],
will be mainly dedicated to metrology and technological
development in the UV and VUV spectral range and thus
will fill the gap in the spectral range that has opened up
since the shut-down of BESSY I. Moreover, the MLS will
deliver intense radiation in the IR and FIR/THz spectral
range. The MLS can be operated with parameters
optimized for special calibration tasks, which is rarely
possible at a multi-user facility such as BESSY II. The
MLS is designed in close co-operation with the BESSY
GmbH, construction has started in the autumn of 2004 and
user operation is scheduled to begin in 2008.

Introduction

PTB, the German National Metrology Institute, has been
using synchrotron radiation for photon metrology in the
spectral range from the UV to X-rays at the electron
storage rings BESSY I and BESSY II for more than 20
years to fulfill its mission to realize and disseminate the
legal radiometric units in this spectral range for Germany.
Bending magnets which emit synchrotron radiation with
well-defined properties are an ideal source for radiometry,
especially when the storage ring can be operated as a
primary source standard [2, 3, 4] which allows radiometry,
limited so far by the utilization of black-body radiation to
the infrared, visible and near UV spectral region, to be
extended to higher photon energies up to the X-ray region
[5]. At BESSY II, PTB operates a laboratory [4, 6], the
PTB laboratory for UV and VUV radiometry [7], located
at the BESSY I electron storage ring, was shut down at the
end of the operation of BESSY I in 1999. Since then, PTB
has lacked a dedicated source for metrology in the
UV/VUV spectral region. This shortcoming will soon be
overcome with the beginning of operation of the MLS.

MLS Layout

The MLS has been designed by the BESSY GmbH to meet
PTB’s demands for a UV/VUV source with high stability
and reproducibility and to complement the spectral region
covered by the BESSY II electron storage ring at the lower
photon energy range. The main storage ring parameters are
summarized in table 1. Injection will be from a 100 MeV
microtron, the electron energy can be ramped up into the
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range from 200 MeV to 600 MeV, i. e. the characteristic
photon energy can be tuned in the range from 11.6 eV up
to 314 eV. The available spectra from the bending magnets
as well as from an undulator perfectly complement the
spectra available at BESSY II at the low energy side (fig.
2). The variation of the electron energy allows the high
energy end of the bending magnet spectrum to be adjusted
in such a way, that radiation that would lead to higher
diffraction orders and stray light in a monochromator is
suppressed. The electron beam current can be adjusted in a
range of more than 11 orders of magnitude, i.e. from a
single electron (1 pA) up to 200 mA, in order to comply
with the dynamic range of a device to be calibrated. The
MLS can also be operated in a special mode for the
generation of coherent synchrotron radiation with greatly
enhanced power in the FIR/THz spectral region.

R R L & o SN CRe—
PTB laboratory for PTB Metrology Light Source (MLS)
X-ray radiometry at BESSY Il at the Willy-Wien-Laboratory
h -~ Soaed | o .
A

+ B : N WY :
Figure 1: Aerial view of the location of the MLS in the close
vicinity of BESSY II.

Table 1: Main parameters of the storage ring

parameter value

lattice structure DBA

circumference 48 m

electron energy 200 MeV to 600 MeV
electron beam current 1 pAto 200 mA
magn. induction of 043Tto 13T

bending magnet

char. photon energy

nat. emittance (600 MeV)
injection energy

11.6 eV to 314 eV
100 nm rad
100 MeV
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Figure 2: Spectrum of the radiation from MLS and BESSY II.
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Instrumentation and tasks
Figure 3 illustrates the planned instrumentation at the MLS,
a list of the beamlines is given in table 2.

The spectral photon flux of synchrotron radiation from
bending magnets can be precisely calculated from
Schwinger’s theory [5], given that all parameters entering
the equation are known. At the MLS, PTB will install
equipment for the measurement of these parameters with
high accuracy. The storage ring parameters taken into
account in the calculation are the electron beam current,
the electron energy, the magnetic induction at the radiation
source point and the vertical beam size and divergence.
The electron energy will be measured by Compton
backscattering of laser photons (beamline 2), the other
parameters will be determined in a similar way as done at
BESSY 11 [2, 3]. The relative uncertainty in the calculation
of the spectral photon flux will be below 0.04 % for
photon energies below 100 eV and will then gradually
increase for increasing photon energies. For 1000 eV
photons, the relative uncertainty will be 0.17 %.

PTB will use the storage ring as a primary source standard
for the calibration of energy-dispersive detectors (beamline
4) and radiation sources (beamline 5). For these
applications, it is essential that the electron energy and
electron beam current allow adjustment as required by the
current calibration task in order to achieve low relative
uncertainties. In combination with a monochromator beam
line as a source of monochromatic radiation of high
spectral purity, the storage ring is also used for
detector-based radiometry and reflectometry (beamlines 6,
7). IR (beamline 9) and FIR/THz radiation (beamline 8)
will be available for radiometry, photon metrology or
analytics.

Besides bending magnet radiation, highly intense
undulator radiation in the spectral range from the IR to the
EUV will be available for high accuracy radiometry based
on a cryogenic radiometer (beamline 3) or high flux
experiments (beamline 1 and 2).
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Figure 3: Planned instrumentation at the MLS.

Table 2: List of planned beamlines and experimental stations at
the MLS

1 deflected undulator radiation

2 | direct undulator radiation / IR /
Compton-backscattering

UV/VUV monochromator for undulator radiation

direct bending magnet radiation

UV/VUV monochromator (source calibration)

EUV plane-grating monochromator

UV/VUV monochromator (detector calibration)

FIR/THz beamline

IR beamline

=[O0 Q|| || W

0 | diagnostics frontend

Summary

The parameters of the MLS, especially the electron beam
current and the electron energy, can be varied in a wide
range in order to create measurement conditions that are
tailor-made for specific calibration tasks. All storage ring
parameters can be precisely measured, which enables PTB
to operate the storage ring as a primary source standard.
Bending magnet radiation with characteristic energies
ranging from 11.6 eV up to 314 eV will be available and
so will be undulator radiation from the IR up to the EUV
spectral region.

The MLS complements the measurement potential
available at BESSY II in the lower energy range and thus
enables PTB to use synchrotron radiation from the THz up
to the hard X-ray region for high-accuracy photon
metrology, especially radiometry.
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Abstract. We describe the first results aiming at using
specially designed silicon photodiodes as primary
standards in optical radiometry. Currently the most
accurate measurements of optical power are obtained using
a cryogenic radiometer (CR), where the principle of
operation is by electrical substitution. The CR is a rather
complex and expensive device, and therefore simpler more
straightforward methods are desirable. We propose to use
specially designed silicon photodiodes as a primary
standard, where one half of the surface will be used for
calibration purposes only whereas the other half is used for
measurements. By biasing the detector we eliminate the
internal losses in the detector and by measuring the
reflectance of the surface of the detector we estimate the
two loss mechanisms separately and thus expresses the
responsivity of the detector in terms of fundamental
constants. The first design and initial measurements of the
detectors is reported.

Introduction

The principles for the establishment of a new primary
standard based on specially designed silicon photodiodes
is presented. The method is a modified method of the
self-calibration method established by Geist and Zalewski
in 1980. The basic idea is that the responsivity, R, of an
ideal photodiode can be described by fundamental
constants and the wavelength of the radiation while
deviations from ideal performance is described by the two
loss mechanisms, reflectance from the surface and
non-perfect internal quantum efficiency (IQE). The
reflectance and the IQE are estimated separately in
different relative experiments. Unfortunately, the initial
methods turned out to change the IQE resulting in a
decreased interest for using the method. The method
proposed here is expected not to have the disadvantages
experienced by the original self-calibration method. The
initial measurements and characterizations of the detectors
are presented.

Theory

The responsivity of a semiconductor photodiode can be
expressed as
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R(2) = eAfhe (1= p(N1-5(2)), (1
where e is the elementary charge, % is Planck’s constant, ¢
is the speed of light in vacuum, and A is the vacuum
wavelength of the radiation. These quantities form the
ideal term of a quantum detector. The reflectance is given
by p(2), and the internal quantum deficiency (IQD) by J(4).
From (1) it is seen that by reducing the reflectance and the
quantum deficiency to negligible levels the silicon
photodiode would become a primary standard detector,
because the spectral response R(4) is then expressed in
terms of fundamental constants and the wavelength.

In a photodiode, one electron hole pair is created per
incident photon and transported through the diode by its
built in potential at the pn junction of the diode. The finite
lifetime for electrons and holes makes it unlikely that all of
them reach the connectors of the diode and an IQE less
than one is expected and observed. In the proposed method
a potential is created throughout the whole diode in order
to reduce transport time of electrons and holes and thus
practically eliminate the recombination probability. Since
it is impossible to create fully transparent electrodes over a
wide spectral range we avoided the problem by depositing
a semitransparent electrode on a fraction (half) of the
surface and thereby eliminated the IQD on this part. We
thereby find the IQD on the uncoated surface. A picture of
the detector is shown in fig.1.

Figure 1. Picture of the Si detector. A semitransparent layer
of gold is deposited on the left half of the surface. The
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right half is uncoated.

Measurements

So far, only a limited number of measurements have
been made. We will present the preliminary results and
some preliminary  conclusions. More  extensive
measurements are needed to make definite suggestions and
conclusions.

A measurement sequence determining responsivitiy change
with applied oxide bias at selected wavelengths is
presented in fig. 2. The responsivity change saturates with
oxide bias approaching 30 V. The saturation level is a
measure of the IQD caused by recombination losses
between the oxide and the pn junction of the diode.
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Figure 2. The responsivity change with applied oxide bias
at selected wavelengths between 400 and 460 nm is
presented.

The uniformity of the detector responsivity is critical in
order to achieve the highest possible accuracy. The
uniformity of the detector measured with a semiconductor
laser at 405 nm. Simultaneously, the spatial reflectance
was measured allowing decomposition of the loss
mechanisms and determination of the source of the
nonuniformity. In fig. 3 the measured uniformity (a) and
spatial reflectance (b) is presented.
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Figure 3. The detector uniformity (a) and spatial
reflectance (b) is presented.

We note that the nonuniformity as shown in fig. 3 (a) is in
the order of 4 %. This high nonuniformity does not make
the detector suited as a standard. The uniformity
measurement shows that in areas where the responsivity is
high we have a dip in the reflectance and vice versa.
Therefore, the reason for the nonuniformity is mainly due
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to the reflectance from the surface of the detector caused
most likely by differences in the oxide thickness. In the
next generation of these detectors a different process for
the growth of the oxide layer is needed.

The detectors and the thin layer of gold have a relatively
large surface. A criterion to succeed with the proposed
method is that the gold bias saturates the IQE uniformly.
We measured the difference in uniformity with 30 V gold
bias and without bias. The results are presented in fig. 4
and shows that the change is relatively uniform taken into
account that a semiconductor laser was used in the
characterization.

Change /%

e ®

Figure 4. The uniformitymm change with an applied oxide
bias of 30 V.

Preliminary conclusions

So far, promising results of the principles have been
obtained. The responsivity changes with oxide bias have
been as predicted. The uniformity of the detectors was
poorer than expected, making the ones tested so far
unsuited as single detector standards. However, since the
reason for the nonuniformity is variations in the
reflectance, mounting two detectors in a wedge trap
configuration is likely to make the detectors suitable for
calibration purposes as well. It is highly likely that the
uniformity can be improved in the next generation of
detectors. More extensive measurements and comparison
to the CR will be presented at the conference. In addition,
necessary corrections and caution with the method will be
presented.
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J. Schreder
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Abstract. Poly(tetrafluoroethylene) (PTFE) is the most
commonly used diffuser material in ultraviolet irradiance
measurements. The temperature sensitivities of five PTFE
diffusers were measured over a broad temperature range.
The transmittance change varied from -0.015%/°C to
-0.1%/°C. At 19°C there was an unexpected abrupt change
in transmittance ranging from 1% to 3%. This change is
due to the change of the crystal structure of PTFE at 19°C.
Temperature sensitivity decreases significantly the
accuracy of high precision measurements, especially if the
temperature of the diffusers is not stabilized.

Introduction

In optical radiation measurements diffusers are used for
input optics in order to achieve a uniform spatial
responsivity and a specific angular response, i.e. cosine
response in irradiance measurements. In ultraviolet (UV)
measurements the most commonly used diffuser material is
poly(tetrafluoroethylene), PTFE. PTFE is better known by
trade name Teflon®. PTFE has good chemical resistance, it
is light- and weather-resistant and has no absorption of
water. These properties make PTFE an attractive material
for outdoor use.

The effect of temperature on the UV-transmittance of
five PTFE diffusers and one quartz diffuser was examined
[Ylianttila and Schreder, 2005].

Materials and methods

The temperature sensitivities of six different diffusers
were tested. One of the diffusers was a quartz diffuser, so
that the effect of the temperature change on the PTFE
diffuser and on the fiber-end could be distinguished. The
tested diffusers included three Schreder UV-J1002 and
UV-J1003 type PTFE diffusers [Schreder et. al., 1999], a
standard PTFE plane diffuser of a Bentham DM 150
spectroradiometer, a PTFE dome diffuser of an Optronic
742 spectroradiometer and a a quartz diffuser of an
Optronic 742 spectroradiometer. The Schreder UV-J1002
and UV-J1003 diffusers have the same diffuser material
and design. Due to the similarity they are from now on
addressed as Schreder J1002 diffusers. They were also the
only diffusers with a protective quartz dome. The thickness
of the PTFE layer in the diffusers varied, the Optronic
dome diffuser was the thinnest; 0.2 mm, the standard plane
diffuser was 0.6 mm thick and the thickness of the
Schreder J1002 diffuser was approx. 2.5 mm. The
majority of tests were made with the Schreder J1002
diffuser (both STUK and CMS) and the other diffusers
were tested to obtain additional data for comparison.

The experiment was done by controlling the
temperature of the diffuser and measuring a stable
reference lamp. The changes in transmittance were

Proceedings NEWRAD, 17-19 October 2005, Davos, Switzerland

obtained by comparing the lamp measurements to the
measurements done at reference temperature. A more
detailed description of the test set-up is presented in
[Ylianttila and Schreder, 2005].

Results

The transmittance change as a function of temperature
from all Schreder J1002 tests is presented in figure 1. The
transmittance is normalized to 1 at 26°C. The wavelength
used in the measurements is 400 nm, except for the first
CMS measurements, which were made at 320 nm. The
transmittance of the Schreder J1002 diffuser decreased by
0.1%/°C (1%/10°C) when the temperature was increased.
At 19°C there was a sudden change of 3% in the
transmittance. There was some spread (£ 1°C) in the
transition temperature and there could be some hysteresis
in the exact position of the transition temperature.

Difference [%]

-10 0

Temperature [°C]

Figure 1. The change of transmittance of the Schreder J1002
PTFE diffuser as a function of temperature. The measurements
done at CMS are those connected by the thin line. The
transmittance is normalized to 1 at 26°C. The phase shift
temperatures of PTFE are marked as vertical dashed lines.

At CMS the measurements were made with a wider
wavelength range of 280 nm - 600 nm. The transmittance
change at different wavelengths is presented in figure 2.
The results have been normalized at 24.5°C. The 420 nm
data have also the error bars (1o) drawn. Below 27°C only
minimal wavelength dependency can be seen. Above 27°C
there is a slight wavelength dependency. No wavelength
dependency could be distinguished from the measurements
made at STUK due to the smaller wavelength range (300
nm - 400 nm).

Figure 2. The change of transmittance of the Schreder J1002
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Figure 3. The transmittance change of a Bentham plane PTFE
diffuser and Optronic PTFE diffuser.

The temperature response was similar with the other PTFE
diffusers as can be seen in figure 3. The effects of
temperature change were slightly smaller; the
transmittance decreased by 0.045%/°C (1%/22°C) and the
transmittance change at 19°C was 2%. The Optronic 742’s
PTFE diffuser had the smallest temperature sensitivity of
PTFE diffusers; the transmittance decreased only by
0.015%/°C (1%/66°C) and the transmittance changed only
by 1% at 19°C. The quartz diffuser had a different
temperature response; the transmittance increased by
0.035%/°C (1%/33°C) and there were no sudden changes
in transmittance in this temperature range.

Discussion

The drastic change in transmittance at 19°C is due to the
properties of PTFE. The crystal structure of PTFE changes
from phase II to phase IV at 19°C [Clark 1999, Briscoe et.
al. 2003, Yamamoto and Hara, 1986]. This change has an
influence e.g. in the density and the thermal expansion
coefficient of PTFE. PTFE has another crystal structure
change from phase IV to phase I at 30°C, but there was no
clear change in transmittance at this temperature. The
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absence of the transmittance change at 19°C in the quartz
diffuser measurement shows that the transmittance change
is not coming from the quartz fibre.

The thickness of the PTFE layer seems to increase the
temperature effects. With the thin Optronic 742 diffuser
both the abrupt change at 19°C and the linear change of
transmittance as a function of temperature are much
smaller than with the thicker Schreder J1002 diffuser. A
reason for this could be that the phase shift changes the
absorbance or diffuse propagation properties of PTFE.
Another reason for the difference could be the type of
PTFE used in the diffusers. Different materials can be
inserted into PTFE to change its properties, e.g. wear
resistance. The exact type of PTFE used in the tested
diffusers is not known.

These results strongly suggest that, when a PTFE
diffuser’s temperature is near 19°C, the measurement
uncertainty is increased. In a temperature regulated
laboratory room this is hardly a problem, as the ambient
room temperature is usually kept above 20°C. In outdoor
measurements, especially in the monitoring of solar UV
radiation, ambient temperatures of 19°C can’t be avoided.
One option is to characterize the temperature effect of the
diffuser and monitor the temperature of the diffuser and
correct the measurement data accordingly. The possible
temperature difference between the PTFE diffuser and the
temperature sensor (the temperature sensor can’t be
attached directly to the optical part of the diffuser) and
small temperature drifts near the transition temperature 19°
C would still be problematic. The other option is to
stabilize the temperature of the diffuser. By setting the
stabilization temperature above ambient temperature, the
condensation of water into the surface of the diffuser is
also prevented.

The effect of the temperature sensitivity of PTFE
diffusers have been detected in sky measurements in
optimum conditions [McKenzie et. al., 2005]. Therefore
the diffuser has to be temperature stabilized and the
temperature has to be monitored, if the uncertainty of solar
UV measurements is required to stay within the state of the
art limits (= 5%).
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Abstract. Photoconductive diamond detectors consisting
of highly oriented film were characterized in temporal
response, spectral responsivity and its spatial uniformity as
a candidate of FUV/VUYV transfer standard detectors. The
results showed that the diamond detectors have a superior
stability under 172 nm- irradiation but need to be
improved for Dbetter carrier collection efficiency,
uniformity and temporal response possibly due to
photo-carrier traps.

Objectives

As a candidate for transfer standard detectors in the far
ultraviolet (FUV) and vacuum ultraviolet region (VUV),
we characterize photoconductive diamond detectors in
temporal response, spectral response, and spatial
uniformity.

Since diamonds are known to have low positive electron
affinity or negative electron affinity, we investigate how
much photoemission current contributes to the output
signal.

Experimental

Devices under test were photoconductive detectors
using highly oriented diamond (HOD) films [1-5]. The
HOD films consist of azimuthally oriented (001) facets
with typical area size of several pm” and a thickness of 10
pm. The HOD films were deposited on Si (001) substrates
by microwave plasma chemical vapor deposition (CVD).
A pair of interdigitated Pt electrodes were fabricated on
the HOD film surface. Each electrode stripe was
approximately 200-nm thick and 10-um wide. The gap
between the interdigitated electrodes was 30 um, and the
total detector area was approximately 40 mm?®.

Stability of the diamond detectors was tested by
monitoring their photocurrent output under the
illumination by a xenon excimer lamp whose emission is
almost concentrated in the 172 nm-line and irradiance is
about 37 mW/cm?.

The spectral responsivity measurements were carried
out in two wavelength regions, 10-60 nm and 190-1000
nm at the NMIJ spectral responsivity calibration facilities
based on rare gas ionization chamber[6-7] and electrical
substitution radiometer[8] respectively. In addition,
uniformity and temporal response were characterized in
the latter spectral range.

The VUV system mainly consists of the electron storage
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ring, TERAS as a synchrotron radiation
pre-focusing  mirror optics, a toroidal
monochromator, post-focusing mirror optics.
The photocurrents were measured in two electrical
circuits to distinguish photoemission contribution as
shown in Figure 1. The first circuit is for photocurrent
measurement with the switch (indicated by SW) closed
(This will be referred to as the PC configuration). The
second one is a circuit with the switch opened to measure
the photoemission current (This will be referred to as the
PE configuration). In the PC configuration, the measured
current can contain both, photoemission current and
photoconductive current, depending on the applied

source,
grating

A
?.‘.e' i Photoconductor

voltage.

Figure 1. Schematic diagram of measurement
configuration. A: electgrometer, SW: switch, U: applied
voltage, i;: internal photoconductive current, i,: external
photoemission current.

The longer wavelength (190-1000 nm) system mainly
consists of deuterium/halogen lamps and a double grating
monochromator and computer-controlled detector stage.
Uniformity measurements were performed using a
monochromatized beam with the beam spot size of 1 mm
and the full-angle divergence of 20 mrad by controlling
the lateral position of the detector stage.

Results and Summary

Successful operation of the photoconductive detectors
was demonstrated in the VUV region. Detectors, which
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had been accommodated to industrial use [3], did not show
any degradation during 700 hour-irradiation of the intense
xenon excimer lamp radiation (37 mW/cm®> @172 nm) as
shown in Figure 2.
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Figure 2. Stability of a diamond photoconductive detector

under irradiation b;/ xenon excimer lamp with irradiance level of
about 37 mW/cm" at 172 nm.

Temporal measurement results for the longer
wavelength region (190 — 1000 nm) showed a long time
drift of the baseline that was not observed during an
intense radiation, implying the presence of deep level
carrier traps.

Spectral responsivities of the detectors increased with
biasing voltages, but were still below those with perfect
carrier collection efficiency and varied from one specimen
to another even in the same batch implying the different
densities of carrier traps.

All the detectors tested showed a gradual change toward
a certain direction in their spatial uniformity, which was
found to correlate with the facet size.

In the VUV measurements, photoemission current
contribution was observed by comparison using positive
and negative applied voltages, or directly (See Figure 3).
Spectral responsivity including both (photoconductive and
photoemission) current components becomes almost
constant in the 10-40 nm wavelength range. The
photoemission current contribution to the total output
current can be dominant (at least 40-60 nm).

It was concluded that the successful operation
throughout the FUV/VUYV region and superior radiation
hardness against 172 nm radiation were observed but the
carrier collection efficiency, temporal response and spatial
uniformity of the present detectors should be improved for
the radiometric purposes. Optimizing the facet size or the
device structure is expected to improve such shortcomings
and might give sufficient properties required for
FUV/VUV transfer standard detectors considering the
proven superior radiation hardness.

Acknowledgments The authors are grateful to the AIST
accelerator group, especially, Dr. S. Goko and Dr. H. Toyokawa
for the operation of TERAS specialized for the measurements.
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Abstract. A cryogenic radiometer based calibration
facility utilizing monochromatized light of an argon arc
plasma has been taken into operation. The rather high
radiance of the plasma source allows to improve the
accuracy of the UV spectral responsivity scale between
200 nm and 410nm. A relative standard uncertainty
between 0.1 % and 0.2 % was achieved. Three detectors
can be calibrated simultaneously at a high degree of
automation in order to make a relatively high throughput
of secondary standard calibrations possible. Comparison
with the PTB laser based cryogenic radiometer at five
laser lines yielded excellent agreement.

Introduction

UV radiation is widely used in research and industry for
lithography, non-destructive testing, water purification,
environmental monitoring, atmospheric research, material
curing, phototherapy and space-based astrophysical
observation. The applications require the calibration of
detectors with sufficient accuracy.

The PTB realisation of the spectral responsivity is based
on cryogenic radiometers as primary detector standards.
In the UV, it has proven a challenge to improve the
accuracy of calibration because of the properties of
available detectors. The spectral responsivity of Si trap
detectors in the spectral range between 450 nm and
950 nm can be realized with uncertainties well below
0.1 % by calibration against a cryogenic radiometer at
laser wavelengths and by interpolation of the spectral
responsivity using a physical model. Due to the lack of a
sufficiently accurate physical model for detectors in the
ultraviolet spectral range, a calibration at laser
wavelengths combined with the interpolation method does
not lead to sufficiently low uncertainties. Consequently, a
calibration with a light source tuneable over the whole
wavelength range is mandatory. Thus a monochromator
based design has been chosen for an improved UV
calibration facility. A decisive property for attaining high
radiant power at the detector is the spectral radiance of the
light source.

Apparatus

The apparatus is a cryogenic radiometer calibration
facility which contains a plasma arc as a light source
combined with a monochromator for wavelength
selection. The entire optical path is set up in gas- and
light-tight monolithic boxes of black anodized aluminium.
The cryogenic radiometer of type CryoRadIl was
manufactured by Cambridge Research & Instrumentation.
This radiometer has a specified wavelength range between
0.2 pm and 50 pm and a time constant of 3.5 s.

A high-current argon arc plasma is used as the light source
[1]. The argon gas of the plasma is electrically heated at a
pressure of 2-10° Pa within a 100 mm long bore of 4 mm
diameter. The discharge is driven by a stabilized direct
current of 150 A. The heating power amounts to about
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40 kW. The radiation of the argon plasma shows no line
structure except between 350 nm and 400 nm where a
slight line structure is superimposed on an intense
continuum background (ratio 1:10).

A prism-grating double monochromator is used for
selecting the wavelength. The rotation angles of the prism
and the grating are measured by using absolute angle
encoders. By this absolute measurement, the uncertainty
of the wavelength determination can be attained
completely, and the wavelength calibration can be
obtained easily by using laser light at one known
wavelength.

UV enhanced optics are essential for sufficient radiant
power throughput even at 200 nm. The mirrors used have
a special UV enhanced AIMgF, coating with more than
91 % reflectivity at 200 nm. The bandwidth is 1 nm, and
Fig. 1 shows the measured radiant power for this
bandwidth. The available radiant power of 1.5 pW/nm at
200 nm is greater than the radiant power at synchrotron
UV radiation facilities [2], and in contrast to synchrotron
sources, the radiant power of the argon plasma source
increases above 200 nm, up to about 7 uW/nm around
300 nm.

8
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Figure 1. Measured radiant power at a bandwidth of 1 nm. The
wavelength dependent power reaching the detector is shown.

Measurements and Discussion

Detectors are calibrated against the cryogenic radiometer
at the same position in the beam path. Since the cryogenic
radiometer measures the absolute radiant power, the
responsivity of the secondary standard can be determined.
A monitor detector can be used to correct for power
variations between the radiometer and the detector
measurement. Polarisation effects are corrected by
measuring at three different angles of detector rotation.
Detectors are calibrated at controlled temperature.

Si photodiodes and trap detectors have been calibrated
between 235 nm and 410 nm and PtSi photodiodes and
trap detectors between 200 nm and 410 nm. The relative
uncertainties of the Si detector calibrations are around
0.1 % whereas the relative uncertainties of the calibration
of PtSi detectors are between 0.1 % and 0.2 % except at
certain wavelength regions with a high spectral gradient
of the responsivity (see Fig. 2). Therefore, PtSi detectors
are used as secondary standards only at wavelengths
below 250 nm.
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Figure 2. Relative standard uncertainties of the calibration of the
spectral responsivities of trap detectors consisting of Si
photodiodes (solid line) and PtSi photodiodes (dashed lines).

The calibrations were compared with measurements of the
spectral responsivity at the laser based radiation
thermometry cryogenic radiometer of the PTB [3] at five
laser wavelengths (see Fig. 3), and good agreement was
found. However, relative differences between the
calibrations at both facilities are larger for PtSi detectors.
This is caused by the poorer properties of these detectors.
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Figure 3. Relative differences of Si trap detector calibrations at
the PTB radiation thermometry cryogenic radiometer at five
laser wavelengths and at the new monochromator based
cryogenic radiometer. The uncertainty bars indicate the standard
uncertainties of the relative difference.

The new realisation of the UV spectral responsivity scale
was found to agree well with the previous realisation at
the PTB while being more accurate. Main contributions to
the uncertainty of the calibrations are the noise and drift
of the cryogenic radiometer, the fluctuations of the radiant
power, stray light, and the uncertainty of the correction for
the window transmittance.

The temporal drift of the cryogenic radiometer is
independent of the radiant power and varies from
measurement to measurement. Typical drift rates are not
larger than 20 nW / 10 min presuming stable background
conditions. The drift cannot be corrected completely.
Being independent of the incident power, the relative
significance of this contribution increases with decreasing
power. This underlines the importance of having sufficient
radiant power especially at short wavelengths around
200 nm.

The contribution to the relative uncertainty caused by the
temporal instability of the argon plasma light source
amounts to about 3-10™ to 7-10™.

The stray light was measured at different wavelengths.
The largest uncertainty of 4-10™* was found at the shortest
wavelength. The window transmittance is measured at all
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wavelengths before and after a calibration. Each
calibration is corrected individually for the window
transmittance at the assigned wavelength.

The wavelength uncertainty can become the dominant
contribution to the uncertainty at certain wavelength
regions with a larger spectral gradient of the spectral
responsivity. This is only the case for PtSi detectors
around 285 nm and 375nm (see peaks in Fig. 2).
Especially above 250 nm, Si photodiode detectors should
be preferred.

Conclusion

The new calibration facility is now used to realize the
PTB scale of the spectral responsivity between 200 nm
and 410 nm. The accuracy of 0.1 % to 0.2 % of this
facility has been proven. Since the apparatus offers a good
throughput for high-accuracy calibrations it is also used to
monitor the travelling detector standards during the CCPR
key comparison K2.c.
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Abstract. Recommendations for measuring UV erythe-
mal irradiance with broadband radiometers require the in-
struments to be calibrated by comparison to a traceable
absolute spectral irradiance reference, taking into account
the difference between the instrument spectral response and
the theoretical CIE erythemal response [e.g., WMO, 1996].
Three instruments were calibrated according to these rec-
ommendations by two different centers and were subse-
quently measuring side by side in operational mode during
a test period. The reproducibility of observations made
according to the recommendations could then be checked,
and was found to be compatible with the usually quoted
uncertainty of 5-10%.

Introduction

In the framework of the Swiss Atmospheric Radiation
Monitoring program (CHARM) of MeteoSwiss, UV ery-
themally-weighted broadband irradiance is measured using
SolarLight 501A UV broadband radiometers (biometers).
Three instruments (SL1903, SL1904 and SL1905) were
chosen to be used as reference at MeteoSwiss based on the
availability of past characterizations and stability. One in-
strument (SL1903) was sent for characterization to the
European Reference Centre for Ultraviolet Radiation
measurements (ECUV) from the Joint Research Centre at
Ispra, Italy, while the two others were sent to the U.S. Cen-
tral UV Calibration Facility (CUCF) at Boulder, U.S.A.
After characterization at the calibration centers, the three
biometers were installed in parallel at the Payerne site for
measurement of global UV radiation between 31 August
and 5 October 2004. The signals were sampled constantly
at a 1 Hz frequency with 1-min averages recorded.

Results from the comparisons between the three bio-
meters for 14 clear-sky days are reported here. The uncer-
tainty of well characterized biometers is estimated to be on
the order of 5-10% [Lantz et al, 1999]. The goal of the
analysis reported here is to verify whether the agreement
between biometers characterized at different centers and
operating in standard network measurements conditions is
compatible with the stated uncertainty

Spectral characterization of the biometers

The three biometers were initially characterized by the
manufacturer prior to 1997 and underwent a second char-
acterization at a Swiss facility (Novartis) between the end
of 1998 and the beginning of 1999. They were character-
ized a third time before their calibration at CUCF or ECUV
in 2004. Figure 1 shows the normalized spectral charac-
terizations of the three biometers. The different characteri-
zations give similar results between 290 and 330 nm, while
some differences are present at wavelengths shorter than
290 nm and longer than 330 nm. Closer inspection reveals
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that there may also be substantial differences in the middle
region. The 320-325 nm close-up part of Figure 1 shows
that the responses of SL1903 and SL1905 according to the
2004 characterizations differ by about 40% in this region
Characterizations made by a given center at a given
time are usually very similar, while the largest differences
occur for characterizations made by different centers or at
different times. The 3 original characterizations by the
manufacturer yield almost identical results, except for
SL1905 at wavelengths shorter than 275 nm. Similarly, the
second set of characterizations by Novartis also yields
strikingly similar results, although SL1905, characterized
earlier than SL1903 and SL1904, seems to have a lower
response in the central region. Finally, in the third set of
characterizations, SL1904 and SL1905, which are charac-
terized by CUCEF, give similar results but substantially dif-
ferent from the previous characterizations, in the wave-
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Figure 1, Comparison of filter transmission function for UV ref-
erence biometers (note: the dotted blue curve — original SL1903 —
is covered by the dotted green curve — original SL1905 — and the
dashed blue curve — Novartis SL1903 — is covered by the dashed
red curve — Novartis SL1904).

length range above 330 nm, while SL1903, characterized
by ECUYV, is similar to the Novartis characterization in the
range above 330 nm, and similar to the original characteri-
zation in the range below. Such differences may be due to
instrument ageing characteristics or the influence of envi-
ronmental conditions [Huber et al., 2003]. However, in
light of the substantial differences that can result from
small wavelength shifts and of the inconsistencies in the
evolution of the biometers characteristics, it remains to be
determined whether the observed differences result from
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instrument differences or from differences in the methods
of the reference centers. In another study, Schreder et al.
[2004] observed differences up to 20% between biometers
spectral characterizations by different centers.

Comparison of biometer results

Beyond spectral and angular response, the biometers
were also calibrated against traceable absolute spectral
irradiance references at ECUV or CUCF. Because of the
mismatch between the filter response and the theoretical
erythemal function, the calibration factor is expressed as a
function of total ozone column (O;) and solar zenith angle
(6.), and is determined using both spectral characterization
and absolute calibration. UV erythemal irradiances com-
pared below are obtained using these calibration functions.

The ratio between the pairs SL1903/SL1904, and
SL1905/SL1904 are shown on Figure 2 and 3 as function
of cos(f,) and O;. In these figures, each black dot repre-
sents the ratio of the observations from two biometers for
concurrent measurements. The semi-transparent surface is a
fit of a two-dimensional polynomial function of 8, and O;.
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Figure 2, Ratio between calibrated measurements of biometers
SL1903 and SL1904; upper panel: data and fit function vs.
cos(#,) and Oj3; lower panel: curves from fit function at O; = 250,
275. and 300 DU and data measured around 275 DU.

The comparison on Figure 2 and 3 show that UV ery-
themal irradiance measured by the three instruments are
within about 7-8% at the ozone and solar angle conditions
where they disagree most. The agreement between the in-
struments calibrated by the same center (SL1905/SL1904)
is significantly better than the agreement between the
instruments calibrated at different centers
(SL1903/SL1904). In addition, for the latter, a hump is
present in the ratio for cos(6,) between 0.3 an 0.4. This
hump does not correspond to difference between
instruments and seems to be an artifact of the calibration.

The raw data signals of the instruments before applying
the calibration functions were also compared. While some
difference in absolute normalization existed, the shape of
the (6.,05) dependence exhibited less variability than for
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the calibrated data. All the raw signal data agreed within a
couple percent for the SL1903/SL1904 pair and within 3
percent for the SL1903/SL1904 pair, indicating that the
spectral characteristics of the three instruments should be
similar. Thus, for these comparisons, the calibration proc-
ess did not decrease the 6, and O; dependence of the ratio.

Calibrated data
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Figure 3, Same as Figure 2 for the ratio between calibrated meas-
urements of biometers SL1905 and SL1904.

Conclusions

Comparisons of UV erythemal irradiances measured
concurrently by broadband radiometers recently calibrated
at two different reference centers showed an agreement that
is compatible with the stated uncertainty of about 5-10%.
Comparisons of the raw data signals for a range of solar
zenith angle and total ozone column suggest that the three
tested instruments have very similar spectral characteristics.
Successive characterizations by independent centers re-
vealed differences between the filter transmission functions,
but these do not show a coherent evolution. They may
originate in different ageing characteristics of the individ-
ual instruments or in differences between the methods used
during the characterizations.
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A method of characterizing narrow-band filtered radiometers using synchrotron
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Abstract. Synchrotron radiation is a primary
source standard for a broad spectral range from
x-rays to infrared [1,2] because synchrotron
radiation can be accurately calculated by using
the Schwinger equation and three parameters of
the storage ring. In terms of spectral range,
synchrotron radiation complements another
primary standard source, black body sources,
which are also calculable by using the Planck
equation and temperature and emissivity. Beyond
that, the two standard sources exhibit quite
different characteristics. Black body source
radiation is emitted in all directions uniformly
with the same spectral distribution, whereas
synchrotron radiation is highly concentrated in
the direction parallel to the electron beam orbital
plane. The angular divergence in this direction is
also a strong function of the wavelength, i.e.,
narrower for shorter wavelength radiation and
wider for longer wavelength radiation. Shown in
Fig.1 is the calculated angular distribution for the
storage ring of Synchrotron Ultraviolet Radiation
Facility (SURF III). Typically, this phenomenon
is treated as a complication and has to be dealt
with carefully for radiometric applications.

Here, we propose a new technique by taking
advantage of the calculable angular distribution
of synchrotron radiation for the characterization
of narrow-band filtered radiometers. For this
technique, the narrow-band filtered radiometer
under study will be used to scan the synchrotron
radiation in the direction perpendicular to the
orbital plane and the signal from the filtered
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radiometer versus the emitting angle of the
synchrotron radiation is measured. Because the
measured angular width depends on wavelength,
one can deduce the mean wavelength of the
filtered radiometer. In addition, because the
incident synchrotron radiation can be accurately
calculated, one can also derive the absolute
integral response of the filtered radiometer.
Currently, measurement of such quantities of a
filtered radiometer requires very fine, and time
consuming, spectral scanning of the filtered
radiometer using a monochromator or, better,
with a tunable laser and the transfer of the
irradiance scale to the filtered radiometer. With
this technique, the measurement is simple and
fast. Furthermore, it can be used for any filtered
radiometers in a broad spectral range from VUV
to IR. We will provide detailed mathematical
basis for this technique and the challenges
involved in such measurements. Preliminary
experimental results will be presented.
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Abstract. A new generation radiometer-photometer system
has been developed in a National Institute of Standards and
Technology (NIST) and Gamma Scientific (GS) cooperation
to satisfy the increased requirements in the dissemination of
NIST responsivity scales. The NIST responsivity scales have
been extended from the silicon wavelength range to
2500 nm and in addition to the traditional spectral power
responsivity calibrations, spectral irradiance and radiance
responsivity calibrations are performed as well. The new
generation radiometers and photometers can be utilized to
maintain the NIST spectral responsivity scales and also to
propagate the extended NIST scales to field applications
with a minimal increase in the measurement uncertainty.

Mechanical and optical design

The new radiometer-photometer system has a versatile
measuring head design. The front geometry of the heads can
be simply modified to measure radiant power, irradiance,
radiance, or the photometric equivalents, luminous flux,
illuminance, and luminance. The different head
constructions are made using the combination of apertures,
diffusers, filters, filter combinations, and a variety of
detectors depending on the head design for a given
application. In addition to silicon photodiodes, nitride
passivated silicon (for the ultraviolet), InGaAs, and
extended-InGaAs photodiodes (for the near-infrared) have
been applied. Detectors with large area and spatially uniform
responsivity are used for power mode measurements where
the detectors are underfilled with the incident radiation
(beam). In addition to diffuser-input irradiance meters that
can measure different source sizes [1], irradiance meters
without diffusers have been developed to measure either
“point sources” (where the detector is overfilled with the
radiation from a small and distant source) or collimators. In
these irradiance meters, the field-of-view is carefully
designed and can be determined from goniometrical tests.
An ultraviolet (UV) filter radiometer has been designed with
interference filter and passivated silicon photodiode. It has a
bandwidth of 25nm with high ultraviolet and infrared
blocking and can measure the irradiance produced by the
365 nm Hg line of UV collimators. Also, a versatile
photometer has been developed where the attachable input
optics can convert the illuminance measuring head into a
luminance meter. The aperture plane and the outside surface
of the front ring are in the same reference plane of the
illuminance meter. With the luminance head attached,
measurement field-of-view angles can be changed by
choosing one of the six different hole-sizes in the
mirror-aperture wheel. A second imaging optics is used in
the input optics to produce efficient blocking for radiation
outside of the target area and to maintain a constant
luminance responsivity throughout the focus range of the
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camera lens at the front. This device can also measure
radiant power, irradiance, and radiance when the photopic
filter is removed.

Design of heating and cooling

For lower measurement uncertainty, both the filters and
the detectors can be temperature controlled independently
from each other using thermoelectric (TE) coolers/heaters.
Usually, detectors are cooled to increase their shunt
resistance and filters are heated to avoid condensation.

Thermistor sensors are attached to the temperature
controlled components. One stage TE coolers are used for
heating and 1 to 4 stage TE coolers can cool the detectors
down to -85 degree C. The heat dissipation performance of
the measuring heads is matched to the required cooling
temperature. The thermal design of extended-InGaAs
radiometers is challenging because the coldest possible
detector temperature is needed with high temperature
stability to produce high detector shunt resistance and low
measurement uncertainty. When detectors are applied that
have high shunt resistance at room temperature (such as
selected silicon photodiodes), both detector and filter(s) can
be temperature controlled together. The common (heated)
temperature-control is frequently applied in photometers
and in other filter-radiometers where the controlled
temperature can be slightly higher than the ambient
temperature. The spectral responsivity of the detector-filter
combinations is optimized for the selected constant
temperature [2].

Electronic design

Pre-amplifiers are mounted to the back of the measuring
heads that are matched to the detector electrical
characteristics to optimize the signal gain, loop gain, and the
closed loop voltage gain at the signal frequency [3]. In DC
measurements, usually the optimization is simplified for
selecting (and/or cooling) the detectors for high shunt
resistance. However, only the optimization of these three
gain characteristics makes it possible to measure modulated
(chopped) radiation with high sensitivity and low
measurement uncertainty. Consequently, all three gain
characteristics were optimized versus frequency for the
radiometers that measure AC radiation. The selected
optimum chopping frequency for AC radiation
measurements is between 8§ Hz and 10 Hz. This is a high
enough signal frequency to get rid of the 1/f noise of the
applied operational amplifiers. Also, the upper roll-off
frequencies of the signal gain characteristics were tuned to
80 Hz (at 10° V/A signal gain selection) or higher using gain
switching reed relays of low capacitance instead of the
traditionally used rotary switches. For the increased roll-off
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frequencies, the chopping frequency is low enough to obtain
constant signal gains for all signal gain selections at the
chopping frequency.

Low noise and low input current operational amplifiers
with high upper roll-off frequency are used in the current
measuring pre-amplifiers. The operational amplifiers and

their feedback resistors have not been temperature controlled.

Instead, light shutters are applied and the output (voltage)
signal is measured with the shutter on and off. The
temperature dependent (dark) output (offset) signal is
subtracted from the sum of the output signal (to be
measured) and the (dark) output signal. The feedback
resistors used to have temperature coefficients of
10 ppm/degree C. The resistance uncertainties for the decade
nominal values are 0.01 %. Using the low uncertainty
feedback resistors and the output (dark) offset subtracting
method, the photocurrent-to-voltage conversion uncertainty
is 0.01 % without performing any signal gain linearity
calibrations or corrections for the pre-amplifiers. The signal
gain selections over eight decades can be either manual or
remote controlled.

A carefully designed wiring, grounding, and shielding
system for the measuring head and the control unit (that
includes the power supply, the temperature controller(s), and
the remote gain control circuit) minimizes noise and 60 Hz
pickup.

Radiometer tests

Photodiode shunt resistances were measured to
determine the three fundamental gains of photocurrent
measuring detector-preamplifier circuits. A noise floor of
3 fA was measured on the prototype radiometer at 10" V/A
signal gain selection when a 20 Gohm shunt resistance
silicon photodiode was applied. The electrical bandwidth of
this DC measurement was 0.3 Hz. The 6 Mohm
shunt-resistance of a 5 mm diameter InGaAs photodiode
measured at room-temperature was increased to 42 Mohm
when the detector was cooled to 4 degree C. This low
temperature decreased the 180 fA (room temperature) noise
floor to 25 fA at the 10" V/A signal gain selection of the
InGaAs irradiance meter.

The three fundamental gains are always optimized for
the signal frequency using partial or full frequency
compensations in the current measuring analog control loop
of the preamplifier. In order to obtain the best results,
photodiodes with the lowest junction capacitance are
selected and the external feedback capacitors of the
operational amplifier are changed. Because of the variation
of the feedback component values (including stray
capacitance as well), the 3 dB upper roll-off points of the
different gain selections cannot be controlled to the same
frequency. This results in significant responsivity differences
at decade signal gain switching when the chopping
frequency is on the slope of the signal gain versus frequency
characteristics. To avoid non-decade signal gain ratios at the
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chopping frequency, the responsivity calibration results are
usually reported at DC (zero Hz). The solution to obtain
exact decade ratios for the different signal gain selections at
a given signal frequency is to measure the frequency
dependent gain (responsivity) curves first and then to apply
correction, based on the measured data.

Operational and performance tests have been worked out
for the modular radiometers/photometers to minimize errors
and unacceptable performance during fabrication. First,
operational DC tests are made where the detector shunt
resistance and then the dark output offset voltages are
measured at all gain selections. Thereafter, the dark output
voltage is measured with an AC measuring digital voltmeter
at all gain selections to check for oscillations. After the dark
tests, the detector is exposed to different optical radiation
levels and it is checked if decade changes are obtained in the
output voltages when the signal gains are gradually changed
from the maximum to the minimum. These photodiode and
preamplifier tests are followed by the cooling tests where the
biasing current is selected for the target resistance of the
NTC thermistor and the voltage drops on the thermistor are
measured at both the ambient and the controlled
temperatures. The voltage drop on the thermistor should
remain constant during operation indicating that the
temperature of the monitored component is stable versus
time.
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Abstract. We measured the nonlinearity of UV detectors
using a linearity tester which consists of four UV light
emitting diodes (LEDs) and an integrating sphere. The
tester measures photocurrent ratios of a detector by flux
addition for a range over 6 decades with high speed and
accuracy. The nonlinearity of irradiance responsivity is
determined from the measured of photocurrent ratios by
interpolation. We observed a clear dependence of
nonlinearity upon the size of detector aperture.

. Introduction

In the ultraviolet (UV) radiometry, most detectors are
calibrated for their spectral irradiance responsivity.
Nonlinearity of a detector is the property that the
responsivity does not remain constant when the signal is
higher than a certain level. An established method to
measure the nonlinearity of detectors is the flux addition
method using lamps or lasers as light source, which
requires no reference standard [1,2]. However, this method
measures the nonlinearity of photocurrent ratios rather than
that of detector responsivity. Another method for directly
measuring the nonlinearity of responsivity is to use neutral
filters with a laser [3], but this method requires a calibrated
reference detector.

We present in this paper a new flux-addition type
linearity tester, in which the detector under test is
illuminated by LEDs inside an integrating sphere. The
linearity tester using LEDs as light source is recently
reported with its advantages of fast and accurate
measurement in a wide range [4]. The additional use of
integrating sphere eliminates the need of light shielding
and flux alignment, resulting in the increased practicability
and operator’s safety especially in the UV radiometry. We
used this linearity tester to measure the nonlinearity of a Si
photodiode with different aperture sizes at a UV
wavelength around 400 nm. We show how the nonlinearity
of irradiance responsivity can be determined from the
measured photocurrent ratios, and present also the
measured effect of aperture size on the detector
nonlinearity.

1. Experimental setup

Figure 1 shows schematically the experimental setup.
LEDs are installed in pair on an integrating sphere and
driven independently by two current sources (Keithley,
Model 2400). For high irradiance level, more than one
LED can be simultaneously driven by each current source,
which we designate collectively as LED A or LED B. In
the experiment, we used four UV LEDs (Opto Technology,
Model OTLH-360-UV); two for LED A and two for LED
B. Note that this scalability of irradiance level simply by
changing the number of LEDs is one of the important

practical advantages the LED-based linearity tester provide.

The peak wavelength and the spectral bandwidth of the
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LEDs are measured to be 396 nm and 20 nm, respectively.

Current Source
Detector

Aperture |

Current Source

LED B

Ammeter

Computer

Integrating Sphere
Figure 1. Schematic setup of the linearity tester using LEDSs in an
integrating sphere.

The integrating sphere is made of synthetic resin with a
diameter of 40.0 cm, and its inside is uniformly coated
with polytetrafluoro-ethylene (PTFE). Using two kinds of
jig, PTFE powder is formed into the pentagonal and
hexagonal shape plates, which build, similar to a football, a
sphere surface with the outside diameter of 40.0 cm. The
surfaces of jigs are roughened to an average roughness of
(2.8 + 0.015) wm for enhancing the diffuse reflection of
the PTFE plate surface. The plates have a density of 1.2
g/cm?® and a thickness of 1.2 cm, and are glued to the inside
wall of the sphere with vacuum grease. Figure 2 shows the
formed PTFE plates and the hemisphere coated with such
PTFE plates.

(a) (b)
Figure 2. Photographs of the PTFE plates formed to a
pentagonal and hexagonal shape (a) and the hemisphere coated
with such PTFE plates (b).

The photodiode under test (UDT Sensors Inc., Model
UV-100) is positioned on a hole at the top of the
integrating sphere (see Fig. 1). In order to define the active
area irradiated, an aperture of known diameter is placed in
front of the detector. The photocurrent of the photodiode is
measured with a calibrated ammeter (Keithley, Model
6485). All instruments are interfaced with a computer.

The procedure of nonlinearity measurement in detail is
described in the reference [4]. We performed the
measurement for different active aperture areas with a
diameter of 11.28 mm (no aperture), 8 mm, 5 mm, and 2
mm. For the apertures with diameter not smaller than 5
mm, two LEDs, i.e. one for LED A and one for LED B,
were sufficient for measuring the detector nonlinearity,
where the injection current for each LED is varied from 0.1
mA to 300 mA. For the 2-mm diameter aperture, however,
two additional LEDs were required, i.e. two for LED A and
two for LED B, so that the injection current is varied up to
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600 mA for each set. In both cases, the resulting
photocurrent of the photodiode spanned from 10° A to 10
* A over six decades. We repeated the measurement three
times for each aperture size with different initial
photocurrents of 1.0-10° A, 3.0.10™° A, and 5.0-10° A.

I11. Results

Figure 3 shows the measured photocurrent ratios
(ia+g)/(ia + ig) for different aperture diameters as a function
of the photocurrent level i. Here, ia, i, and ia.g are the
photocurrent of the photodiode irradiated by LED A, LED
B, and both of them, respectively. Each symbols show the
measured values, while the lines are the numerically
interpolated values. From the measured photocurrent ratios
in Fig. 3, the nonlinearity of the detector responsivity is
determined as described below.

1.0 =

09 |- -

0.8 |- -

Mean Ratio (r =i,/ (i,*i;))

1E-10 1E-9 1E-8 1E-7 1E-6 1E5 1E4 1E-3

Photocurrent (i, = i, = i) (A)

Figure 3. Plot of the measured photocurrent ratios (ia+s)/(ia + ig)
for different aperture diameters (O: no aperture, [1: 8 mm, A: 5
mm, V: 2 mm) and the numerically interpolated values (lines) as
a function of the single photocurrent level ia.

According to the measurement procedure [4], the
single photocurrents i, and ig are adjusted to be nearly the
same and the combined photocurrent ia+g iS set as the
single photocurrent level in the next step, so that the
current ratio r, in the n-th measurement step can be written
as following:

IA+B _ |n+1

(in+ig)|,  2xi,
As the initial value iy, the lowest photocurrent can be
chosen so that the repetition runs until the maximal
injection currents for LEDs are achieved. Because the
detector responsivity R, in each step is defined as the ratio
of the photocurrent i, and the irradiance E,, and the
irradiance is doubled in each step, i.e. Eq+1 = 2E,, we can
also write Eq. (1) as following:

r= Rn+1 : En+1 _ h (2)

2R -E, R,

From Eq. (2), we can calculate the relative responsivity of
the detector from the photocurrent ratios r, as

Rn (In) Sl R NPRERS I RO(IO) ’ (3)
where Ry is the constant relative responsivity in the linear
range of low photocurrent. We repeat the calculation of the
relative responsivity R, according to Eq. (3) beginning
with different initial values iy, which are photocurrent
values around 1.0-10® A in Fig. 3, such as 1.0-10% A,

3.0-10% A, and 5.0-10® A. In this range, the detector can

for iy, =ig=i,and i, =i,z (@)

n
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be regarded as linear (R = Ry). Numerically interpolating
the data sets of photocurrents and relative
responsivities (i ,R (i,)) . we obtain the relative

responsivity as a function of photocurrent. Finally, we
obtain the nonlinearity of the detector responsivity NL as a
function of photocurrent i:

NL(i) = RO _ 4 (4)

RO

Figure 4 shows the resulting nonlinearity of the irradiance
responsivity for the photodiode with different aperture
diameters. The result shows clearly that the photocurrent
level at which the nonlinearity occurs decreases, as the
aperture size decreases. The nonlinearity of the photodiode
with the 2-mm diameter aperture become nonlinear to NL
=1.0.10* at a photocurrent of 3.0-107 A, while the same
nonlinearity occurred at 3.0-10° A without aperture.
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Figure 4. Nonlinearity of the irradiance responsivity for the
photodiode with different aperture diameters, determined from
the measured nonlinearity of the photocurrent ratios.

IVV. Conclusion

We developed a linearity tester using LEDs in an
PTFE coated integrating sphere. The use of integrating
sphere enhanced the practicality and safety of the LED-
based linearity tester in the UV radiometry. The feasibility
of the tester is demonstrated by measuring the nonlinearity
of a Si photodiode with different aperture sizes at a
wavelength around 400 nm. We introduced a method to
determine the nonlinearity of irradiance responsivity from
the nonlinearity of photocurrent ratios measured by flux
addition. With the presented methodology, we expect to be
able to accurately calibrate a UV detector even in the
nonlinear region for applications at high irradiance level.
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Introduction

In recent years, to fulfil the requirements of DIN EN
ISO/IEC 17025, the traceability of measurements to a
primary standard has become mandatory, ensuring the
comparability of inter-laboratory measurements and of
measurements performed over a long time period. This is
also the case in the wide and ever increasing field of
optical radiation measurements. To meet the demand of
traceability, there is a need for highly accurate and yet
simple to use robust radiometric transfer standards.

New Spectral Radiance Transfers Standards

One of the most frequently used radiometric quantity in
the field of optical radiation measurements is the spectral
radiance, being of importance for manufacturers of
radiation sources as well as for laboratories in the
calibration of their spectrometers and detection systems.
The well established transfer standard for spectral radiance
is the tungsten ribbon lamp. Yet of proven very high
stability, this type of standard is suitable only for a small
group of experienced users, i.e. national metrology
institutes. For the broad community of industrial users the
delicate to handle tungsten ribbon lamps are less suitable.
The most promising candidates for user friendly spectral
radiance transfer standards have shown to be integrating
sphere based sources. In contrast to the fragile and
cumbersome to align tungsten ribbon lamps, they are
rather robust and offer a comparatively large and
homogeneous radiating area. The emitted radiation is in
good approximation lambertian and unpolarized. An
important feature of this type of radiance standard is that,
by adapting its design, the spectral radiance magnitude can
be matched to specific calibration demands. For example,
the calibration of the detection channel of a fluorometer
requires a spectral radiance three to four orders of
magnitudes lower than that of a tungsten ribbon lamp.

Integrating sphere radiator design

As part of the project “Development, Characterization
and Dissemination of Fluorescence Standards for the
Traceable Qualification of Fluorometers” the PTB and
Gigahertz-Optik GmbH in close cooperation have
developed and characterized a new type of integrating
sphere based spectral radiance transfer standard. An image
and a schematic view of the design are shown in Figure 1.
The basic design consists of two hemispheres made of
OP.DI.MA and separated by a nearly opaque wall with two
OP.DI.MA surfaces. The 5 W, constant current driven,
quartz halogen lamp integrated in the back hemisphere
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illuminates trough 16 holes in the wall the front
hemisphere. The front hemisphere has a 20 mm diameter
aperture as the radiating area.

monitor detector (optional) [aman)
aluminium baffle

5 W halogen lamp
OP.DI.MA sphere

26,5 mm

M6

Figure 1. Compact and large radiating area integrating sphere
based spectral radiance standard (left) and a schematic view of
the design (right).

Radiometric Characterization

To investigate and optimize the radiometric properties
of this new type of integrating sphere radiator, PTB has set
up a new spectral radiance comparator facility the Spectral
Radiance Comparator II. This facility is designed for low
intensity measurements and traceable spectral radiance
calibrations in the wavelength range from 250 nm up to
2.5 um as they are needed i.e. for radiometric traceability
in fluorometry [1,2].

The customer relevant and most important radiometric
parameter investigated and optimized were:
o the distribution of the spectral radiance over the
radiating area
the angular distribution of the spectral radiance
the mid- and long-term stability
the influence of ambient condition changes on
the spectral radiance
e the absolute spectral radiance in the UV, VIS
and NIR
An optimizing process of the wall structure resulted in an
excellent homogeneity of the radiating area, both in the
visible and in the near infrared. Within an area of 10 mm
in diameter, the relative variation of the spectral radiance
is less the 5-10°. Measurements of the horizontal and
vertical angular emission distribution proved that these
sources are in very good approximation lambertian
radiators: relative changes of the radiance for a +10°
change of the observation direction to the optical axis are
within 5-10°.
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Detailed and comparative results with a tungsten ribbon
lamp will be presented. Furthermore, the determination of
the degree of polarization of the emitted radiation in the
wavelength range from 450 nm up 1100 nm resulted in
less than 4-10, hence compared to tungsten ribbon lamps,
these integrating spheres can be considered sources of
unpolarized radiation. The temporal stability of the
spectral radiance has been assessed by calibrating two
integrating spheres of the same lot against a stable
tungsten ribbon lamp in regular time intervals of about
100 hours. The overall time of continuous run for the
integrating spheres was more than 1000 hours. The
observed relative change of the spectral radiance over
100 hours of continuous operation was found to be about
1%. Within the calibration uncertainty, no change of the
spectral radiance could be observed for ambient
temperatures changes from 20 °C up to 30 °C.

The presented results indicate that these integrating
sphere based radiators are suitable for a wide spread, easy
to handle, day to day use as transfer standards for
disseminating the radiometric base unit spectral radiance
in the wavelength range from 350 nm up to 2 um.
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Accurate and independent spectral response scale based on silicon trap
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Abstract. The established model for silicon detector
responsivity is exploited to realize a very accurate
independent spectral response scale with the aid of a
spectrally invariant but noisy detector. Two different
approaches are considered to estimate the parameters in the
responsivity model, one based on a purely relative
measurement between the silicon trap detector and the
spectrally invariant detector, and one combining the
traditional self-calibration procedure and the purely
relative measurement to form a hybrid self-calibration
method.

Introduction

Geist and Zalewski demonstrated in 1980 how silicon
photodiodes can be used as an absolute measurements
standard. Unfortunately, their earliest proposed methods
turned out to change the detectors responsivity and hence
made them unacceptable as a measurement standard. Since
the introduction of the cryogenic radiometer in the mid
eighties there has been little work of improving the
self-calibration method. Large technological advances
have improved the detectors and made the internal
quantum efficiency more ideal. In addition, the fast
technological advances of integrated circuit technology
and computers have improved the availability of
computational resources significantly, enabling more
accurate calculations of the detectors and opened the way
for improved models. In principle, it is these two
improvements that are exploited in this new approach to
the self-calibration procedure, which replaces the previous
oxide bias method.

Theory

A silicon photodiode can be modelled as a modified
ideal quantum detector, where the two loss mechanisms,
reflectance from the surface and internal losses, are taken
into account. The responsivity is modelled as

R(A) =eA he(l- p(M)X1-6(1)), (1)

where e is the elementary charge, 4 is Planck’s constant, ¢
is the speed of light in vacuum, and 4 is the vacuum
wavelength of the radiation. These quantities form the
ideal term of a quantum detector. The spectrally dependent
reflectance is given by p(4), and the quantum deficiency is
given by d(4). Our approach to get a primary realisation is
to estimate the reflectance and the internal quantum
deficiency (IQD) separately and through that establish the
link between the responsivity and fundamental constants.
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Reflectance

Fresnel’s equations allow us to calculate the spectral
reflectance over the whole spectrum with an uncertainty of
less than 1% from a single measurement, when the
spectrally dependent refractive indices, polarisation, angle
of incidence and oxide thickness is known. In a trap
detector the geometry is fixed, and the spectral reflectance
of a trap detector can be expressed by the oxide thickness
only. In addition, the trap configuration reduces the
reflectance by two orders of magnitude making the
responsivity less sensitive to the uncertainty in the oxide
thickness estimate.

Internal quantum deficiency

The 1QD model 6(1) is based on the assumption that
the recombination probability for a generated electron hole
pair (e-h) depends only upon the depth, x, into the detector
where it is created. The quantum deficiency is found by
integrating the product of the normalised distribution of
photons and their recombination probability over the depth
of the detector. The spectral dependence comes from the
normalised distribution of photons given from the highly
spectral dependent absorption coefficient. These values are
given by the extinction coefficient of the refractive index
of silicon. The recombination probability function used in
our model is shown in fig. 1.

A

R
dy
_
w w >
T D b x
Figure 1. The recombination probability as a function of

generation depth of electron — hole pairs.

The important property of the model is that the
recombination probability of (e-h) pairs created at the pn
junction (7) is zero. In the presented work this property is
exploited by two different methods. In the purely relative
method we estimated the IQD by measuring the silicon
trap detector relative response to a spectrally invariant
cavity pyroelectric detector (CPD) and fitted the
recombination probability to the measurements. A fitted
scaling constant is needed to convert the relative
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measurement to an independent spectral response scale.
The property of the model ensures correct scaling.

In our second method we combine the traditional
self-calibration procedure and the purely relative method to
a hybrid self-calibration method. The classical reverse bias
experiment at 25 V was used to find the parameters d, and
D by fitting the responsivity change over the whole
spectral range. The relative method was used to find the
parameters that describe the losses in the front (d;, T) and
at the back of the detector (R, b) in two different but
similar experiments. The uncertainty of this method is
lower than the purely relative method, but it requires 3
separate experiments each determining 2 parameters in the
model.

Results and uncertainty

The uncertainty in both approaches is calculated from
the observed variance in the input measurement, brought
through the calculations to the output covariance in the
responsivity. The combined uncertainties are shown in fig.
2. The calculations are valid for random variables and are
based upon the observed variance in these random
variables, which requires a number of observations of
those variables. Very low uncertainties are achieved by
both methods.
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Figure 2. The calculated combined uncertainties in

responsivity for the two methods are compared. The
uncertainty is given with 1 o level of confidence.

The fitting of a phododiode model to a set of responsivity
measurements yields strongly correlated responsivity
values. One interesting observation is the difference
between the correlation coefficients of the fit function and
the responsivity values in the relative method. The relation
between the fit function F(A) and the responsivity R(A) is
given as

F()=R(M) k, 2

where k is a fitted scaling constant and A is the optical
wavelength. The correlation matrices for the fit function
and the responsivities for a set of wavelengths are
compared for the relative method in fig. 3. Whereas the
correlation matrix of fit function values has a diagonal-like
character, the responsivity values are strongly correlated.
The responsivity values for the hybrid method have even
stronger correlations than for the relative method.
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Conclusions

Two different methods for using silicon photodiode trap
detectors to realize spectral response scales have been
investigated. In the purely relative method the uncertainty
is limited by the signal noise ratio in the relative
measurement, whereas in the hybrid method the
uncertainty is limited by the uniformity and reflectance of
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to have a combined uncertainty of less than 0.04 %
between 530 and 950 nm at the 1 ¢ level of confidence.
Figure 3. The correlation coefficients for the fit function
(a) and the responsivity (b).
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Abstract. Photodiodes are used as easy-to-operate
detectors in the extreme ultraviolet (EUV) spectral range.
The Physikalisch-Technische Bundesanstalt calibrates
photodiodes in the spectral range from 1 nm to 30 nm with

an uncertainty of the spectral responsivity of 0.3% or better.

For the dissemination of these high-accuracy calibrations,
we investigated the stability and linearity of silicon n-on-p
junction photodiodes under intense EUV irradiation in
ultra high vacuum. We used quasi-monochromatic direct
undulator radiation or focused radiation from a bending
magnet to achieve high radiant power. The maximum
current in linear operation (1% relative saturation) ranges
from about 3 mA for 6 mm photon beam diameter to
0.2 mA for a 0.25 mm diameter spot. The corresponding
irradiance increases from 30 mW/cm? for 6 mm photon
beam size to about 2 W/cm? for a 0.25 mm beam. Diodes
with diamond-like carbon as well as TiSiN top layer
proved to be stable up to a radiant exposure of about
100 kJ/cm®. The observed changes of the responsivity
could be explained as the result of carbon contamination of
the surface and changes in the electrical behaviour at the
interface between top layer and sensitive silicon region.
Under UHV conditions, no indication of oxidation of the
surface was found.

Introduction

The Physikalisch- Technische Bundesanstalt (PTB)
calibrates radiation detectors in the EUV spectral range
with an uncertainty of the spectral responsivity of 0.3% or
better'. Photodiodes are used as easy-to-operate reference
detectors. The calibrations at PTB are based on the
comparison of the photodiodes to a cryogenic electrical
substitution radiometer radiometer (ESR) " as primary
detector standard using monochromatized synchrotron
radiation™, a quasi DC- radiation with a rather low radiant
power of about 1 pW. At the customer, these diodes may
be used for strongly pulsed radiation and very different
radiant power"™. We present here investigations of the
stability and linearity of the diode signal.

Experimental

At present, mainly silicon n-on-p junction photodiodes
of the types AXUV (nitrided siliconoxide passivation
layer) and SXUV (metal silicide passivation) form
International Radiation Detectors or Au/GaAsP Schottky
diodes (e.g. G1127 from Hamamatsu) are used for EUV
detection. PTB uses the EUV radiometry beamline with
the electrical substitution radiometer SYREST " as the
primary detector standard to provide calibrations of
radiation detectors over a broad spectral range from 1 nm
up to 30nm with low relative uncertainty (0.3 % at
13.5 nm, k=1)". Typical results are shown in Fig. 1. The
Schottky diodes have the advantage of a very low dark
current und thus better signal-to-noise for low power
applications. They are, however, less homogeneous be-
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cause of the strong absorption in the Au- top layer (dashed
line in Fig. 1). The AXUV type silicon diode shows
superior homogeneity and spectrally flat response. There-
fore, this type seems to be suitable as a reference detector.
We, however, showed that AXUV diodes degrade during
storage even with no irradiation at all", see Fig. 2.

~~~~~~~

spectral responsivity / A W™

g .

0 5 10 15 20 25 30
wavelength / nm

Figure 1. Spectral responsivity of three photodiodes. The upper
curve (open circles) is an AXUV type diode. Data for an SXUV
type diode are shown with diamonds and for a GaAsP/Au
Schottky diode by solid circles. The lines represent model
calculations”'. For the Schottky diode, the dashed line represents
the responsivity that would result if the charge collection
efficiency were ideal and only the Au contact layer absorption
taken into account.
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Figure 2. Ratio of spectral responsivity of an AXUYV diode, six
months after the initial calibration, to the responsivity measured
initially (closed circles), and for an SXUV100 diode with TiSiN
passivation, measured at the same times (open circles). The error
bars represent the uncertainty of a single measurement with the
extension factor k=2. The dashed line represents the
transmittance of 0.11 pg/cm? oxygen.
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The stability of silicon n-on-p junction photodiodes
under intense EUV irradiation in ultra high vacuum (UHV)
has also been investigated". Diodes with diamond-like
carbon as well as TiSiN top layer proved to be stable up to
a radiant exposure of about 100 kJ/cm®. Although the
responsivity remained unchanged within a few percent
over the complete spectral range from 2 nm to 20 nm, the
low uncertainty in the responsivity measurement allowed a
significant spectral dependence to be revealed, see Fig. 3.
Using a model for the spectral responsivity", the observed
changes of the responsivity could be explained as the
result of carbon contamination of the surface, yielding a
decrease in responsivity and changes in the electrical
behaviour at the interface between top layer and sensitive
silicon region. It appears that depending on the type of the
top layer, part of this layer becomes either more sensitive
or more non-sensitive, and also exhibits a small change in
the charge collection efficiency at the interface. Under the
UHV conditions of our experiment, no indication of
oxidation of the surface was found.

1.01F

1.00

0.99F

relative responsivity
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0.97F

0.96 ]
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Figure 3. Ratio of responsivity after irradiation to the initial
value for two SXUV type diodes. The diode coated with DLC
(open circles) was exposed to 69 kJ/cm? and the diode with TiSiN
(closed circles) to 143 kJ/cm?. The dashed line shows absorptance
of 0.57 pg/cm? carbon. The solid lines show the change in
responsivity due an increase of the charge collection efficiency at
the top silicon interface by 0.5 % absolutely. The error bars
represent the uncertainty of a single measurement with the
extension factor k=2.

The linearity of the photodiodes was tested in quasi-
DC illumination using direct undulator radiation for
different photon beam spot sizes™. A systematic and signi-
ficant variation of the maximum external photocurrent
with the photon beam spot size is shown. The maximum
current in linear operation (1% relative saturation) decree-
sed from about 3 mA for 6 mm photon beam diameter to
0.2mA for a 0.25mm diameter. The corresponding
irradiance increased from 30 mW/cm? for the 6 mm
aperture to about 2 W/ecm? for a 0.25 mm aperture, see
Fig. 4. The behaviour is explained by a change in the
effective serial resistance with photon beam size. The
values derived from the saturation measurement vary bet-
ween 65 Q) for a 6 mm beam and 540 Q2 for 0.25 mm. This
effect can be attributed to the finite conductivity of the thin
front contact layer carrying the current to the electrode.
For spot sizes smaller than the diode’s active area, the
serial resistance scales logarithmically with the spot size.
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Figure 4. Relation between aperture diameter and current at 1%
saturation as obtained from the relation between aperture size and
serial resistance as measured down to 0.5 mm aperture size. The
data for aperture sizes below 0.25 mm are calculated.

PTB at BESSY provides EUV detector calibrations
with low uncertainty using an ESR and radiation of about
1uW radiant power with high spectral purity and temporal
stability. Reliable information on linearity and stability for
the extension of the detector calibration to higher radiant
power can be obtained at hig-flux beamlines with radiant
power in the mW-range.
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Abstract. The national standard spectrophotometric
system developed in the Laboratory for photometry and
radiometry of the Bureau of Measures and Precious Metals
(ZMDM) is used for realization of regular spectral
transmittance scale in spectral region 360 nm to 1000 nm.
Evaluation of the performances of the system shows that
the measurements on neutral density filters can be
performed with the uncertainties in range from 0.1 % to
2 % (k = 2), depending on transmittance level and
wavelength. System verification was performed according
to NIST SRM reference standards. The validation of the
method is expected with the results of EUROMET key
comparison of regular spectral transmittance, in which, the
Laboratory for photometry of ZMDM was included
through the - bilateral comparison of regular spectral
transmittance measurements with INM (EUROMET
project No 766). Realization of the system and the method
used in that bilateral comparison, together with its
metrological characterization and measurement uncertainty
evaluation, are presented in this paper.

Introduction

With realization of primary standard spectrophotometric
system and realization by definition of the value of regular
spectral transmittance coefficient [1], basic conditions for
achieving measurement unity in the field of
spectrophotometry are accomplished.

At the beginning of the year 2004, the bilateral
comparison of spectral transmittance measurements,
between Laboratory for photometry of the ZMDM and
Laboratory for spectrophotometry of INM, was performed.
It is officially recognized as EUROMET Project No 766.
This Project is included as part of the EUROMET key
comparisons  of  regular  spectral  transmittance
measurements.

In this paper, measurement procedure, together with
measurement results and uncertainty evaluation, regarding
measurements performed in Laboratory for photometry as
part of that project, are presented.

Design of the Spectrophotometric System

A single beam instrument with automated exchange of
measured samples and compensation detector, based on
double monochromator, is build up on the optical table, in
the Laboratory for photometry (Figure 1).

The image of the halogen light source is projected on
the entrance slit of the monochromator with quartz lens
objective with f/5.5. In the plane of the exit slit of the
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monochromator, 3 mm in diameter, circular aperture is
placed, so that, in the focal plane of the optical system, the
regular circular spot may be obtained. All-mirror off-axes
(off-axes angle < 6°) optical system consists of one plain
mirror and one spherical mirror of large diameter (152 mm,
f/2 mirror relative aperture) projecting image of circular
aperture at focal plane with 1:1.1 ratio. Beam splitter is
used to divert approximately 10 % of the radiant flux on to
the compensation detector. Stepp motor driven translation
stage has linear resolution of 10 um. One plane and one
spherical mirror have a role to refocus the spot from the
Figure 1. The scheme of spectrophotometric system.

Transimpedans
amplifier
\
Power Digital voltmeter
supply

Monochromator

Light source

measured sample on to the detector surface with 1:1 ratio.
Both detectors are silicon photodiodes Hammatsu S1337
1010BQ. Signals from photodiodes are measured through
transimpendance amplifier, with scanner and digital
voltmeter. The system is fully automated [2].

In the first realization of the system, refocusing optical
system was achromatic objective, what results that the
system was liable to interreflections [1]. The effect was
larger measurement uncertainty and limited wavelength
range. In order to extend the wavelength range to UV, and
to reduce the measurement uncertainty, changes in
refocusing optical system (Figure 1.) was made.

Description of measuring technique

Measurement procedure is automatic exchange of
measured sample in the path of the light beam. Each time,
signal from main and compensation detectors are measured
simultaneously, ten times each detector. Average value of
those readings was taken into account. At every
wavelength measurements were preformed for sample and
the reference (air), and before each of that, the
measurement of dark current were made and correction
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applied.

Reproducibility of measurements was determined up on
the sample of 30 independent measurements of each
sample for every wavelength. All measurements were
preformed during two months.

Method of characterization of the
spectrophotometer

The aim of the project of realization of the national
spectrophotometric system is to develop the system that
can provide realization of the unit of regular spectral
transmittance coefficient at uncertainty level that can fulfill
requirements for accuracy in  spectrophotometric
measurements. This goal can be achieved only with careful
interpretation of spectrophotometric data, which means the
evaluation of influential parameters and correction of
systematic errors wherever it is possible.

Design of the optical system defines the light beam
geometry, whose influence on measurements is manifested
as beam-displacement errors, interreflection errors and
obliquity errors (path-length error and Fresnel-reflectance
error) [3]. Uncertainties arising from these effects are
evaluated, and for pat-length error, the correction is
applied. Interreflection error is evaluated by the method of
transmittance measurements on tilted samples in polarized
light [4].

Nonlinearity of the system is determined by double
aperture method [5]. Wavelength accuracy [6], and stray
light effects are discussed also. Detailed analysis of all
these parameters is reported in this paper.

Uncertainty of measurement

Uncertainties given in table 1 are average values for
wavelength range of 500 nm to 1000 nm, for 4 nm
bandwidth measurements for the filter of nominal
transmittance of 10 %. The numbers in table are relative
values.

Table 1. Uncertainty budget.

Type A Type B Uncertainty
Parameter in spectral
transmittanc
e
Repeatability | 0.000603 0.000603
Non linearity 0.0005 0.00045
Wavelength 0.1 nm 0.00003
setting
Beam 0.00004 0.00004
displacement
Inter-reflectio - -
n
Obliquity Corrected 0.00006
effect
Polarization - -
Drift 0.0004
RMS total 0.000856

Specific uncertainties associated to each filter (nominal
transmittances in range from 0.1 % to 90 %) on every
wavelength are given with results of measurements,
according to EUROMET"'s “Technical protocol for key
comparison  of  regular  spectral  transmittance
measurements”.
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In this paper, also, measurement uncertainty evaluation
for the first measurement setup, with implementation of
interreflection correction, is given, together with results of
validation measurements made on NIST standard filters
[7].

Measurement on NIST standard filters is repeated with
changed (improved) system after bilateral comparison, and
the results are compared with previous.

Conclusion

Validation measurements will show, that in booth cases,
average difference between results obtained by
measurement for NIST filters and their values from the
certificate, is within the estimated measurement uncertainty,
which indicate that the measurement uncertainty is well
determined.

Agreement between the results from measurements
made on same filters with two different measurement
setups, represent real test for reproducibility of the method.

EUROMET key comparison of regular spectral
transmittance measurements, when finalized, should
support  validation of our  spectrophotometric

measurements. These results will be reference for some
future improvements of our spectrophotometric system.
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Mutual comparison of detectors spectral responsivity to prove stated

measurement uncertainty

V. Skerovic, P. Vukadin, V. Zarubica

Bureau for measures and precious metals, Belgrade, Serbia and Montenegro

Abstract. Realization of the scale of spectral responsivity
of the detectors in the Bureau of Measures and Precious
Metals (ZMDM) is based on silicon detectors traceable to
BNM-INM. For a laboratory, which do not has own scale
realization, and establishes its traceability to other NMI,
the main goal is to develop appropriate method for tracing
the value of spectral responsivity. In order to provide
objective information about calibration and measurement
capabilities in that field, the method for proving stated
measurement uncertainty based on mutual comparison of at
least three detectors, is developed. In this paper, method of
mutual comparison is presented, and the results with
measurement uncertainty analysis are given.

Introduction

Tracing the value of the unit based on the realization of
foreign Laboratory (NMI), is the case in the most of the
smaller countries NMI's. In order to evaluate measurement
uncertainty of tracing the value, received measurement
uncertainty must be integrated with uncertainty of the
realized method of comparison. However, in such cases of
tracing the value of the unit in multiple steps, stated
measurement uncertainty will not always represent real
truth about calibration and measurement capabilities.

Based on long tradition in realization and tracing the
values of light quantities based on International Mean of
the candela and lumen conserved in the BIPM [1], the
method of proving measurement uncertainty by means of
mutual comparisons is developed in the Laboratory for
photometry and radiometry of ZMDM.

Realization of the method for comparison of
spectral responsivity of silicon detectors

Measurement system [2, 3] for comparison of spectral
responsivity of silicon detectors is shown in Figure 1.

Figure 1. System of spectral comparisons. SISFRMS, light
source; SFRMS, measurement station, RD, monitor
detector; PN, translation stage.
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System is based on double monochromator, halogen
light source with 3 mW optical power at 550 nm. Beam
divergence (full angle) is f/6, and spot size at focal point of
the system is approximately 4 mm with bandwidth of 4 nm.

Three detectors (Hammatsu S1337 1010BQ) were
calibrated at the end of year 2003 in BNM-INM.
Calibrations were made in spectral range from 300 nm to
1000 nm at 23 different wavelengths. Bandwidth was 3 nm,
and spot size =5 nm [4].

Method of comparison [5], is based on measurement
equation

Sx(D) No (D) Gy

By, )

where: Sx(1), So(l) — spectral responsivity of the test and
standard detector; Nx(I), No(l) — ratios of the signals from
test/standard and compensation detector; Gx, Go -
transimedance amplifier gain for two channels (for test and
standard detector signal measurements).

Detectors are automatically exchanged in the path of
the light beam. Signal from main and compensation
detectors are measured simultaneously, ten times each
detector. Correction of dark current is applied. Signal from
detector is measured with transimpendans amplifier and
digital voltmeter with scanner. Transimpedance amplifier is
calibrated by means of low current source calibrator and
digital voltmeter. Measurement uncertainty of the method
of comparison is evaluated and given in table 1.

Table 1. Uncertainty budget.

Uncertainty Uncertainty Uncertainty
component (Type A) (Type B)
u(Nx) 2 x10*
u(No) 2 x10*
u(Gx) 2,5x10™
u(Go) 2,5x10™
DVM uncertainty 2 x10™
beam-divergence negligible
Nonuniformity of not analized
detectors
Nonlinearity 2 x10™
Wavelength accuracy 0,2 x 10™
Bandwith efect negligible
Stray light negligible
Standard uncertainty 2,8 x10™ 45 x10™
(o)
Combined standard 5,3 x10
uncertainty (10)
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Mutual comparison

Mutual comparison of three standard detectors (SR1,
SR2, SR3) is preformed by method of comparison each by
each, in both directions (measurement sequence). It means
that six different comparisons are made: SRI1-SR2,
SR1-SR3, SR2-SR3, SR2-SR3, SR2-SR1, SR3-SR1. For
each of these comparisons, five measurement cycles are
made at 23 wavelengths with ten readings at every
wavelength.

Results of comparison SRI-SR2, for example, is
calculated as relative deviation [6] of the results of
measurements for SR2 detector responsivity, using SR1 as
standard, from its values given in BNM-INM certificate.
Calculations are made at each point of measurement.
Average value of relative deviation for every wavelength is
presented. Standard deviation of all mutual comparison
measurements is calculated and given as measure of
reproducibility of measurements.

Preliminary results show that average deviations from
certificate values for all mutual comparison measurements
(all three detectors) is 0,93 % relative. Larger difference
from certificate values shows detector SR3, while detectors
SR1 and SR2 shows differences of about 0,7 % relative.
Reproducibility of the method is tested with SR1-SR2 and
SR2-SR1 measurement after complete repositioning and
changed conditions in two days. The results show
agreement within 0,1 %. Correction or reduction of
deviations from certificate values should be made through
the measurements that are still in progress. Detailed
analysis of all results will be presented in the paper.

Conclusion

Differences between certificate values and values that
are reproduced in the laboratory, which traces the value
from other NMI, are not unusual. Dealing with that, is the
one of the most complex jobs for the laboratories of that
kind.

Method of mutual comparisons can be good model for
smaller countries laboratories (NMI's), to deal with that
problem. Result of mutual comparison can provide basis
for improvements of realized method, and can be used to
prove stated measurement uncertainty. Result of mutual
comparison represents real truth of uncertainty of
reproducing the value of the unit that is traced from other
NMI.
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Calibration of Space Instrumentation in the Vacuum Ultraviolet

M. Richter, A. Gottwald, W. Paustian, F. Scholze, R. Thornagel, G. Ulm

Physikalisch-Technische Bundesanstalt, Berlin, Germany

Abstract. At the Physikalisch-Technische Bundesanstalt
(PTB), various radiometric techniques for the calibration
of space instrumentation with synchrotron radiation in the
spectral range from ultraviolet radiation to X-rays have
been developed and applied. In this context, the present
contribution gives an overview of PTB’s measurement
capabilities at the electron storage ring BESSY II. Recent
examples for the calibration of space instrumentation in
the vacuum ultraviolet are discussed.

Introduction

The Physikalisch-Technische Bundesanstalt (PTB) uses
synchrotron radiation at the electron storage ring BESSY
II for the calibration of radiation sources, detectors, and
spectrometers as well as for the characterization of optical
components in the spectral range from ultraviolet (UV)
radiation to X-rays (Klein et al. 2002). Most of the
measurements are based on two different primary
standards, BESSY 1I itself as primary source standard and
cryogenic radiometers as primary detector standards. They
allow radiometric calibrations to be performed with
relative uncertainties below 1 %. Many activities are
related to the calibration of space instrumentation for
extraterrestrial, solar, and astronomical missions, e.g. of
the space agencies NASA and ESA (Richter et al. 2005).

Calibration Techniques

BESSY 1II is used as a primary source standard of
calculable synchrotron radiation within the framework of
source-based radiometry. This method is applied, e.g., for
the calibration of transfer source standards, such as
deuterium lamps or hollow cathode (HC) plasma sources,
by comparison of the radiation with the help of a movable
spectrometer. PTB had established HC sources as transfer
standards in the vacuum-UV (VUYV) spectral range from
13 nm to 125 nm for the calibration of space

Figure 1. The MOSES instrument within the vacuum tank at the
Rutherford Appleton Laboratory (RAL) during calibration by
RAL and PTB with the CDS calibration source.
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instrumentation. Outstanding examples have been the
calibration of the SUMER and CDS telescopes of the Solar
and Heliospheric Observatory (SOHO). Recently, the CDS
calibration source has been used within a scientific
cooperation at the Rutherford Appleton Laboratory (RAL)
to characterize the EUV Imaging Spectrometer (EIS) for
the Solar B mission and NASA’s Multi-Order Solar EUV
Spectrograph (MOSES, Fig. 1).

Within the framework of detector-based radiometry, PTB
operates the cryogenic radiometers SYRES I and SYRES
IT to measure the radiant power of spectrally dispersed
synchrotron radiation in absolute terms. It allows to
calibrate transfer detector standards such as semiconductor
photodiodes with low uncertainty. The corresponding
beamlines in the PTB laboratory at BESSY II cover the
wavelength range from 400 nm down to 0.12 nm. At the
same beamlines also reflectometry is performed, i.e. the
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Figure 2. Spectral responsivity in the UV/VUV of different
solar-blind diamond photodetectors.

characterization of optical components by relative
measurements of reflected, transmitted, or diffracted
radiation with respect to the photon intensity incident on a
sample. In this context, PTB characterizes detection
systems and optics for various space instruments. As an
example, Fig. 2 shows spectral responsivity curves of
solar-blind diamond detectors which have been developed
within the framework of a scientific cooperation with the
Max Planck Institute for Solar System Resarch and the
Solar Orbiter Detector Development Program BOLD
(Blind to Optical Light Diamond). A first application of
these detectors is scheduled for the Lyman-alpha
Radiometer LYRA and the SWAP (Sun Watcher using APS
detectors and image Processing) instrument of ESA’s
PROBA II mission.
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A comparison of the performance of a photovoltaic HgCdTe detector with
that of large area single pixel QWIPs for infrared radiometric applications

J. Ishii
National Metrology Institute of Japan / AIST, Tsukuba, Japan

E. Theocharous
National Physical Laboratory, Teddington, U.K.

Abstract. Newly developed single pixel, large area
Quantum Well Infrared Photodetectors (QWIPs) and a
photovoltaic HgCdTe detector have been characterized
using the NPL infrared detector characterization facilities.
Spectral responsivity and D* values of both detector types
were shown to be high enough to satisfy the requirements
of a number of applications in infrared radiometery.
However, neither detector type can be considered for high
accuracy radiometric applications, mainly due to serious
drawbacks in their spatial uniformity of response profiles.

Introduction

A previous evaluation of infrared detectors for
radiometric applications has shown that the performance of
commercially available detectors is far from ideal, for
wavelengths longer than 5 um [1]. For example, large area
(up to 4 mm by 4 mm active area) photoconductive (PC)
HgCdTe detectors exhibit very large (>20%) spatial
non-uniformities in their response [1] whereas thermal
detectors such as pyroelectric detectors based on
non-hygroscopic crystals have relatively low specific
detectivity (D*) values. Extrinsic photoconductors require
cooling to well below 77 K and are not available with
sufficiently large active areas [2]. Additionally, the
response of PC HgCdTe devices has been shown to be
non-linear at relatively low levels of incident photon
irradiance [3]. If the operating temperature of the detector
is restricted to 77 K or higher, then PV HgCdTe detectors
offer the highest D* values in the 8 um to 12 pum spectral
region. However, PV HgCdTe detectors whose response
extends to 12 pum are currently available with active areas
up-to 2 mm diameter which is smaller than the active areas
required for the majority of applications in infrared
radiometry [1]. Quantum Well Infrared Photodetectors
(QWIPs) [4] are now well established for use in
state-of-the-art cooled thermal imaging systems. For
fundamental optical measurement applications, for
example infrared spectral responsivity standards, it is
normal (and sufficient) to use a single element detector [1].
Some QWIPs are made from layers of GaAs/Al,Ga; As
which can be mass grown on large substrate wafers. The
fabrication of these materials is well established and
promises to deliver large area, single pixel photodetectors
with high spatial uniformity of response.

Results

The performance of two single pixel, large area QWIPs
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which were specially commissioned by NPL and
manufactured by QWIP Technologies, USA, were
compared with that of a commercially available 2 mm
diameter photovoltaic (PV) HgCdTe detector. Parameters
which were compared include the absolute spectral
responsivity, Noise Equivalent Power (NEP), spatial
uniformity of response, non-linearity and stability. Figure 1
illustrates the DC equivalent absolute spectral responsivity
and noise equivalent power of one of the QWIP detectors
in the wavelength range from 5 um to 10 pm. Both
detector types were shown to have sufficiently high
spectral responsivity and D* values to satisfy a number of
applications in infrared radiometry when operated at 77 K.
However, the spatial non-uniformity of response of both
QWIPs examined was unacceptably high. Furthermore the
spatial uniformity of response of the same detectors was
shown to be strongly dependent on the state of polarisation
of the incident radiation as well as also exhibiting some
dependency on wavelength. The spatial uniformity of
response of the PV HgCdTe detector was shown to be very
poor due to the very low shunt resistance of this detector.
However, it exhibited no polarisation dependency and only
a slight dependency on wavelength for wavelengths below
5 um. Neither detector type could be considered for high
accuracy radiometric applications in their current form.

Figure 1. Absolute spectral responsivity and NEP of the QWIP
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Stray-light correction of array spectroradiometers using tunable pulsed and

cw lasers

A. Sperling, O. Larionov, U. Grusemann, and S. Winter

PTB, Braunschweig, Germany

Abstract. Array spectroradiometers are widely used in
radiometry and photometry as tools for rapid
measurements of the spectral distribution of lamps and
other signal sources. Unfortunately, the stray-light
rejection of such devices is often less than that of a
scanning double or even single grating monochromator
system. In addition, as array spectrometers are more or less
monolithic systems, other device dependent side-effects, e.
g. evoked by special order filtering in front of the diode or
CCD array, by fluorescence, etc. may affect the measured
spectrum.

With the availability of high power narrow bandwidth
sources, tunable over the entire spectral range of a
spectroradiometer from UV to IR, the possibility of
correction procedures are reconceived [1,2]. A powerful
new method for stray-light correction was recently
presented by Y. Zong et al. [2]. He implemented a
stray-light correction matrix, where the elements of the
matrix have to be determined by successive measurements
of the entire spectrum produced by wavelength-tunable
single monochromatic laser lines.

The purpose of this contribution is to compare the results
of the achievable stray-light correction based on Zongs
method for different array spectrometers using the TULIP
(TUnable Laser in Photometry) facility of the PTB, where
a setup with tunable cw-lasers as well as a setup with
pulsed lasers is used.

TULIP Facility

TULIP was build as a cw laser-based calibration setup
for measurement of irradiance responsivity of large-area
photometric and radiometric detectors [Figure 1]. To cover
the spectral range from less than 360 nm up to 960 nm
different types of cw lasers are necessary [Figure 2].
Although the spectral range of TULIP is only a small part
of the range covered by SIRCUS [3], the well-proved laser
facility at NIST, it is sufficient for most photometric and
radiometric tasks in the visible and adjacent spectral
ranges.

As cw laser-based facilities are not easy to automate for
this wide spectral range and in order to overlap the spectral
range between 460 nm and 560 nm with durable tunable
solid state lasers, TULIP was complemented by a pulsed
laser system based on optical parametric oscillators
(OPOs), covering the spectral range from 410 nm to 2400
nm.

This pulsed laser system is much easier to handle than the
complex cw lasers systems. In addition, the spectral range
of this system is larger and tuning is very easy to automate.
The disadvantage of this laser, the short pulse duration
(about 4 ns only), is reduced by pulse stretching using
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fiber delay lines and an integrating sphere with high
spectral reflectance.

Shutter/Optics
| Pump-Laser | |Tunab|e Laser | |Power Controll I]:
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Figure 1. TULIP facility for calibration and characterization of
detectors and spectroradiometers using the uniform radiation
field in front of a sphere or a transparent (holographic) diffuser
for higher radiation levels.
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Figure 2. Output Power of the TULIP cw-laser setup. Between
358 nm and 460 nm the frequency of a Ti:Sa laser which operates
between 690 nm and 960 nm is doubled. Dye laser are used in the
range from 560 nm to 685 nm. Between 457 nm and 532 nm
single laser lines from Argon ion and Nd:YVO, lasers are
available.

As a result of this simple setup, the pulse length is
stretched to more than 0.1 ps at a repetition rate of 22 Hz.

Comparison between Pulsed and CW Lasers

Using the setup shown in Figure 1 and provided that the
correction matrix can be handled as a stable device
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characteristic, both the correction of stray-light (including
fluorescence) and second order images is possible.
Moreover, with information about the linearity of the array
spectroradiometer an absolute calibration against trap
detectors can be performed.

Although it is expected that the best results for the
generated correction matrix are obtained if measurements
are carried out using a stable cw laser system, tuneable
over the whole spectral range, the respective effort may be
too large for many calibration laboratories. Therefore, we
applied and tested our pulsed laser system for the
measurement of the spectra [Figure 3] for different kind of
array spectroradiometers. The calculated correction
matrices are analysed and compared with cw laser-based
measurements.

It is shown that even with CCD array spectroradiometers
(CCD not gated) the results of the stray-light reduction
with pulsed lasers are comparable to that, which are
obtained based on calibration using a cw laser system.
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Figure 3. Measured data of pairs of slightly different (and

therefore distinguishable) laser lines from a CCD array
spectroradiometer (CCD not gated) a) blue: 412 nm cw, red:
410 nm pulsed; b) blue: 696 nm cw, red: 690 nm pulsed.

It is important to note that depending on the reflection path
within the array spectrometer even small changes in the
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wavelength setting of the irradiating laser may result in big
differences (peaks) within the stray-light spectrum.
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Characterizing the performance of UV radiometers monitoring UV

disinfection devices

W. Heering, H.-P. Daub

Lichttechnisches Institut (LTI), University of Karlsruhe, Karlsruhe, Germany

Abstract. According to the German DVGW regulations
W294-3, radiometers that monitor the UV radiation of
devices for disinfecting drinking water must have a
prescribed geometry and angular response. They must
match the spectral sensitivity of microorganisms and be
absolutely calibrated at 254 nm. Testing facilities have
been developed in the LTI to prove such features as well as
linearity, aging and response to radiation out of the
disinfecting spectral range. The uncertainties involved in
such measurements will be discussed.

Introduction into W294-3

It is not acceptable to verify UV disinfection capacity
continuously with seeding spores in drinking water in
water works as it is done before during the biodosimetric
challenge test. So the UV input into the reactor must be
monitored on line by UV radiometers. This allows to
maintain a reduction equivalent fluence REF of at least
400 J/m® of 253,7 nm radiation on each point inside of the
reactor. As the spectral radiant power of lamps as well as
the wavelength-dependent absorbance of the water vary,
the monitoring detector must match the known actinic
spectrum $(A)mic.ret Of disinfection. The degree of mismatch
is described by the characteristic figure f; ; where s(L) is
the relative responsivity of the radiometer to be
characterized and normalized so that s(254 nm),
$(254 nM)micrel-  Spz(A) 1s the standardized spectral
distribution of the radiant power of the UV lamp Z used in
the reactor.

340

[ 500, =500, .

220

S, , () -dr

1.Z =
340

.[ S(M) e S, A

220

Equation 1.

The requirements of W294-3 are f;7<0,25 for
reference radiometers and f;;,<0,40 for monitoring
radiometers. In order to determine f; 7 the relative spectral
responsivity of the radiometer has to be measured in the
range from 220 nm to 340 nm. For a quick check of spec-
tral mismatch of radiometers already in use, the relative
response 1y and 1, to radiation, which has wavelengths
shorter than 240 nm respectively longer than 300 nm, are
appropriate figures of characterization. Definitions of r
and r; and measuring methods are given in W294-3.

Online measurements with UV radiometers at different
monitoring positions and at different times of operations
must be comparable. This is why radiometers for disinfec-
tion controlling have to be absolutely calibrated at the
standardized wavelength of 253,7 nm. Reference radiome-
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ters are calibrated against a transfer standard radiometer
which is traceable with an uncertainty of £+5% to a
national or international standard. They are to check the
monitoring radiometers of UV devices and especially to
calibrate them. As the microbicidal irradiances on the
monitoring radiometers of the reactor are up to four
magnitudes higher than the irradiance level at which
calibration occurs, linearity has to be tested additionally,
i.e. up to 10 kW/m2 when medium pressure mercury lamps
are installed.

For comparable measurements, UV radiometers for
monitoring as well as those for validation must have
identical angular response and entrance dimensions. In the
Austrian  Standard ONORM M5873-1 (2001) an
acceptance (full) angel of 160° is established, in the
German Standard DVGW W294 (1997) it was fixed to 40°.
In each case an irradiance signal is aimed which changes
nearly to the same degree as flow changes at the same REF.
In the water reactor the measuring radiometer head with its
entrance window made of quartz glass is separated by an 1
mm air gap and a 5 mm thick quartz window in the wall of
the reactor from the water. So, because of additional
refraction an incident angle on the air side of 40°
respectively 160° which is really to be tested corresponds
to an incident angle on the water side of only 28,8°
respectively 91,4°. Furthermore a cosine response is
expected within the angular range of the detector; f, < 0,03
for the 40° radiometer, f, < 0,20 for the 160° detector. Both,
acceptance angle as well as cosine response, are given if
the angular response is within the lower and upper curves
shown for the 40° sensor in Figure 1.
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Figure I  Angular tolerances of the 40° detector head

Testing facilities

Measuring arrangements have been developed and
verified in order to determine the characteristic features of
UV radiometers according to the W294-3 regulations. The
key quantity used for characterization is the spectral
responsivity of the UV radiometer under test. Its spectral
distribution is measured in the whole air UV by comparing
its photosignal produced by monochromatic irradiation at
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different wavelengths with that from a standard detector at
the same position. Quasi-monochromatic radiation is
obtained by filtering the focused radiation from a xenon
arc lamp XBO 450W/4 by a BENTHAM monochromator
M300 HRA/2. The spectral half-width set at 2.0 nm is a
compromise between sufficient irradiance on the detector
and spectral resolution. The reference detector is a silicon
photodiode HAMAMATSU S1227-1010BQ within a
blackened and temperature-controlled aluminum housing
and covered with an aperture stop of 7 mm diameter.
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SN/ |\
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» 0,80
g \% \ \Smic,rel
£ 060
2 00 L \
% 0‘40 S ensor, rel
o0 L \
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wavelength / nm

Figure 2 Measured rel. spectral radiometer responsivities
Ssensorrel aNd Spectrum sy, r; of microbicidal action

A typical monitoring UV radiometer with responsivity
curve as shown in Figure 2 fulfills f; < 0.40 if Z is for a
mercury medium pressure lamp but it has too high short
wave responses Ts.

Absolute spectral responsivities are obtained by
calibration at 254 nm where the relative responsivity is
normalized to one. The standard detector for comparison is
of the same type as used for the measurement of relative
spectral responsivities. At the PTB, its absolute differential
spectral responsivity (DSR) has been determined for

different bias currents in the range from 210 nm to 420 nm.

Here, the monochromatic source is a capillary mercury low
pressure lamp within a ellipsoidal reflector. The reflector
opening is imaged by a Suprasil lens via an interference
reflection filter with center wavelength of 254 nm and
HWHM =40 nm onto the window of the detector so that
its entrance is just fully irradiated. The UV lamp is
supplied by an electronic control gear and regulated by
means of a monitoring SiC diode to a constant output. The
extraordinary properties of this UV unit are to give a
monochromatic irradiance of 6.63 W/m* and a uniformity
of irradiance so that the irradiance within a diameter of
13 mm is only by a factor of 0.95 smaller than that within
a diameter of 7 mm. Always the plane of the diffuser of the
radiometer head has to be taken as the measuring plane. So
take into consideration that the diffuser plane of the
DVGW sensor is 20 mm behind the corresponding plane
of the ONORM sensor.

Linearity tests are based on the condition that the
reference  detector, here a silicon photodiode
HAMAMATSU S1227-1010BQ, wused to compare
photosignals at the same irradiance level is linear. This is
true up to a short circuit current of about 5 mA
corresponding to a reduction equivalent irradiance of about
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1000 W/m?. The lamp used to produce so high irradiances
is a stabilized CERMAX xenon short arc lamp
PE300BUVM with parabolic reflector. As the silicon
photodiode is strongly responsive in the VIS and NIR
where the UV radiometer is blind, the settings of different
irradiance levels should be done by non-selective
attenuation. We have realized this by means of metal
meshes of different density.

In order to measure the angular response, the UV
detector head under test is rotated around a middle axis
through the outer surface of the entrance window. The
CERMAX lamp described before produces behind a
circular aperture stop a beam with half aperture angle of 2°.
All UV radiometers which have been tested up to now
according to W294-3 are within the prescribed limits of
angular response and have the requested cosine response.

Other  characteristic ~ features as  temperature
dependence and aging of responsivity have to be proved.
The respective testing facilities and measurements will be
presented in the complete paper on radiometers for
disinfection devices.
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Abstract. Over the years many action spectra have been
created dealing with potential human health risk due to
exposure to optical radiation. The main photobiological
action spectra are for the eye, blue light (retina) and thermal
effects within the retina and skin. Most of these spectrafall
within the wavelength range from 180 to 3000 nanometers.
There are many manufacturers of photobiologically
weighted detectors designed to mimic these action spectra.
Currently no international regulations exist on how to
specify the accuracy of these measurement devices. For
more reliable measurements a method to compare these
deviceswill be proposed.

A method to reduce measurement uncertainty caused by
the detector spectral mismatch will also be discussed.

BGI5006 dated October 2004
photobiological action spectra:

lists the following

Wavelength Action Units (or J Health
(nm) Spectra instead of W)  Risk
180 - 400 ICNIRP W/n eff Sin
315- 400 Radiometric ~ W/n? Eye
380-600 BlueLight — W/nTsr.eff Eye
380-600 BlueLight ~ W/nt.eff Eye
380—1400 Retinal W/nfsr.eff Eye
Thermal
780 - 3000 Radiometric ~ W/n? Eye &
in
380 - 1000000 Radiometric ~ W/nt Skin

Table 1List of photobiological action spectra

1. Spectral Mismatch Factor

Since calibration methods, standards and instrumentation
vary from device manufacturer to manufacturer and one
uniform method of calibration would not be accepted
universally, another tool to provide reliable measured
valuesisrequired.

One tool is the calibration correction factor using the a(Z)
formula outlined below.

s | dl S

SI ,c act ,rel 1.z

a(z) 0 0
S\,c s | rel dl SI,Z s | act ,rel dl

0 0

s | dl

rel

Formulal Spectral Mismatch Factor
where
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S.c
calibration
Sz spectral distribution of the source in a particular
application

s( )act,rel relative spectral actinic weighting function

s( )rel relative spectral responsivity of the radiometer
head

spectral distribution of the source used for

From thisformulait can be shown that an

a(Z) >1 yields a lower real value (detector reads too high)
and

a(Z) <1 ahigher real value (detector reads too low)

2. Spectral distribution of 10 sources for
different wavelength regions

It will be essential to have for every wavelength region a
set of different sources to calculate the correction factor.

The more different the sources the better is the confidence
in the sensor, if al calibration correction values a(Z) are as

close as possibleto 1 for each source.

10 sources for uv-calculation

|— Xenon long arc lamp index 1uv

[N

[—— HMilamp index 2uv

-
L
=

|—— Tanning Lamp UVA index 3uv

Ll
7

|—— Dermatological used lamp UVB index 4uv

o
o

| —— Hglamp low pressure index 5uv

o
>

|—— Hglamp medium pressure index 6uv

rel. spectral distribution

o
o

—— Sun 5th July 97 Thessaloniki 18°SZA (o
use AM1.5) index 7uv

~ P |—— Deuterium lamp 30W index 8uv

(=}
'

Tungsten Halogen Lamp index Suv

250 300 350 400

[—— Iron High pressure lamp index 10uv

wavelength (nm)

Graph 1 Relative spectral distribution of ten uv sources

10 sources for blue light hazard calculation

- / \/‘h —— Xenon long arc lamp index 16l
S 08 —— Tungsten Halogen Lamp index 2blh|
3 ay ] |—sun cEI1EC 2043 index 30
S 06 1 ——Hg+ index 4blh
n YO 1
2 [ —— HgFe index 5bih
= ——HBO index 6blh
g 04 4 ll !\ Monitor index 7blh
g oy X ‘ — HMlindex 8bh
@ -~ : LED 450nm index 9blh
= 02 £ | - S N
o O LED white index 10blh

............ | LN .

0
350 450 550 650

wavelength (nm)

Graph 2 Relative spectral distribution of ten blue light
hazard sources
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10 sources for retina thermal hazard calculation —— Xenon long arc lamp index 1rth

1 —— Tungsten Halogen Lamp in sphere

:.< index 2rth
r,, \ —— Sun CEI IEC 904-3 index 3rth
08 ! T =
g M % \ \\ —— Planck 2856K index 4rth
06 ) ~J

] ——HBO index 6rth

—— Planck 6500K index 5rth

d AV

o LUEZ A 0
200 400 600

Planck 1500K index 7rth

rel. spectral distribution

—— HMI index 8rth

LED850nm index 9rth

800 1000 1200 1400 1600 1800 [ EYIOMndextom

wavelength (nm)

Graph 3 Relative spectral distribution of ten retina thermal
hazard sources

3. Action spectrawith realized detector

3.1 ICNIRP action spectra 180-400nm
To match these action spectra it is easier if the function is
split into two separate ones where two different detectors
can be used. Otherwise a double monochromator based
spectral radiometer must be used to evaluate the entire
function wavelength by wavelength.

ICNIRP 250-320nm

2 AN
=208 /] \\ —— actinic function ICNIRP
g 0,6 \ 250-320
3 0,4 —— realized detector
& \ XD9506
202 N
[0
2 0 r .
250 300 350 400

wavelength (nm)

Graph 4 ICNIRP action spectra 250-320nm

Xenon long arc lamp index 1uv a(2)= 1,01
HMI lamp index 2uv a(2)= 1,00
Tanning lamp UVA index 3uv a(z2)= 0,94
Dermatological used lamp UVB index 4uv a(z)= 0,88
Hg lamp low pressure index 5uv a(2)= 1,08
Hg lamp medium pressure index 6uv a(z2)= 1,01
Sun 5th July 97 Thessaloniki 18°SZA (or use AM1.5) index 7uv  a(Z)= 1,10
Deuterium lamp 30W index 8uv a(z)= 1,00
Tungsten halogen lamp index uv a(2)= 1,01
Iron high pressure lamp index 10uv a(z2)= 1,02

Table2 Uncertainty of valuesfor ICNIRP detector for
wavel ength range 250 to 320nm.

ICNIRP 320-400nm

o 1
3
=08 \ — actinic function ICNIRP
g 06 )\ 320-400
(8] .
o 0,4 —— realized detector
& 0o L XD9506
R . / \“‘*
250 300 350 400

wavelength (nm)

Graph 5 ICNIRP action spectra 320-400nm normalized at
320nm with afactor of 1000
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Xenon long arc lamp index 1uv a(2)= 0,98
HMI lamp index 2uv a(2)= 1,00
Tanning lamp UVA index 3uv a(Z2)= 1,00
Dermatological used lamp UVB index 4uv a(z)= 1,85
Hg lamp low pressure index 5uv a(2)=

Hg lamp medium pressure index 6uv a(z2)=

Sun 5th July 97 Thessaloniki 18°SZA (or use AM1.5) index 7uv  a(Z)= 0,98
Deuterium lamp 30W index 8uv a(z)= 1,04
Tungsten halogen lamp index 9uv a(2)= 0,95
Iron high pressure lamp index 10uv a(z2)= 0,99

Table 3 Uncertainty of valuesfor ICNIRP detector for
wavelength range 320 to 400nm.

In table 3 we can see e.g. for Dermatological used lamp
UVB index 4uv the poor a(Z) with 1.85 did not effect in case
of very less weighted irradiation in this wavelength range
from 320 to 400nm occur.

Any classification for UV meters should depend on the
uncertainty of its spectral response, since it influences the
measurement the most. To classify a meter the fi(Z) criteria
can be applied again using the spectral distribution data of
the light sources shown in graph 1-3.

The remaining deviation f1(Z) is given according to formula
2

f,(2) a@) 1 ‘Z—Z 1

C
Formula 2 Deviation including spectral mismatch factor

where

s, radiometric responsivity of the radiometer head using
source Z

sc¢ radiometric responsivity of the radiometer head using
the calibration source c

a(Z) relative responsivity correction factor according to
formulal

The groups are classified as:

fi(@max 20% asbest class (green); a(Z) between 0.8 and
125
f1(Z2)max
and 1.66
fi(@max 70% asworst class (red); a(Z) between 0.3 and
333

40% as normal class (orange); a(Z) between 0.6

Radiometers with an f(Z)max 70% are not useable in
general (black).

a(Z) below 0.3 an above 3.33.

But for a specific light source a generally unusable UV-
radiometer could be changed into the best class within

20%.

Notice that the a(Z) value for any given lamp is typically
within less than 20% of the real value.

Only those sources rich in irradiance below approximately
260nm are about 25% outside of the real value with the
deuterium lamp 40% out.



A newly developed double broadband detector head
devicefor the ICNIRP function is shown below.

Picturel Double Broadband Detector with Display Unit

3.2 Radiometric spectra 315-400nm (UVA)

UVA 315-400nm

a 1

g 08 /\/ \

- / \ —— actinic function UVA

S 06 7 I 315-400

%l;)_ 0,4 —— realized detector
Uv3701

2 0,2 j

2 o T T 1

250 300 350 400 450

wavelength (nm)

Graph 6 UVA action spectra 315-400nm

The out-of-band signal blocking capability of the
measurement equipment has to be as good as possible

below 315nm and above 400nm.

Xenon long arc lamp index 1uv a@2)=

HMIlamp index 2uv a@2)= 1,00
Tanning Lamp UVA index 3uv a@2)= 1,01
Dermatological used lamp UVB index 4uv a@2)= 1,27
Hglamp low pressure index 5uv a@2= 1,15
Hglamp medium pressure index 6uv a@2)=

Sun 5th Julv 97 Thessaloniki 18°SZA (or use AM1.5) index 7u a(Z)=

Deuterium lamp 30W index 8uv a@2=

Tungsten Halogen Lamp index Quv a@2)=

Iron High pressure lamp index 10uv a(2= 0,98

Table4 Uncertainty of valuesfor UVA detector for
wavelength range 315 to 400nm.

The groups for uva-detectors and all following detectors
areclassified as:

fi(2)max 5% asbest class (green); a(Z) between 0.95 and
105

fi(2max 10% as normal class (orange); a(Z) between 0.9
and 1.11

fi2)max 20% as worst class (red); a(Z) between 0.8 and
125
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3.3 BlueLight hazard spectra 380-600nm

BLH 380-600nm

. A
= 08 I ‘i — actinic function BLH
g 06 1 380-600nm
8 0,4 — realized detector-
@ 02 Jf \ PD16-BLH
% T
2 0 T
300 500 700

wavelength (nm)

Graph 7 Blue Light Hazard action spectra 380-600nm

Xenon long arc lamp index 1blh a(2)= 1,01
Tungsten Halogen Lamp index 2blh a(2)= 0,99
Sun CEI IEC 904-3 index 3blh a(2)= 1,01
Hg+ index 4blh a2)= 1,01
HgFe index 5blh a(2)= 1,03
HBO index 6blh a(z)= 1,03
Monitor index 7blh a(2)= 1,00
HMI index 8blh a(2)= 1,01
LED 450nm index 9blh a(2)= 1,03
LED white index 10blh a(2)= 1,00
Table5 Uncertainty of values for BLH detector for
wavelength range 380 to 600nm.

3.4 Retina Thermal hazard spectra 380-1400nm

RTH-380-1400nm

a 10

®

2 8 qlt

€ 6

3] l — actinic function RTH

e 4 l 380-1400nm

22

© 0 i %“Im& . —— realized detector-
PD16-BLH & PD16-

200 500 800 1100 1400 RTH

wavelength (nm)

Graph 8 Retina Thermal Hazard action spectra 380-1400nm
realized with two detector heads

Xenon long arc lamp index 1rth a(z2)= 1,05
Tungsten Halogen Lamp in sphere index 2rth a(2)= 1,01
Sun CEI' [EC 904-3 index 3rth a(z2)= 1,03
Planck 2856K index 4rth a(z2)= 0,98
Planck 6500K index 5rth a(2)= 1,02
HBO index 6rth a(2)= 1,02
Planck 1500K index 7rth a(z2)= 0,52
HMI index 8rth a(2)= 1,02
LED850nm index 9rth a(2)= 1,13
LED1000nm index 10rth a(z2)=

Table6 Uncertainty of valuesfor RTH detectorsfor
wavelength range 380 to 1400nm.

As we can see from the value above for the low
temperature Planck irradiation, the given value will be to
low. With this knowledge however we can do an accurate
measurement also from this source.
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3.5 Radiometric spectra 780-3000nm

This detector isrealized from 780-1700nm with two detector
heads.

IRA-part 800-1050nm

o 1 Y
3 N,
= 08 ; \. — part of actinic function
< 06 800-1050nm
H
® 0,4 ¥ T — realized detector RW
& \ 3704
— 02 I; N
9 0 . J . N\

400 600 800 1000 1200

wavelength (nm)

part 380-1700nm

——realized detector RW
3703

——realized detector RW
3704

—— realized detector RW
up to 1700nm

PP

Lo0o kB
[SYTNENYOY RN SN S

rel. spectral resp.

—— superposition of 3
detectorheads

o

1000

wavelength (nm)

2000

—— actinic function 380-
1700nm

Graph 11 part of action spectra 380-1000000nm

As not having spectral irradiance values for sources up to
1mm, we calculated a Planck radiator with 2856K up to 1mm.

Graph 9 part of action spectra 780-3000nm

Xenon long arc lamp index 1rth a(2)=

Tungsten Halogen Lamp in sphere index 2rth a(Z)= 1,00
Sun CEI IEC 904-3 index 3rth a(2)= 0,99
Planck 2856K index 4rth a(2)= 1,00
Planck 6500K index 5rth a(z)= 1,00
HBO index 6rth a(2)= 0,99
Planck 1500K index 7rth a(2)= 1,16
HMI index 8rth a(2)= 0,96
LED850nm index 9rth a(2)=

LED950nm index 10rth a(2)=

Table7 Uncertainty of valuesfor part of IRA detector for
wavelength range 800 to 1050nm.

IR part 1050-1700nm

%' 1 PN
g | | - \
r_: 08 /’ \ — part of actinic function
S 06 i RW 1050-1700nm
/ L
3 0,4 : — realized detector RW
o pd 1050-1700
— 02 T= 3
2 o .-

800 1000 1200 1400 1600 1800

wavelength (nm)

Graph 10 part of IR action spectra 780-3000nm

Tungsten Halogen Lamp in sphere index 2rth a(Z)= 1,00
Sun CEI'IEC 904-3 index 3rth a(Z)= 1,04
Planck 2856K index 4rth a2)=