## Evidence for $B^{0} \rightarrow p \overline{\boldsymbol{\Sigma}}^{\mathbf{0}} \boldsymbol{\pi}^{-}$at Belle
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#### Abstract

We search for the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$decay with $\bar{\Sigma}^{0} \rightarrow \bar{\Lambda} \gamma$, where the $\gamma$ is not measured, using a data sample corresponding to an integrated luminosity of $711 \mathrm{fb}^{-1}$ which contains $772 \times 10^{6} B \bar{B}$ pairs, collected around the $\Upsilon(4 \mathrm{~S})$ resonance with the Belle detector at the KEKB asymmetric-energy $e^{+} e^{-}$collider. We measure for the first time the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$branching fraction to be $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right)=\left(1.17_{-0.40}^{+0.43}(\right.$ stat $) \pm$ 0.07 (syst)) $\times 10^{-6}$ with a significance of $3.0 \sigma$. We simultaneously measure the branching fraction for the related channel $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$with much improved precision.
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Since the first observation of the rare baryonic $B$ decay $B^{+} \rightarrow p \bar{p} K^{+}$[1], many other such decay modes, together with their puzzling features, have been found which are summarized in Sec. 17.12 of Ref. [2]. One unexpected feature is the observation of an asymmetry in the angular distribution in $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$[3]. This indicates that the proton tends to move faster than the accompanying $\bar{\Lambda}$ in

[^0]the $B$ meson rest frame, which contradicts the intuitive $b \rightarrow s g$ picture [4] of the $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$decay which is shown in Fig. 1. Factorization approaches and QCD counting rules $[5,6]$ predict that the branching fraction $(\mathcal{B})$ of $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$is much smaller than that of $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$, and is an order of magnitude smaller than the current measured branching fraction of $\left(3.23_{-0.29}^{+0.33} \pm\right.$ $0.29) \times 10^{-6}$ [3]. A similar approach with modifying the axial-vector and pseudoscalar operators [7] predicts $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)$and $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right) \sim 1.6 \times 10^{-6}$. Thus, it is promising to observe $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right)$using the full $\Upsilon(4 S)$ dataset collected by the Belle experiment. Another important aspect for this study is the large $B$ sample


FIG. 1. A possible $b \rightarrow s g$ penguin diagram for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ and $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$.
accumulated by the LHCb experiment, where branching fraction measurements of rare baryonic $B$ decays such as $B_{s}^{0} \rightarrow p \bar{\Lambda} K^{-}$[8] utilize $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)$for the normalization. These measurements will hence profit from a more precise measurement of $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)$. In addition, the systematic uncertainty due to the contamination of $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$can be better constrained if $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right)$ is known.

We study the decay $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$based on a data sample that corresponds to an integrated luminosity of $711 \mathrm{fb}^{-1}$ and contains $772 \times 10^{6} B \bar{B}$ pairs. The whole data sample is collected with the Belle detector at the KEKB asymmetricenergy $e^{+} e^{-}$collider $[9,10]$ using an $e^{+}$energy of 3.5 GeV and an $e^{-}$energy of 8 GeV . The Belle detector $[11,12]$ is a large-solid-angle magnetic spectrometer which includes a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of 44 aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), an electromagnetic calorimeter (ECL) comprised of $\mathrm{CsI}(\mathrm{Tl})$ crystals located inside a superconducting solenoid coil that provides a 1.5 T magnetic field, and an iron flux-return located outside of the coil, which is instrumented to detect $K_{L}$ mesons and identify muons (KLM). The details of each subdetector are described in Ref. [11].

We use Monte Carlo (MC) samples to study the selection criteria for signal reconstruction. The MC samples are generated by the EvtGen package [13] and the response of the Belle detector is simulated by the GEANT3 package [14]. In the signal MC sample, one of the $B^{0}$ or $\bar{B}^{0}$ mesons in the $B^{0} \bar{B}^{0}$ pair decays to our signal channel, and the other one decays randomly according to the known or estimated branching fractions. We generate signal MC samples using two decay models: a threshold-enhancement (TE) model, where the baryon-antibaryon pair in the final state is generated near its kinematic threshold, and a phase-space model, where the final-state particles from the decay are distributed uniformly in phase space. In the TE model, we define hypothetical particles with nominal mass values of 2.05 and $2.18 \mathrm{GeV} / c^{2}$, and a width of $0.3 \mathrm{GeV} / c^{2}$, which
decay to $p \bar{\Lambda}$ and $p \bar{\Sigma}^{0}$, respectively. In our analysis, we assume the signal events to follow the TE model. The classification of signal and background events is optimized using signal MC samples where we assumed a $B^{0} \rightarrow$ $p \bar{\Sigma}^{0} \pi^{-}$branching fraction of $1.9 \times 10^{-6}$, which is half the value of the previously measured upper limit [15]. To study the background, we use MC samples that include generic $B$ decays (both $B$ mesons are collection of $b \rightarrow c$ process only, with known or estimated branching fractions), continuum background $\left(e^{+} e^{-} \rightarrow q \bar{q}\right.$ with $\left.q=u, d, s, c\right)$, and rare $B$ decays $(b \rightarrow u, d, s)$.

The charged-track selection criteria are based on the information obtained from the tracking system (SVD and CDC ). We use information from the $\mathrm{CDC}, \mathrm{ACC}$, and TOF to form hadron particle identification (ID) [16] likelihood values $\mathcal{L}_{i}$ calculated for each particle hypothesis $i$-with $i=\pi, K$, and $p$. For lepton (e, $\mu$ ) particle ID, the information from the KLM is used to calculate muon ID likelihood value $\mathcal{L}_{\mu}$, and the information from the CDC , ACC and ECL is utilized to form electron ID likelihood value $\mathcal{L}_{e}$. We first reject highly electronlike ( $\mathcal{L}_{e} \geq 0.95$ ) and muonlike $\left(\mathcal{L}_{\mu} \geq 0.95\right)$ tracks. To select protonlike tracks, we require $\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\mathcal{L}_{K}\right)>0.6$ and $\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\right.$ $\left.\mathcal{L}_{\pi}\right)>0.6$ which has $92.4 \%$ selection efficiency. To select $\pi$-like tracks, we require $\mathcal{L}_{K} /\left(\mathcal{L}_{\pi}+\mathcal{L}_{K}\right)<0.4$ which has $92.1 \%$ selection efficiency. We constrain the distance of closest approach of a charged track and the interaction point (IP) along the $e^{+}$beam direction ( $d z$ ) and in the plane transverse to it $(d r)$. For protons (pions), which do not originate from a $\Lambda$ decay, we require $|d r|<0.3(0.3) \mathrm{cm}$ and $|d z|<2(4) \mathrm{cm}$.

The $\Lambda$ is reconstructed by combining a $p$ track and a $\pi$ track. We select $\Lambda$ candidates by applying $\Lambda$-momentumdependent constraints on four kinematic variables: the distance between the two daughter tracks at their interception position along the $e^{+}$beam direction; the smaller of the proton $d r$ and pion $d r$; the angle between the vector from the primary to the secondary vertex and the momentum vector of the $\Lambda$; and the flight-path length of the $\Lambda$ candidate. The invariant mass of the $\Lambda$ candidates is required to be in the range from 1.111 to $1.121 \mathrm{GeV} / c^{2}$, which corresponds approximately to the $\pm 3 \sigma_{m_{\Lambda}}$ interval with $\sigma_{m_{\Lambda}}$ being the $\Lambda$ mass resolution. The daughter proton of the $\Lambda$ candidate is required to have $\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\mathcal{L}_{K}\right)>0.6$ and $\mathcal{L}_{p} /\left(\mathcal{L}_{p}+\mathcal{L}_{\pi}\right)>0.6$ in order to reduce combinatorial background. But we do not impose any additional criteria on pions.

The $B$ signal candidates are reconstructed by combining the 4-momenta of $p, \bar{\Lambda}$ and $\pi^{-}$candidates including their charged-conjugate states. Soft photon candidates from $\bar{\Sigma}^{0} \rightarrow \bar{\Lambda} \gamma$ are not included in the signal $B$ reconstruction, since this would lead to excessive background. For each $B$ candidate, a kinematic fit is performed, which constrains the 4-momenta of all final-state particles to originate from a
common vertex. Only $B$ candidates where this fit converges are selected.

We also measure $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$simultaneously to obtain a more precise branching fraction and validate the analysis procedure for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$. To disentangle the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$contribution from the $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$contribution and the background contributions, we use the distribution of two kinematic variables defined in the $e^{+} e^{-}$ center-of-momentum (c.m.) frame: the beam-energyconstrained mass $M_{\mathrm{bc}}=\sqrt{E_{\text {beam }}^{2} / c^{4}-p_{B}^{2} / c^{2}}$, and the energy difference $\Delta E=E_{\text {beam }}-E_{B}$, where $E_{\text {beam }}$ is the beam energy and $p_{B}, E_{B}$ are the momentum and the energy of the $B$ meson candidate, respectively. We require our signal candidates to lie within $\Delta E \in(-0.14,0.20) \mathrm{GeV}$, which effectively reduces the contributions from possible rare channels and other excited states like $B^{0} \rightarrow p \bar{\Lambda}(1405) \pi^{-}$and $B^{0} \rightarrow p \bar{\Sigma}^{0}(1385) \pi^{-}$, such that they are insignificant compared to signals in MC simulation, and $M_{\mathrm{bc}} \in(5.23,5.30) \mathrm{GeV} / c^{2}$.

Using the background MC samples described above, we find that the dominant source of background comes from $q \bar{q}$ continuum background. In contrast to $b \rightarrow c$ and $b \rightarrow$ $u, d, s$ decays of $B$ mesons, continuum background can be distinguished well from signal events by its shape variables. To classify signal and background events, we use a multivariate analysis package named neUrobayes [17], which is based on neural networks. The training samples are generated using a signal MC sample and a background sample obtained from real data in a sideband region defined by $\Delta E>0.1 \mathrm{GeV}$. The neural network was trained using the following 29 input variables: 20 modified Fox-Wolfram moments $[18,19]$; the cosine of polar angle of the $B$ daughters with respect to the beam axis; the cosine of the angle between the reconstructed $B$ flight direction in the beam axis; the sphericity of the event calculated in the c.m. frame [20]; the longitudinal distance between the vertices of signal $B$ candidate and the accompanying $\bar{B}$; the quality variable given by the flavor tagging used to judge how likely a $B$ candidate is a $B$ meson [21]; as well as the missing mass and missing energy of the event obtained from the deviation between the reconstructed and expected four momentum of the accompanying $\bar{B}$. The output discriminant of NEUROBAYES varies from -1 to +1 , where a value close to +1 corresponds to a signal-like event, whereas -1 corresponds to a background-like event. We determine the threshold on the NEUROBAYES output by optimizing the figure-of-merit (FOM) given as

$$
\begin{equation*}
\mathrm{FOM}=\frac{N_{\mathrm{sig}}}{\sqrt{N_{\mathrm{sig}}+N_{\mathrm{bkg}}}} \tag{1}
\end{equation*}
$$

where $N_{\text {sig }}$ is the number of signal events estimated from the signal efficiency and assumed branching fraction in the MC simulation, and $N_{\text {bkg }}$ is the number of background events obtained from the $q \bar{q}$ continuum background MC
scaled to the full Belle luminosity in the signal region $\Delta E \in(-0.14,0.00) \mathrm{GeV}$ and $M_{\mathrm{bc}} \in(5.26,5.30) \mathrm{GeV} / c^{2}$ and calibrated by a scaling from $\Delta E$ sidebands in data into $\Delta E$ signal region.

To remove the background from $B^{0} \rightarrow p \Lambda_{c}^{-}$without a major loss of reconstruction efficiency, we veto events within $M_{\Lambda \pi} \in(2.15,2.30) \mathrm{GeV} / c^{2}$, which corresponds approximately to the $\pm 2 \sigma_{m_{\Lambda \pi}}$ interval around the $\Lambda_{c}^{-}$ nominal mass with $\sigma_{m_{\Lambda \pi}}$ being the $\Lambda_{c}^{-}$mass resolution.

For events with multiple signal candidates, we select the candidate with the smallest vertex $\chi^{2}$ from the $B$ vertex fit by using $p, \pi$ tracks and $\Lambda$ vertex reconstructed with $p, \pi$ tracks of $\Lambda$ candidates. MC studies show that this selects the true candidate in $99.3 \%$ of the events with more than one candidate. In the real data, $3.66 \%$ of events have multiple $B$ candidates with an average multiplicity of 1.04 .

To extract the signal yields, we perform a twodimensional (2D) extended unbinned maximum likelihood fit to the $\left(\Delta E, M_{\mathrm{bc}}\right)$ distribution. The likelihood function is given by

$$
\begin{align*}
\mathcal{L}= & \frac{e^{-\left(N_{s 1}+N_{s 2}+N_{b}\right)}}{N!} \prod_{i=1}^{N}\left[N_{s 1} P_{s 1}\left(M_{\mathrm{bc}}^{i}, \Delta E^{i}\right)\right. \\
& +N_{s 2} P_{s 2}\left(M_{\mathrm{bc}}^{i}, \Delta E^{i}\right)+N_{b} P_{b}\left(M_{\mathrm{bc}}^{i}, \Delta E^{i}\right) \\
& \left.+N_{c b} P_{c b}\left(M_{\mathrm{bc}}^{i}, \Delta E^{i}\right)\right] \tag{2}
\end{align*}
$$

where $i$ denotes the $i$ th event and $N$ is number of measured events. $N_{s 1}, N_{s 2}, N_{b}$ and $N_{c b}$ are the yields for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}, B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$, background and combinatorial background of $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$, respectively. $P_{s 1}, P_{s 2}, P_{b}$, and $P_{c b}$ represent the probability density functions (PDFs) for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}, B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$, background and combinatorial background of $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$, respectively.

The following PDF shapes are obtained from MC simulation. We model $P_{s 1}$ using a 2D binned PDF obtained from MC simulation. For the $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$channel, we use a double Gaussian with a common mean to model the $M_{\mathrm{bc}}$ distribution and a triple Gaussian with a common mean to model the $\Delta E$ distribution. Because the $\Delta E$ and $M_{\mathrm{bc}}$ distributions of the $q \bar{q}$ continuum background and the other $B$ backgrounds are similar, we combine these components and use an ARGUS function [22] to describe $M_{\mathrm{bc}}$ and a second-order polynomial to describe $\Delta E$. To model the combinatorial background caused by $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$, we use a 2D nonparametric PDF using Kernel Estimation [23] obtained from MC simulation. The free parameters in the fit are yields of the four components and the shape parameter of the ARGUS function.

Figure 2 shows projections of the fit of Eq. (2) to data. We obtain signal yields of $N_{s 1}=50_{-17}^{+18}$ with a significance of $3.0 \sigma$ including the relevant systematic uncertainty and $N_{s 2}=216 \pm 17$. The value of the significance is defined


FIG. 2. Projections of the fit results on $M_{\mathrm{bc}}$ (left) and $\Delta E$ (right) distributions of the selected candidates (data points with error bars). Curves represent the components of the PDF in Eq. (2): $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$signal (red dashed line), combinatorial background from $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$(brown dashed line), $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$signal (black dashed line), background (purple dashed line), and total PDF (blue solid line). (a) The projected regions are the fitted regions: $\Delta E \in(-0.14,0.2) \mathrm{GeV}$ for the left column and $M_{\mathrm{bc}} \in$ $(5.23,5.30) \mathrm{GeV} / c^{2}$ for the right column. (b) The projected regions are $\Delta E \in(-0.14,-0.05) \mathrm{GeV}$ for the left column and $M_{\mathrm{bc}} \in(5.26,5.30) \mathrm{GeV} / c^{2}$ for the right column to enhance the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$PDF component.
by $\sqrt{-2 \ln \left[\mathcal{L}\left(\theta_{0}\right) / \mathcal{L}\left(\hat{\theta}_{0}\right)\right]}$, where $\mathcal{L}\left(\theta_{0}\right)$ is the value of the likelihood function when the respective yield $\theta_{0}$ is set to 0 and $\mathcal{L}\left(\hat{\theta}_{0}\right)$ when it is allowed to vary. In order to include the relevant systematic uncertainty in the significance, the values of the likelihood function in the significance calculation are smeared by using the uncertainty due to the PDF modeling described later. We also perform a fit in the TE region of $M_{p \bar{\Lambda}}<2.8 \mathrm{GeV} / c^{2}$, which is shown in Fig. 3. In this region, we obtain signal yields of $N_{s 1}=$ $37_{-11}^{+12}$ with a significance of $3.5 \sigma$ for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$and $N_{s 2}=185 \pm 15$ for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$. The concentration of signal events in the TE region indicates that the TE effect also exists in $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$decay. Because of the exclusion of soft photon in reconstruction of the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ channel, the $\Delta E$ distribution of that channel locates mostly in the negative $\Delta E$ region. We fit the regions of $\Delta E$ and $M_{\mathrm{bc}}$ at $\Delta E \in(-0.14,-0.05) \mathrm{GeV}$ and $M_{\mathrm{bc}} \in(5.26,5.30) \mathrm{GeV} / c^{2}$ to enhance the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ signal PDFs in Figs. 2 and 3.



(b)

FIG. 3. The data points and curves shown are the same as those in Fig. 2, but with an additional selection $M_{p \bar{\Lambda}}<2.8 \mathrm{GeV} / c^{2}$ applied.

The branching fraction is calculated as

$$
\begin{equation*}
\mathcal{B}=\frac{N_{\mathrm{sig}}}{N_{B \bar{B}} \epsilon \mathcal{C}_{\mathrm{PID}} \mathcal{C}_{\mathrm{bkg}}}, \tag{3}
\end{equation*}
$$

where $N_{\text {sig }}$ is the number of signal events, $N_{B \bar{B}}=772 \times$ $10^{6}$ is the number of $B \bar{B}$ pairs, $\epsilon$ denotes the signal efficiency obtained from signal MC samples, and $\mathcal{C}_{\text {PID }}$, $\mathcal{C}_{\text {bkg }}$ are efficiency calibration factors for the particle identification and the continuum suppression obtained from data, respectively. $\mathcal{C}_{\mathrm{PID}}$ is calculated as $\mathcal{C}_{\mathrm{pID}} \mathcal{C}_{\pi \mathrm{ID}}$, where $\mathcal{C}_{\text {pID }}$ is the calibration factor for proton identification determined from a $\Lambda \rightarrow p \pi$ control sample, and $\mathcal{C}_{\pi \mathrm{ID}}$ is the calibration factor for charged-pion identification determined from a large $D^{*+} \rightarrow D^{0}\left(K^{-} \pi^{+}\right) \pi^{+}$control sample. $\mathcal{C}_{\text {bkg }}$ is the calibration factor for the $q \bar{q}$ continuum background suppression using the neural-network classifier that is obtained using large $B^{0} \rightarrow D^{-} \pi^{+}$and $D^{-} \rightarrow K_{S}^{0} \pi^{-}$ control samples. The calibration factors are summarized in Table I.

TABLE I. Summary of efficiency calibration factors.

| Source | $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$ | $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ |
| :--- | :--- | :--- |
| Proton ID | $0.95 \pm 0.01$ | $0.94 \pm 0.01$ |
| Pion ID | $0.94 \pm 0.01$ | $0.94 \pm 0.01$ |
| $q \bar{q}$ continuum suppression | $0.99 \pm 0.02$ | $0.99 \pm 0.02$ |
| Total factor | $0.88 \pm 0.02$ | $0.88 \pm 0.02$ |

TABLE II. Systematic uncertainties.

| Source | $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$ | $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ |
| :--- | :---: | :---: |
| Number of $B \bar{B}$ | $1.4 \%$ | $1.4 \%$ |
| Tracking | $1.4 \%$ | $1.4 \%$ |
| Proton ID | $0.6 \%$ | $0.6 \%$ |
| Pion ID | $0.7 \%$ | $0.7 \%$ |
| $\mathcal{B}\left(\Lambda \rightarrow p \pi^{-}\right)$ | $0.8 \%$ | $0.8 \%$ |
| $\Lambda$ selection | $3.4 \%$ | $3.4 \%$ |
| $q \bar{q}$ continuum suppression | $2.4 \%$ | $2.4 \%$ |
| PDF modeling | $1.4 \%$ | $3.3 \%$ |
| Total uncertainty | $5.0 \%$ | $5.8 \%$ |

Different sources of systematic uncertainty are considered in this study. The independent uncertainties are summed in quadrature. The uncertainty on the number of $B \bar{B}$ pairs is $1.4 \%$. The uncertainty from charged-particle tracking is $0.35 \%$ per track which is obtained from studying a sample of partially reconstructed $D^{*+} \rightarrow D^{0}\left(\pi^{-} \pi^{+} K_{S}^{0}\right) \pi^{+}$ events. The uncertainty from proton identification is $0.6 \%$ for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$and $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$. The uncertainty from pion identification is $0.7 \%$ for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$and $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$. The uncertainty from the $\Lambda$ selection is $3.4 \%$, which is obtained from a control sample of $B^{+} \rightarrow$ $\Lambda \bar{\Lambda} K^{+}$events. The uncertainty from the suppression of $q \bar{q}$ continuum background is $2.5 \%$, which is estimated using a control sample of $B^{0} \rightarrow D^{-} \pi^{+}\left(D^{-} \rightarrow K_{S}^{0} \pi^{-}\right)$events, which have a final state that is topologically similar to $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$. The uncertainty on the $\Lambda \rightarrow p \pi^{-}$branching fraction is taken from the world average value [24]. The uncertainties due to the choice of model functions in the PDF in Eq. (2) are $1.4 \%$ for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$and $3.3 \%$ for $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$obtained by shifting the fixed parameters of the $B^{0} \rightarrow p \bar{\Lambda}^{0} \pi^{-}$signal PDF $P_{s 2}$ by $1 \sigma$, by changing the bin width of the histogram used to model the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ signal PDF $P_{s 1}$, and by changing the background PDF $P_{b}$

TABLE III. Measured partial branching fractions $\mathcal{B}\left(10^{-6}\right)$ in different $M_{p \bar{\Lambda}}$ bins.

| $M_{p \bar{\Lambda}}\left(\mathrm{GeV} / c^{2}\right)$ | $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$ | $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ |
| :---: | :---: | ---: |
| $<2.2$ | $1.04_{-0.13}^{+0.14}$ | $0.27_{-0.11}^{+0.12}$ |
| $2.2-2.4$ | $1.04_{-0.14}^{+0.13}$ | $0.24_{-0.12}^{+0.12}$ |
| $2.4-2.6$ | $0.29_{-0.09}^{+0.09}$ | $0.13_{-0.12}^{+0.13}$ |
| $2.6-2.8$ | $0.32_{-0.09}^{+0.09}$ | $0.12_{-0.11}^{+0.13}$ |
| $2.8-3.4$ | $0.25_{-0.08}^{+0.08}$ | $0.29_{-0.18}^{+0.19}$ |
| $3.4-4.0$ | $0.11_{-0.05}^{+0.06}$ | $-0.22_{-0.12}^{+0.14}$ |
| $4.0-4.6$ | $0.07_{-0.05}^{+0.06}$ | $0.23_{-0.17}^{+0.20}$ |
| $>4.6$ | $0.09_{-0.07}^{+0.09}$ | $0.11_{-0.18}^{+0.20}$ |
| $<2.8$ | $2.69_{-0.21}^{+0.24}$ | $0.76_{-0.23}^{+0.26}$ |
| Full region | $3.21_{-0.25}^{+0.28}$ | $1.17_{-0.40}^{+0.43}$ |



FIG. 4. Differential branching fraction for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$as a function of $M_{p \bar{\Lambda}}$ (data points with statistical uncertainties). The shaded histogram represents the distribution obtained from the TE MC data sample.
from second-order polynomial to third-order polynomial. The systematic uncertainties are summarized in Table II.

To study the $M_{p \Lambda}$ dependence of the efficiencies and the branching fractions, we fit Eq. (2) in narrow $M_{p \Lambda}$ bins, and obtain the partial branching fractions based on Eq. (3). The results are listed in Table III. We sum these partial branching fractions in the full $M_{p \bar{\Lambda}}$ region to obtain $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)=\left(3.21_{-0.25}^{+0.28}(\right.$ stat $) \pm 0.16($ syst $\left.)\right) \times 10^{-6}$ and $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right)=\left(1.17_{-0.40}^{+0.43}(\right.$ stat $) \pm 0.07$ (syst) $) \times 10^{-6}$. In Fig. 4, we only show the $M_{p \bar{\Lambda}}$ dependence of $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)$because the yield of $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$is insufficient to obtain precise differential branching fractions.

Using a similar approach, we study the branching fraction of $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$as a function of $\cos \theta_{p}$, where $\theta_{p}$ is the angle between the proton and the pion in the baryon pair rest frame. Table IV lists the partial branching fractions for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$ and $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$in each $\cos \theta_{p}$ bin. Figure 5 shows the $\cos \theta_{p}$ dependence of $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Lambda} \pi^{-}\right)$. Our measurement confirms the asymmetry of this distribution observed by the previous measurement [3].

In conclusion, we measure the branching fraction of $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$for the first time to be $\mathcal{B}\left(B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}\right)=$ $\left(1.17_{-0.40}^{+0.43}(\right.$ stat $) \pm 0.07($ syst $\left.)\right) \times 10^{-6}$ with a significance of

TABLE IV. Measured partial branching fractions $\mathcal{B}\left(10^{-6}\right)$ in the TE region and different $\cos \theta_{p}$ bins.

| $\cos \theta_{p}$ | $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$ | $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ |
| :---: | :---: | :---: |
| -1.0 to 0.6 | $0.79_{-0.13}^{+0.14}$ | $0.20_{-0.12}^{+0.13}$ |
| -0.6 to 0.2 | $0.70_{-0.12}^{+0.11}$ | $0.23_{-0.11}^{+0.11}$ |
| -0.2 to 0.2 | $0.64_{-0.11}^{+0.10}$ | $0.09_{-0.11}^{+0.11}$ |
| 0.2 to 0.6 | $0.44_{-0.09}^{+0.09}$ | $0.17_{-0.11}^{+0.11}$ |
| 0.6 to 1.0 | $0.25_{-0.06}^{+0.07}$ | $0.05_{-0.10}^{+0.11}$ |



FIG. 5. Differential branching fraction for $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$as a function of $\cos \theta_{p}$ in the baryon-pair rest frame.
$3.0 \sigma$. For the yield in the TE region, we obtain a slightly larger significance of $3.5 \sigma$. Both significances take into account systematic uncertainties. The $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$signal yield is concentrated in the TE region indicating that a threshold enhancement is also present in the $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$ channel. For the $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$channel, we measure a branching fraction of $\left(3.21_{-0.25}^{+0.28}(\right.$ stat $) \pm 0.16($ syst $\left.)\right) \times$ $10^{-6}$ which supersedes the previous measurement [3], and the systematic uncertainty due to the normalized mode $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$in the LHCb rare baryonic decay measurement could be improved by $20 \%$. We also study the differential branching fraction as a function of $M_{p \bar{\Lambda}}$ and $\cos \theta_{p}$, and observe an asymmetric distribution in $\cos \theta_{p}$. Our study also shows that $B^{0} \rightarrow p \bar{\Sigma}^{0} \pi^{-}$has a lower branching fraction than $B^{0} \rightarrow p \bar{\Lambda} \pi^{-}$which is in contrast to the QCD model prediction $[5,6]$, but more close to the modified approach [7].
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