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Abstract—The incommensurate magnetic state of copper metaborate CuB2O4 is studied in the temperature
range 2 < T < 12 K. Competition between frustrated and non-frustrated antisymmetric exchange interactions is
shown to cause the magnetic structure vector to reverse at T = 10 K. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recent intensive studies on the magnetic structure
of CuB2O4 have revealed several different types of
magnetic ordering, with phase transitions between
them occurring under variation of either the tempera-
ture or magnetic field [1–5]. The variety of magnetic
structures is due to the fact that, in copper metaborate,
there are two distinct subsystems of magnetic Cu2+ ions
in which the ions occupy different crystallographic
positions and interact differently both within a sub-
system and between them. The exchange interaction
between the copper ions occupying the 4b sites with S4

symmetry forms a three-dimensional magnetic sub-
system A with a Néel temperature TN1 = 20 K, below
which the average magnetic moment at A sites grows
rapidly and reaches 0.94µB at T = 2 K. The magnetic
moments of subsystem B in the 8d sites with C2 sym-
metry reach only 0.54µB at the above temperature. The
low magnitude of the magnetic moment at T  0 K
indicates quasi-low-dimensionality [6, 7] and/or a frus-
trated nature [8] of the main exchange interactions.
Analysis of the exchange interactions in subsystem B
has shown that there are two distinct competing AFM
interactions between nearest and next-to-nearest neigh-
bors and that these interactions create zigzag ladder
chains along the tetragonal axis (a quasi one-dimen-
sional magnetic structure) [9]. The existence of quasi-
one-dimensional fluctuations caused by short-range
correlations in CuB2O4 is also supported by strong dif-
fuse neutron scattering observed both above and below
the Néel temperature [3]. Therefore, the main distinc-
tion between the magnetic subsystems is the difference
in the magnetic dimensionality of the main interactions
within the subsystems. Analysis of the spin excitation
spectra of each subsystem with inclusion of these inter-
actions leads to the conclusion that the interactions
between the subsystems have little effect on the
dynamic properties of copper metaborate at T = 12 K
1063-7834/05/4704- $26.00 0678
[9, 10]. The reason for the interactions between the two
subsystems being weak is the geometry of the intersub-
system exchange bonds. All paths of the indirect
exchange interactions link an ion of one subsystem to
two ions of another subsystem that belong to different
antiferromagnetic (AFM) sublattices. This leads to
fully frustrated exchange interaction between the sub-
systems when there is an AFM ordering within them.
Ladder chains interact in a similar fashion, so the sub-
system B becomes quasi-low-dimensional. An incom-
mensurate magnetic structure is observed in CuB2O4
below Ts ≈ 10 K with the wave vector directed along the
tetragonal axis [3, 4]. The magnitude of the wave vector
grows steadily with decreasing temperature and
reaches 0.15 relative lattice units (rlu) at T = 2 K.
According to a phenomenological analysis of the tran-
sition into the incommensurate phase, the Lifshitz
invariant plays an important part in its formation [3, 4,
11]. From the field dependence and resonance proper-
ties of CuB2O4, it follows that a long-period incommen-
surate magnetic structure also exists in the high-tem-
perature phase in the range 10 < T < 20 K [4, 5]. In this
paper, we analyze the magnetic structure of copper
metaborate using a simple-helix model in the range
2 K < T < 12 K in order to determine the microscopic
mechanism and type of transition between these two
phases.

2. CRYSTAL STRUCTURE AND EXCHANGE 
INTERACTIONS

The crystal structure of CuB2O4 (Fig. 1) has been
studied in detail in several papers [3, 4, 12]. The
exchange interactions are due to hybrid s–p orbitals of
tetrahedrons formed by oxygen atoms around boron
atoms (the indirect superexchange chains Cu–O–B–O–
Cu). Aside from the AFM exchange interactions within
each subsystem, which were considered in [9, 10], we
take into account the following: (i) the AFM exchange
© 2005 Pleiades Publishing, Inc.
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interaction between the subsystems (Fig. 1, solid lines),
(ii) the exchange interaction between the ladders of
subsystem B (dashed lines), and (iii) antisymmetric
exchange interactions both between the subsystems and
within them. In case (i), the AFM exchange interaction

between the subsystems  is realized along three dif-
ferent paths connecting Cu2+ ions separated by ∆z = c/8,
3c/8, and 5c/8 along the tetragonal c axis. The exchange
interaction between neighbors that are the most closely
spaced along z and are remote in the ab plane is realized
via the single Cu–O–B–O–Cu chain shown by single
solid lines in Fig. 1. Two other exchange interactions
are realized via the “one-and-a-half” chain shown by
double solid lines in Fig. 1. The latter chain is displayed
separately in Fig. 1. In case (iii), the exchange interac-
tion between the ladder chains of subsystem B is real-
ized via similar one-and-a-half chains and the local
environment of interacting Cu2+ ions roughly com-
prises the mutually orthogonal squares formed by oxy-
gen ions, similar to the case of the exchange between
the subsystems. All exchange interactions of types (i)
and (ii) are fully frustrated when the magnetic moments
within the subsystems have AFM ordering. Symmetry
analysis of the structure of CuB2O4 [11] shows that two
distinct types of antisymmetric exchange interaction
are possible in case (ii) [13, 14]. One type causes the
magnetic moments of the AFM sublattices to be tilted
and results in a weak ferromagnetic moment. This type
of interaction occurs between the nearest neighbors in
subsystem A (Da). The other type of antisymmetric
exchange interaction results in a turn in the interacting
moments, which leads to the appearance of a helical
structure. This type of interaction can occur between
the subsystems (Dab) and between the nearest and next-
to -nearest neighbors within the ladders (Db1, Db2). The
Db2 interaction only results in inessential renormaliza-
tion of the analogous exchange interaction Db1, so it is
ignored below. Therefore, the exchange Hamiltonian in
CuB2O4 can be written as

(1)

The first term in Eq. (1) describes easy-plane anisot-
ropy in subsystem A [10]. Since all interactions occur
between the magnetic moments positioned in various
tetragonal planes (∆z ≠ 0), the interacting spins are
numbered along the tetragonal axis.
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3. LOCAL EXCHANGE FIELDS

If the transition of an antiferromagnet to an ordered
phase is not accompanied by doubling of the elastic
neutron scattering reflections, the number of possible
orientations of magnetic moments of the antiferromag-
net coincides with the number of magnetic ions in its
unit cell. The unit cell of CuB2O4 has six magnetic ions:
two ions in subsystem A and four ions in subsystem B.
In order to describe a simple helix, we need to introduce
the angle 2δ corresponding to the rotation of magnetic
moments in passing from one unit cell to the next along
the direction of the incommensurability vector. Since
the Hamiltonian is invariant under rotation of the crys-
tal in the tetragonal plane, the origin for the angles in
the plane can be chosen arbitrarily. Consequently, we
need six variables to describe the simple helix structure
in CuB2O4. Among them, five angular variables for one
unit cell can be found from the condition that the com-
ponents of the total average field that are normal to the
equilibrium orientation of each of the moments must be
zero. The sixth variable, the helix angle, can be found
by minimizing the total free energy of the unit cell with
respect to this variable. A simplified diagram of the
exchange interactions is shown in Fig. 2.

We choose a local coordinate frame for each of the
moments such that its Z axis is along the tetragonal
axis. The direction of the projection of the equilibrium
moment Si onto the tetragonal xy plane is chosen to be
another coordinate axis, Xi. Now, we express the
Hamiltonian in terms of the orientation angles of the
local coordinate axes. For each pair of interacting spins,
we get
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y
S j

y
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+ SxiSyj SyiSxj–( ) α i α j–( ),sin

Fig. 1. CuB2O4 crystal structure (projection onto the tetrag-

onal plane). The intersubsystem exchange interaction 

is shown to the right.
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In the local reference frame, we have 〈Syi 〉 ≡ 0. In the

mean-field approximation, coefficients  of the trans-
verse components Syi must vanish after summing the
contributions from nonzero components of the average
spins 〈Sxi 〉  over interactions included in Eq. (1) [15]:
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Fig. 2. Simplified diagram of the exchange interactions.
Vertical lines represent the Ja exchange interaction in sub-
system A with the coordination number za = 4 (the central
line) and the Jb1 exchange interaction in four ladders pass-
ing through all unit cells of the crystal (coordination num-

ber zb = 2). Slanting lines represent the  exchange inter-

action between the subsystems and half of the Jb3 exchange
interactions between ladders (dashed lines). Dash-dotted

lines represent the Jb2 exchange interaction. The 

exchange interactions are not shown. Arrows in the chart
represent the directions of magnetic moments projected
onto the tetragonal plane. Each arrow corresponds to a layer
of moments (z = const) changing its orientation along the
tetragonal (z) axis, which coincides with the vertical axis of
the chart. An arbitrary spin of subsystem A α0 = 0 is chosen
as a reference for the angles (the central spin in the chart).
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where γ = α – π is the angle of deviation of the magnetic
moments of subsystem A from the AFM orientation
within each unit cell. Here and henceforth, Sax, bx denote
the average x components of the spins of the subsystem.
Therefore, all angles in the basic unit cell are expressed
in terms of δ. The mean fields acting on the x compo-
nents of the spins of each subsystem are given by

(2)

because of the condition imposed on γ:

Thus, in the mean-field approximation, the intersub-
system interaction in the simple-helix model results in
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an additional longitudinal field acting on spins of sub-
system A (the second term in Eq. (2)) and, furthermore,
the decrease in the intrasubsystem exchange field is
compensated for by a tilt of the magnetic moments in
subsystem B (β1 – β3 ≠ π ≠ β2 – β4). The subsystems
remain quasi-independent, because the additional
effective fields within each subsystem do not depend
directly on the magnetization of the other subsystem.

4. FREE ENERGY

In the mean-field approximation, the minimum of
the free energy

can be easily found by fixing the magnitude of the aver-
age spin at sites of each subsystem and varying the total
energy with respect to the helix pitch. Possible influ-
ence of the pitch variation on the spin magnitude is dis-
regarded. This simplification is equivalent to the
approximation of the fixed magnitude of the order
parameter, which is widely used for phenomenological
analysis of incommensurate structures [16]. In the tem-
perature range of interest, the magnetic moments of
subsystem A are oriented approximately in the tetrago-
nal plane; their magnitude varies between 0.86µB and
0.94µB and will be assumed to be constant and equal to
0.9µB. The magnitude of the magnetic moments of sub-
system B varies from 0.2µB at T = 12 K to 0.54µB at
T = 2 K. In order to describe its variation with temper-
ature between these limits, we consider subsystem B as
a set of two-level single-site spin S = 1/2 states. The
corresponding wave functions for the ground and
excited states are given by

for each spin subjected to the mean field of all other

spins. Here,  are the probability amplitudes of the
ground and excited states of the spin Si with “+” and
“−” projection to the local axis, respectively, and

 are the corresponding normalized wave func-
tions of the states of all other N – 1 spins. The average
values of the spin at a site in each of the states are

  

and differ from the values for the free ion S = ±1/2. The
temperature dependence of the spin can be found to be
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where ∆E is the level splitting in the mean field. From
the condition limSb (T  ∞) = 0, we get S0 = –Se and
the energy is ∆E/2 = S0hb. Finally, we arrive at the well-
known expression for a two-level system in the mean
field hb:

For an experimentally observed long-period helix [4],
the difference in the temperature dependence between
the mean field hb and the average spin due to the helical
in-plane rotation of the moments (the term in parenthe-
ses in the second of equations (2) depends on δ) is small
and can be neglected. Thus, the temperature depen-
dence of the average magnetization at sites in sub-
system B can be described with sufficient accuracy in
terms of the temperature of the onset of macroscopic
magnetization in subsystem B [15]:

(3)

(4)

For the magnetization values cited above, we get  =
0.54µB and TN2 = 12.6 K.

The angle the magnetic moments of the subsystem
B make with the tetragonal axis increases from a small
value to Θ0 ≈ π/2.7 as the temperature decreases to T =
2 K [3]. We do not consider the mechanism behind this
change in direction because, in this paper, we disregard
anisotropy of subsystem B for the sake of simplicity.
The variation in the orientation of the moments in sys-
tem B with temperature is described by a power law,

(5)

with n = 1 (linear dependence) or n = 0.5 (which corre-
sponds to the variation in the order parameter for the
second-order orientation phase transition in a three-
dimensional system [17]). In both cases, the tempera-
ture of the onset of reorientation, according to experi-
ment [3], is close to TN2: T* = 12.4 K (n = 1) and 12.3 K
(n = 0.5). This simple approximation gives only a qual-
itative description of k(T) for intermediate tempera-
tures.

Varying the free energy with respect to the helix
pitch in one unit cell of the crystal reduces to varying
the longitudinal mean fields
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The component hbz is invariant relative to helical rota-
tion of the moments in the tetragonal plane:

(6)

Within our approximations, the part of the free energy
that changes with the helix pitch depends only on the x
components of spins of the subsystems and its variation
with temperature is determined by the temperature
dependence of the x component of subsystem B.

Using Eqs. (2) for the fields and Eqs. (3) and (5) for
the temperature dependences of the magnitude and
direction of the magnetic moment, we numerically
minimize the part of the free energy that depends on the
helix angle,

(7)

and obtain the temperature dependence of the simple-
helix vector k(T).

5. RESULTS AND DISCUSSION

The best agreement between the calculated temper-
ature dependence of the incommensurate structure vec-
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Fig. 3. Temperature dependence of the incommensurability
vector k(T). Dots are experimental data [4] and the solid line
is the mean-field approximation in the simple-helix model
with a linear temperature dependence of the moment direc-
tion in subsystem B: Θ = Θ0(1 – T/T*). Parameter values:
Jb1 = 234 K, Jb2 = 59.4 K, Jab = 67.5 K, Db1 =21.1 K, Dab =
5.6 K, Da = 1.1 K, and Jb3 = 0 K.
PH
tor and elastic neutron scattering data is obtained for
n = 1 and

(Fig. 3). The Jb3 interaction between ladders has almost
no effect on k(T), so it was assumed to be zero in calcu-
lations. The main feature of the temperature depen-
dence of the helix vector is the reversal of the vector
sign at Ts ≈ 10 K; i.e., the left-handed helix is replaced
by a right-handed one. This transition can be either con-
tinuous or discontinuous, depending on the relationship
between the next-to-nearest neighbor exchange interac-
tion in subsystem B (which is responsible for the poten-
tial with two minima as a function of δ) and the
Dzyaloshinskiœ interaction. The exchange constant of
subsystem A in the Hamiltonian was assumed to be
equal to Ja = 45 K, a value obtained from analyzing the
spin-wave spectrum and the Néel temperature TN1 [10].
The magnitudes of exchange interactions in subsystem
B were varied in a wide range subject to Eq. (7). For the
ratio of the next-to-nearest and nearest neighbor
exchange interactions, we obtained Jb2/Jb1 = 0.25,
which is close to the value of 0.26 obtained in [9]. How-
ever, the magnitudes of each of the interactions are
almost one order of magnitude greater than the results
from [9], because the linear theory of spin waves
employed in [9] does not take into account the decrease
in the saturation value of the moment due to quasi-low-
dimensionality of the system. Consequently, the
exchange interactions that were derived through com-
parison with the spin excitation energy given by inelas-
tic neutron scattering measurements are underesti-
mated. The saturation value of the site moment of S =
1/2 chains in the mean field of interchain interaction is
related to the ratio of the intrachain interaction and the
Néel temperature [6, 7]. This relation shows how much
the Néel temperature of a quasi-one-dimensional sys-
tem differs from the Néel temperature of the corre-
sponding three-dimensional system. In our case, it is
convenient to compare subsystems A and B, for which
we obtain

This value is in good quantitative agreement with the

theoretical result from [6] for  = 0.54µB [7]. The
maximum value of the incommensurability vector k =
0.15 rlu at T = 2 K is determined by the combined effect
of the next-to-nearest-neighbor AFM exchange interac-
tion Jb2 and the Dzyaloshinskiœ nearest neighbor inter-
action Db1 in subsystem B. As the temperature
increases, the contribution from subsystem B to the free

energy decreases as  [10] and the incommensura-
bility vector reverses at the point where the interactions
Db1 and Dab are balanced. Although these antisymmet-
ric exchange interactions are of the same sign, the con-
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tributions from them are different because the former
interaction couples the moments of different AFM sub-
lattices, while the latter couples the moments of a sub-
system to the moments of both sublattices of the other
subsystem, i.e., with the weak ferromagnetic moment.
The ratios of these interactions to the corresponding
AFM exchange interactions are similar, 0.9 × 10–1 and
0.8 × 10–1. The sign of the Dzyaloshinskiœ exchange
interaction between spins of subsystem A is unknown.
If Da < 0, this interaction promotes the k < 0 phase and
the agreement with the experimental data is achieved at
a lower value of Dab.

Note that, near the temperature where k changes
sign, the simple-helix model is inadequate and cannot
describe a longitudinal modulation of magnetization
[11] or a complex magnetic structure of the soliton-lat-
tice type. The existence of such a structure is indicated
by the satellite peaks observed in neutron scattering
near Ts [2]. Clearly, the approximation of the magneti-
zation by the Brillouin function, Eq. (6), is well-
founded only for T < 12 K, where the magnetization of
subsystem B is mainly determined by the intrasub-
system exchange interactions Jb1 and Jb2. At T > 12 K,
the intersubsystem exchange interaction plays an
important part and the magnetization of subsystem B
does not vanish until the long-range order disappears in
subsystem A at TN1 = 20 K. For small values of mb, there
is a solution for the unit cell angles that gives a longitu-
dinal field differing from Eq. (2). Therefore, the struc-
ture vector found by us, k(T = 12 K) ~ 0.02 rlu, is only
an upper bound estimation. However, the growth of the
wave vector in magnitude with the temperature increas-
ing from Ts is indirectly supported by the temperature–
field phase diagram [4, 5]. The fact that the field
destroying the incommensurate structure increases
with temperature indicates that k at H = 0 also
increases.

6. CONCLUSIONS

We can draw two main conclusions from the results
obtained in this paper. (1) The magnitudes of exchange
interactions, the temperature of the onset of macro-
scopic magnetization, and the saturation moment of
subsystem B correspond to the quasi-one-dimensional
type of interactions in this subsystem. (2) The competi-
tion between the frustrated and nonfrustrated antisym-
metric exchange interactions causes the magnetic struc-
ture vector to reverse sign at Ts ≈ 10 K.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 4      200
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