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Abstract—The variation in the parameters (width, position, intensity) of the fine structure lines in the
C[°A;, — %Ay, “E,(*G)] and E[°A;, — *E(*D)] bands in RbMnF; with temperature is studied in the tem-
perature range 10-70 K. In the C band, two narrow (<6 cm™') lines are distinguished at distances of 77 and
80 cm™! from the exciton line at 7 = 10 K. The other lines in the C band and all lines in the E band are more
than 20 cm™! wide. It is demonstrated that the narrow lines become allowed because of the spin-exchange inter-
action within a long-range magnetic order model and originate from the excitation of exciton—-magnon bound
states and that the other lines are made allowed by the exchange—vibronic mechanism within a short-range mag-
netic order model and originate from the excitation of bound states composed of an exciton, magnon, and odd-
parity phonon. The vibrational replicas of the main exciton—-magnon—phonon lines are due to the quadratic
vibronic interaction with odd-parity vibrations. Variations of the intensities and widths of the absorption lines
with temperature indicate that these parameters are affected by relaxation and delocalization of the bound

states.
PACS numbers: 78.20.—, 78.40.Ha, 75.50.Ee
DOI: 10.1134/S1063783406020156

1. INTRODUCTION

The behavior of spin-forbidden d-d transitions,
which include all d—d transitions in the Mn?* ion, is
directly related to the mechanisms that make them
allowed by spin and parity. Spectra of the C[°A, ¢
‘A, *E,(*G)], and E[*A;, — ‘E,(*D)] bands in
RbMnF; have been much studied. In particular, mea-
surements in a magnetic field have revealed [1] that all
lines in the C band are cooperative in character (pho-
tons are absorbed by exchange-coupled ions belonging
to two sublattices). However, the role of vibrations in
the formation of the spectrum of magnetically ordering
compounds is unclear. Odd vibrations (4¢,, + #,, in
RbMnF; [2]) provide an efficient mechanism for mak-
ing transitions parity-allowed and cannot be ignored.
Accordingly, in magnetically ordering compounds,
there are two ways to make spin-forbidden d—d transi-
tions allowed: the exchange interaction [3] and
exchange-vibronic mechanism (see [4, 5, p. 108]). In
particular, both should be taken into account when the
nature of the lines in the C and E bands of RbMnF; is
discussed. The absorption of light in crystals is usually
described in terms of quasiparticles. We discuss the
peculiarities of this representation in relation to our
experimental results for the case where several excita-

tions (electronic, magnetic, and vibrational) are simul-
taneously required to make the optical absorption for
spin-forbidden d—d transitions allowed.

2. EXPERIMENT
The crystal lattice of RbMnF; has a perovskite

structure belonging to the cubic symmetry group 02 .
The crystal becomes antiferromagnetic at 7y = 82.5 K.
Our sample was cut in the (100) plane and was 1-mm
thick. Measurements were performed in a flow-through
quartz cryostat fitted with flat fused-quartz windows.
Cooling was provided by a flow of helium vapor from
a Dewar flask. The temperature was controlled to
within +0.2 K. The sample was placed directly in the
gas flow.

The absorption spectra (shown in Figs. 1, 2) were
obtained in nonpolarized light using the two-beam
modulation technique [6]. Two light beams, one of
which went through and the other by the sample, were
alternately passed through a photomultiplier by a vibra-
tional light chopper. The signal from the photomulti-
plier was passed through a logarithmic amplifier. As a
result, the alternating part of the signal at the amplifier
output was proportional to the optical density of the
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Fig. 1. Spectra of the (a) C and (b) E absorption bands in
RbMnF; at T= 10 K. The Cj4' line is shown by a dashed line

in frame (a). Energies are measured from the exciton line
energies indicated. The inset to panel (b) presents the exci-
ton line in an expanded scale.
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Fig. 2. Variation of part of the C band spectrum with tem-
perature. The C4' line is shown by a dashed line. The energy

is measured from the exciton line energy indicated.

sample. This technique has great advantages for study-
ing weak absorption lines. Thanks to it, we managed to
reliably detect a very weak exciton line E,, (Fig. 1b). We
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recorded spectra using an optical gap of ~4 cm™' around
the C band and ~8 cm™ around the E band. Data were
recorded using a computerized setup based on a DFS-8
spectrograph.

The absorption spectra were decomposed into ele-
mentary components by the method of least squares
using a computer. The positions, widths, amplitudes,
and shapes of the components could be varied. The
lineshape could be changed (from a Gaussian to a
Lorentzian profile) independently to the left and to the
right of the peak frequency. The variable shape of the
absorption lines was described by a Taylor series with a
finite number of terms [7]. In particular, it is found that,

at low temperatures, the left side of the C; line
(Figs. 1a, 2) is described well by a Lorentzian, its right
side is close to a Gaussian, and the C, line has a sym-
metric Lorentzian shape.

3. EXPERIMENTAL RESULTS
AND INTERPRETATION OF THE ABSORPTION
SPECTRA

All lines in the C band spectra (Fig. 1a), apart from
the exciton line C,, are due to cooperative (two-sublat-
tice) absorption, which is convincingly demonstrated
by the fact that these lines do not split in a magnetic
field [1]. We are not aware of any analogous experi-
ments concerning the £ band; however, it is quite rea-
sonable to assume that the E band is likewise due to
cooperative absorption, because its intensity is almost
identical to that of the C band (Figs. 1, 2) and the inten-
sity of the spin-forbidden d—d absorption bands that are
made allowed by exchange interaction are strongly
enhanced.

As we noted above, there are two exchange-related
mechanisms through which spin-forbidden d—d transi-
tions become allowed: the exchange and exchange—
vibronic mechanisms. In magnetically ordering com-
pounds, the first mechanism gives rise to exciton—-mag-
non lines and the second, to exciton—-magnon—phonon
lines (involving odd-parity phonons). The spin selec-
tion rule is broken in both cases identically, namely, due
to the exchange interaction, whereas the parity selec-
tion rule can be broken in different ways in centrosym-
metric crystals. In the case of the exchange—vibronic
mechanism, this selection rule is broken due to the
vibronic interaction with odd-parity vibrations, and, in
the case of the exchange mechanism, the selection rule
is broken without the assistance of vibrations but rather
because a pair that absorbs a photon has no inversion
center in the excited state. The second mechanism is
obviously much less efficient; therefore, the exciton—
magnon lines have to be much weaker than the exciton—
magnon—phonon lines.

There are two models describing the exchange
mechanism through which electron transitions become
spin-allowed: a long-range order model (Fig. 3a) and a
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short-range order model (Fig. 3b), which are named by
analogy with similar models describing magnetic
ordering. In the first model, the ion states are split in the
effective exchange field according to the spin projec-
tion M onto the ordering direction. The electron transi-
tion becomes allowed with respect to the spin projec-
tion of an ion pair because the spin projection of an ion
located near the optically excited ion changes. Accord-
ing to this model, if the exchange interaction is antifer-
romagnetic, then the energy of the “cold” exciton—-mag-
non electric-dipole transition (which does not change
the spin projection of the pair) should exceed the
energy of the excitonic magnetic-dipole transition
(which changes the spin projection of the pair) by the
energy of a magnon at the edge of the Brillouin zone.
Furthermore, this energy difference should vary with
temperature in proportion to the magnetic moment of
the sublattice.

In the short-range order model, the exchange inter-
action of an ion pair is taken into account exactly and
the effect of the rest of the crystal is included by intro-
ducing an effective field, which not only splits the states
of the pair according to the projection of its total spin
but also mixes the states that have different total spins
S (AS = 1) but identical projections Mg [8]. According
to this model, the magnetic-dipole (with a change in §)
and electric-dipole (without a change in S) transitions
have the same energy at 7= 0 K. Indeed, at T=0 K, the
lowest and the only populated state is a superposition of
the states with identical values M = 0 but with different
total spins, S = 0 and 1. Therefore, both kinds of transi-
tions can occur from the lowest level.

In the long-range order model, as the temperature
increases from 0 K to Ty, the intensity of the cold exci-
ton—-magnon absorption that is allowed by spin because
of the exchange interaction strongly decreases [9],
whereas in the short-range order model its intensity
increases. Therefore, the predictions from these two
models are substantially different and experiment will
help distinguish between them.

The probability of exchange—vibronic absorption
can be written as (see [4, 5, p. 109])

w,, = kW W,_, (1)

where W, and W, are the probabilities of the exchange
and vibronic absorptions, respectively (the first value
disregards the parity selection rule, and the second, the
spin selection rule), and k characterizes the coupling
between the two processes. As is well known, the tem-
perature dependence of the vibronic absorption is
given by

W, ~ coth(Q/kT), 2)

where Q is the frequency of the odd-parity vibration
that makes the transition allowed. For the odd vibra-
tions in RbMnF; [11, 12] (see table), the function given
by Eq. (2) is almost constant in the temperature range
under study. Therefore, in a first approximation, the
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Fig. 3. (a) The long-range and (b) short-range order models.

temperature dependences of the intensities of the
observed absorption lines should be determined by the
exchange mechanism. However, the temperature
dependence of the intensities of the exchange (and
exchange—vibronic) absorption is determined not only
by variations in the populations of levels and in the
mixing of states as described above (see below).

If a photon is absorbed by an atom of a periodic lat-
tice, the electronic, vibrational, or spin excitation will
travel through the crystal as a quasiparticle: an exciton,
phonon, or magnon. Depending on the coupling
between them, the quasiparticles can exist either in a
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Energies (Q, to Qs) of vibration quanta in RbMnF; (measured in cm™) as determined from IR spectra recorded at T = 85 K

[11, 12] and from optical absorption spectra (Figs. 1, 2)

Transverse Longitudinal C band E band
Energy | Vibration

k=0 Kmax k=0 Kmax C c" E' E"
Q Hu 111 109 126 120 137 179 - -
Q, Hu 194 193 267 224 232 264 218 261
Qs Hu 396 386 469 434 - - 461 461
Q, tu 311 346 390 313 320
Qs Hu 0 80 0 90 72 48 - -

free or a bound state. If quasiparticles are free, highly
mobile, and strongly delocalized, their interaction per
photon-absorbing cluster is almost zero and the proba-
bility of many-particle absorption is likewise very low.
(By definition, completely free quasiparticles do not
interact.) However, the exciton, magnon, and phonon
can form a bound, localized, slow-moving excitation,
which does not differ greatly from the corresponding
impurity excitation [13-15]. The probability of the
optical transition into the stable bound state is propor-
tional to the probability that the superposed configura-
tion (in which all excitations in question are on the
same site) exists as a component in the delocalized
bound state. The probability of the transition into the
superposed configuration is described by the local
(cluster) models of the mechanisms (described above)
through which electronic transitions become allowed.

Y, cm™!

120

100

80

60

40

20

0 20 40 60
T.K

Fig. 4. Widths of lines in the C band as a function of tem-
perature.
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So, if exciton—magnon or exciton—-magnon—phonon
absorption is observed in a periodic crystal, this means
that a fairly stable bound exciton—magnon or exciton—
magnon—phonon (or biexciton [15]) state is created
when a photon is absorbed. The properties of this
absorption, in a first approximation, can be described
by the local (cluster) models. However, even a stable
bound state inevitably relaxes and disintegrates into
free quasiparticles. The relaxation rate in this case, in a
first approximation, is the sum of the relaxation rates of
all excitations involved in the bound state. Therefore,
the width of the exciton—magnon line should be signif-
icantly smaller than the width of the exciton—-magnon—
phonon line. The widths of the absorption lines can also
increase due to the delocalization of the bound states.
The delocalization transforms a monochromatic, purely
local excitation into an energy band of quasi-local exci-
tations. This line broadening is independent of temper-
ature in a first approximation, whereas the broadening
due to relaxation is strongly dependent on temperature.
A combination of these factors can explain the variety
of temperature dependences of the linewidths (Fig. 4).

Up to now, the band near 80 cm™ in the C spectrum
(Figs. 1a, 2) was assumed to be a single line. As is
shown in Fig. 2, here there are four lines that differ
quite markedly in terms of their properties. Two of
them, C,, and C,,, are the narrowest (Figs. 1a, 4) and
least intense (Fig. 5) in the C band. At T'= 10 K, these
lines have energies of 77 and 80 cm™' (the exciton line
C, is taken as the origin), which are close to the energy
of a magnon at the edge of the Brillouin zone (72 cm™),
and their intensities decrease significantly as T — Ty
(Fig. 5). These features, according to the above discus-

sion, are sufficient to attribute the C,, and C,, lines to

exciton—-magnon lines described by the long-range
order model. However, it is seen in Fig. 6 that the tem-

perature dependences of the frequencies of the C,, and

C,. lines do not differ substantially from those of the
other lines and do not follow the temperature depen-
dence of the magnetic moment M, as they seemingly
should according to the long-range order model. Such a
discrepancy has already been observed. For example, in
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Fig. 5. Intensities of lines in the C band as a function of tem-
perature.

the trigonal antiferromagnet FeCO; with large uniaxial
anisotropy, where the exciton line is observed over a
wide temperature range, the distance between the exci-
tonic and exciton-magnon lines is independent of tem-
perature even at 7> Ty [16]. A feature is observed in the

temperature dependence of the C,, linewidth near 40 K

(Fig. 4). Approximately at the same temperature, the
position of the luminescence maximum experiences a
jump, which has been attributed to magnetic ordering
of the Mn?* ion in the excited state and the surrounding
ions in the ground states [17]. There is no exciton—mag-
non line in the E band. All other lines in the C and E
bands are much wider (Fig. 1) and, for the most part,
their intensities are higher (Figs. 5, 7) than those of the

C,, and C,, lines and, as a rule, increase with tempera-
ture. Therefore, all the wide lines can be assumed to be

exciton—magnon—phonon lines and to be made spin-
allowed according to the short-range order model.

The frequencies of different lines vary with temper-
ature in different ways. For example, as the temperature
increases from 10 to 70 K, the frequencies decrease by

values ranging from 17 cm™! for C,, to 80 cm™ for C,

(Fig. 6). This observation suggests that the shift of the
lines is probably due to the variation not only in the
effective exchange field but also in the frequencies of
quasi-local vibrations.

In the case of exciton—magnon—phonon absorption,
the d—d transitions are made parity-allowed because of
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the mixing of odd and even electronic states caused by
vibronic interaction with odd-parity vibrations (the
matrix elements of the part of the vibronic Hamiltonian
linear in the vibrational coordinate ¢, V ~ ¢, taken
between various electronic terms are nonzero). The
diagonal matrix elements of the linear part of the
vibronic Hamiltonian are exactly zero for odd vibra-
tions. Consequently, the adiabatic potential does not
shift for these coordinates during the electron transition
and only one quantum of an odd vibration can (and
must) be excited in the electron transition that is made
parity-allowed.

The diagonal matrix elements of the quadratic part
of the vibronic Hamiltonian V ~ ¢* are nonzero both for
even and odd vibrations and can change during an elec-
tron transition (i.e., the frequency of the vibration
changes). In this case, any odd number of odd-parity
vibration quanta can be excited during the d—d transi-
tion (let us recall that only odd vibrations exist in
RbMnF;). If the matrix elements of the part of the
vibronic Hamiltonian V ~ q,q, (where ¢, and g, are dif-
ferent symmetrized coordinates) are nonzero and
change during the electronic transition, then the normal
coordinates are mixed (the Dushinskii effect [18]) and
lines can arise at heterodyne vibration frequencies
(with the participation of quanta of different vibrations)
[19-21].

If a vibronic interaction diagonal with respect to
electronic terms involves a degenerate electronic state,
then the adiabatic potential of this level splits. The
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number of sheets of the split adiabatic-potential surface
is equal to the degeneracy of the electronic level [22]. If
(as in our case) there is only quadratic vibronic interac-
tion, these sheets differ only in terms of their curvature.
In this case, the vibrational and the corresponding elec-
tron—vibration states split according to the degeneracy
of the electronic level (that is, they split into two states
in the case of the A;, —= E, transition).

The matrix element of an electric-dipole transition
that is made allowed by an odd vibration can be written
as

D~ (Pi*(DAVq)(Pfdr’ (3)

where AV, is the linear part of the vibronic Hamiltonian
corresponding to the vibrational coordinate ¢ and o,
and @y are the initial and final electronic states, respec-
tively.

In order for the integral in Eq. (3) to be nonzero, the
representation of the integrand has to contain a fully
symmetric representation:

A, e I'XTpxT XTIy, 4)

Using Eq. (4) and the representation multiplication
table, it is easy to find that, from the symmetry point of
view, in the O, group, the vibrations ¢,, and f,, are
equally effective in making all transitions (except A,
Ayy —= Ay, Ay, allowed. For the A;, — A, and
A,, —= A,, transitions, the vibration ¢, is active, and,
for the A;, —» A,, transition, the vibration 7, is active.
Using Eq. (3) we can also establish [5, p. 75] the orien-
tation of the active components of vibrations with
respect to the vector E of a light wave. For example, in
the O, group, for the A,, Ay, E, —> Aj,, Ay, E, tran-
sitions, the components ¢ || E of the ¢#,, and 1,, vibra-
tions are active, and the components g L. E are active for
the Ay, Ay, E, —> T, T, transitions; that is, vibra-
tions along the direction of propagation of light are also
active. All components of the vibrations mentioned
above are active for the T',, T,, —> T, T, transitions.
Thus, for the A, —= A,,, E, transitions in which we are
interested, only the transverse vibrations are active and
the observed splitting of the exciton—-magnon—phonon
transitions (lines denoted by primes and double primes
in Figs. 1 and 2) must be related to the splitting of the
vibronic functions in the excited state caused by the
quadratic diagonal vibronic interaction with the E,
state. Moreover, in contrast to direct absorption of IR
photons by collective lattice modes, where propagating
vibrations should be divided into longitudinal and
transverse vibrations, in our case this classification car-
ries no meaning. Indeed, as mentioned above, an
absorbed optical photon creates a local bound state of
electronic, vibrational, and magnetic excitations and
only the relative orientation of the vibrations and the
electric field vector of the light wave is important in this
process.

PHYSICS OF THE SOLID STATE  Vol. 48

MALAKHOVSKII, MOROZOVA

In the short-range order model, as shown above, the
magnetic-dipole purely excitonic transition (with a
change in spin) and electric-dipole transition (without a
change in spin) have the same energy at 7 = 0 K if the
vibrational mechanism for making them parity-allowed
is not taken into account. Therefore, the energies of
exciton—-magnon—phonon lines reckoned from C; (or
E,) have to be equal to the energies of the local vibra-
tional excitations involved in the bound states. We can
take the frequencies of free lattice phonons in RbMnF;
obtained from IR absorption spectra (see table) as ini-
tial data for the purpose of line identification. These
values, of course, can only be used tentatively, since the
vibrations under discussion belong to the excited elec-
tronic states of an atom and are coupled to this dynamic
defect in space; in other words, these vibrations are
local or, more precisely, quasi-local. The identification
thus obtained is presented in the table, where the lines
are numbered in accordance with the numbers of active
vibrations.

In the case of the C transition, because of the fact
that, in a crystal field of O, symmetry, there are two
states with the same energy, *E, and “A,,, the quadratic
vibronic interaction introduces additional changes into
the frequencies of quasi-local vibrations at the elec-
tronic transition. Vibrations with frequencies lying in
the acoustic-vibration range also appear in the C band
spectrum (Cs and Cs in Fig. 2). Of course, these are

not collective lattice modes but rather quasi-local vibra-
tions near the cluster that absorbs light and their spec-
trum is different from the true acoustic vibrations of the
crystal.

Changes in vibration frequencies during an elec-
tronic transition are evidence that the vibration wave
functions are also modified, which gives rise to the
appearance of additional lines due to the excitation of
an odd number (n > 1) of odd-parity vibrations quanta.

We have C,, =3Q; and E,, =3Q, to within experi-
mental accuracy, where Q, is found using the C, and

E, lines, respectively (see table).

Replicas of the exciton—magnon lines separated by
a distance of 470-480 cm™' (equal to 2Q,) are
observed in RbMnF; in the °A;, — T}, and *T,
absorption bands [23]. The C,, C;, E,, and E, lines are
not as well identified. If we assume that C, = 3Q; and
C,=3Q,, weget Q; =173 cm™ and Q, =200 cm™,
which are significantly differ from the values obtained

using the main lines (see table). Better quantitative
agreement is obtained using the identification C, =

C, +2Q, and C, = C, +2Q/, where Q| =144 cm™!
and Q' = 168 cm™' (cf. table). This identification

implies the existence of replicas of lines at heterodyne
frequencies, which suggests the Dushinskii effect. If we
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assume that E, = 3Q; and E, = 3Q/, then Q, =

132 cm™ and Q' = 180 cm™!, which is in good agree-
ment with the frequencies obtained using the C band.
However, the E spectrum has no main lines at these fre-
quencies; so the appearance of higher harmonics is
doubtful. Considering these lines, similar to C, and C,,

to be the combinations E, = E; +2Q, and E, = E, +
2Q,, we obtain Q; =90 cm™' and Q;' = 140 cm™.

Let us return to the temperature dependence of the
intensities. If this dependence were determined only by
the population and mixing of the exchange-split terms,
as described above, then the intensities of all exciton—
magnon—phonon lines would vary with temperature in
the same manner (in the temperature range under
study). However, this is not the case (Figs. 5, 7). It is
shown in [15, p. 123] that the intensity of this kind of
absorption and its variation with temperature depend on
the relaxation rate of bound excitations. In particular,
considering only the direct relaxation to the phonon
reservoir, we can describe the probability of the
exchange—vibronic absorption by the formula

We, = Wol V()1 - exp(-J/KT)]" )
+V(Q)[1 - exp(=Q/KT)] '} coth(Q/2KT).

Here, W, is the probability of the exchange—vibronic
transition into a completely stable bound exciton—-mag-
non—phonon state calculated accounting for the popula-
tion and mixing of the exchange-split levels; J and €
are the energies of the magnetic and vibration excita-
tions, respectively; V(J) ~ B,Jf(J) and V(Q) ~ BoQf(Q)
are parameters characterizing the interaction of the
respective excitations with lattice phonons; B; and B,
are the Einstein coefficients for the stimulated emission
of phonons; and f(J) and f(£2) are the phonon densities
of state.

The probability of relaxation of an electronic excita-
tion that corresponds to a forbidden transition is very
small both for the cases of photon emission and decay
into phonons; therefore, this probability is omitted in
Eq. (5). Equation (5) is valid for a sufficiently large
relaxation rate (see [5, p. 123]). For a small relaxation
rate, we have

W,, = W,coth(Q/2kT). (6)

It follows from Eq. (5) that, first, the absorption proba-
bility decreases as the coupling of magnetic and vibra-
tion excitations to lattice phonons is enhanced and, sec-
ond, that the temperature dependence of this probabil-
ity is related to the ratio of the relaxation rates of these
excitations [the terms in square brackets in Eq. (5)].
The parameters V(J) and V(€2) depend not only on the
Einstein coefficients but also on the phonon density of
states at the frequencies of the respective excitations,
which are modified in electronic transitions. That is
why the temperature dependences of the intensities of
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Fig. 7. Intensities of lines in the £ band as a function of tem-
perature.

spin-forbidden d—d transitions are so diverse both at 7' <
Ty and at T > Ty and do not follow Eq. (6). The differ-
ence between the temperature dependences of the
intensities of the £, and E;' lines (Fig. 7) is an example
of this situation. However, in impurity crystals, where
magnetic excitations related to the exchange interaction
are completely absent and the coupling of local impu-
rity vibrations with lattice phonons is weak, the inten-
sity follows Eq. (2).

We have to stress that some bound states (including
the exciton—-magnon state) that appear during the C
transition do not appear during the E transition and vice
versa (Fig. 1; see also table). The spectra of the C and
E bands are qualitatively similar for ® > 200 cm™, and
the lines observed in the C band at ® < 200 cm™! do not
appear in the E band. On these grounds, it may be
assumed that the spectrum of the C band at ® < 200 cm™!
is due to the °A;, — “A,, transition. However, the
%A, — *E,(*G) exciton line °A;, —= “A,,, which was
found in K,MnF, at a distance of 350 cm™' from the
%A,, — “E,(*G) exciton, does not have a significant
effect on the C band spectrum [24]. Therefore, almost
the entire spectrum of the C band is related to the
6A,, — “E, transition and the difference between the
C and E bands is due to the differences in the magnitude
of the coupling between quasiparticles and in their
relaxation rates for the respective transitions.
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4. CONCLUSIONS

The variation in the parameters (width, position,
intensity) of the fine structure lines in the C[°A;, —
‘A, ‘E, (*G)] and E[°A;, — ‘E,('D)] bands in
RbMnF; with temperature has been studied in the tem-
perature range 10-70 K. The exciton—-magnon and exci-
ton—-magnon—phonon absorption lines have been iden-
tified. It has been demonstrated that the exciton—mag-
non lines are made allowed by the exchange interaction
within the long-range magnetic order model and origi-
nate from the excitation of exciton—-magnon bound
states and that the exciton—magnon—phonon lines are
made allowed by the exchange—vibronic mechanism
within the short-range magnetic order model and origi-
nate from the excitation of bound states of an exciton,
magnon, and odd phonon.

The vibrational replicas of the main exciton—mag-
non—phonon lines are due to the quadratic vibronic
interaction with odd vibrations. The frequencies of the
local vibrations in the excited electronic state differ
from the frequencies of the collective lattice modes and
are split because of the quadratic vibronic interaction
with the doubly degenerate electron state E,. The vari-
ations of the intensities and widths of the absorption
lines with temperature indicate that they are affected by
relaxation and delocalization of the bound states. Some
of the bound states that are observed in the C band spec-
trum do not appear in the £ band and vice versa. This
fact can be explained by the difference between the
relaxation rates and coupling constants of these states at
the respective electronic transitions.
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