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Momentum-resolved resonant inelastic x-ray scattering (RIXS) spectroscopy has been carried out successfully
at the Fe K-edge for the first time. The RIXS spectra of a FeBO3 single crystal reveal a wealth of information
on � 1–10 eV electronic excitations. The IXS signal resonates when the incident photon energy approaches
the pre-edge (1s-3d) and the main-edge (1s-4p) of the Fe K-edge absorption spectrum. The RIXS spectra
measured at the pre-edge and the main-edge show quantitatively different dependences on the incident photon
energy, momentum transfer, photon polarization, and temperature. We present a multielectron analysis of the
Mott-Hubbard (MH) and charge transfer (CT) excitations, and calculate their energies. Electronic excitations
observed in the pre-edge and main-edge RIXS spectra are interpreted as MH and CT excitations, respectively.
We propose the electronic structure around the chemical potential in FeBO3 based on the experimental data.
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I. INTRODUCTION

Iron borate (FeBO3) is a classical material with strong
electron correlations having interesting magnetic, optical, and
magneto-optical properties. A review of the early studies
on crystal growth, structure, physical properties (magnetic,
elastic, magnetoelastic, optical, and magneto-optical), and
applications of FeBO3 can be found in Ref. 1. It is among
only a few known materials magnetically ordered at room
temperature and transparent in the visible spectrum,2,3 mak-
ing FeBO3 attractive in applications for broadband visible
magneto-optical devices. A number of electronic and magnetic
phase transitions induced by high pressure have been observed
recently: collapse of the magnetic moment of Fe3+ ions,4,5

insulator-semiconductor transition,6,7 and increase of the Neél
temperature.8

Despite a great number of experimental and theoretical
studies that have been performed, the electronic structure
of FeBO3 is still not completely understood. Ovchinnikov
and Zabluda9 developed an empirical multielectron model
that took all d orbitals into account and strong electron
correlations involving d electrons of Fe atoms. They derived
the main parameters of the band structure, such as the charge
transfer (CT) gap �G , Mott-Hubbard (MH) gap UG , crystal-
field splitting 10Dq, etc., by analyzing optical absorption
spectra and x-ray photoemission spectroscopy.7,9 The same
model has been applied to interpret the high-pressure-induced
magnetic collapse and insulator-metal transition.10 The first-
principles local-density approximation (LDA) energy band
calculations predicted an antiferromagnetic (AFM) metal
instead of an AFM insulator.11 Shang et al.12 have performed
first-principles band-structure calculations using the density
functional theory within the generalized gradient approxi-
mation (GGA) and the GGA+U approach. The electronic
structure was predicted to be high spin, antiferromagnetic,
and insulating, in agreement with experiments. However, in

order to predict the correct value of the band gap in the
first-principles calculation, the Coulomb repulsion U = 7 eV
has to be assumed, much higher than U = 2.97 eV obtained
in the empirical multielectron model of Ref. 9.

An insulating ground state in a transition metal (TM)
compound is realized by a strong Coulomb repulsion between
3d electrons. A Mott-Hubbard gap UG is formed between a
singly occupied d band (lower Hubbard band, LHB) and a
doubly occupied d band (upper Hubbard band, UHB). On the
other hand, when the occupied p band of the ligand atom
moves closer to the Fermi level, the insulating charge gap is
formed between the highest occupied p band and UHB. In the
Zaanen-Sawatzky-Allen (ZSA) scheme,13 the TM compound
is classified as a MH type in the first case and a CT type in the
second case. The general trend is that early TM compounds
belong to the MH type and late TM compounds, such as
cuprates, belong to the CT type. For Fe compounds with
half-filled 3d level, such as FeBO3, however, the classification
is not as clear; UG from the lowest MH excitation is comparable
with �G from the lowest CT excitation.

Probing CT and MH excitations is important to resolve the
existing ambiguities in determination of the electronic struc-
ture and parameters in FeBO3. Conventional spectroscopy,
such as optical spectroscopy, is limited; it has difficulty
in probing dipole-forbidden charge excitation, such as MH
excitation, and characterization of excited charge excitation
is not straightforward because it can not probe CT and MH
excitations selectively. A spectroscopy that uses the excited
electronic state of interest as an intermediate state can provide
a way to overcome such a limitation.

Momentum-resolved resonant inelastic x-ray scattering
(RIXS) at the K-edge plays an increasingly important role
as a photon-in photon-out spectroscopic tool for investi-
gation of localized and propagating charge excitations in
TM compounds providing bulk-sensitive, element-specific
information. A variety of systems, including cuprates,14–20

235109-11098-0121/2011/83(23)/235109(13) ©2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.83.235109


JUNGHO KIM, YURI SHVYD’KO, AND S. G. OVCHINNIKOV PHYSICAL REVIEW B 83, 235109 (2011)

1s

3d

4p

~~ ~~

1s-3d

)()( 56 dELdEeff −=Δ

)(2)()( 546 dEdEdEUeff −+=

Charge-Transfer excitation 

Mott Hubbard excitation 

On-site dd excitation 

Spin flip 

Not allowed 

t2g

eg

~~

Initial State Final State 

10Dq

~~

1s-4p

Intermediate State

or

FIG. 1. (Color online) Schematic of an Fe K-edge RIXS process in FeBO3. In the initial state, five 3d electrons fill t2g and eg crystal-field
levels in the high-spin configuration. Two absorption transitions can be used for RIXS measurement: the pre-edge 1s-3d and the main-edge
1s-4p. Various valence electronic excitations are left behind after the decay of the excited electron back into the 1s core level: on-site dd ,
charge transfer, and Mott-Hubbard excitations. On-site dd excitations are forbidden because of spin-selection rule.

manganites,21,22 and nickelates,23,24 have been studied by
RIXS.

Figure 1 shows a schematic diagram of the Fe K-edge RIXS
process in FeBO3. In the initial state, five 3d electrons (d5) fill
t2g and eg crystal-field levels in the high-spin configuration.
The empty 4p state is located at several electron volts above
the Fermi level. By tuning the incident photon energy near the
Fe K-absorption edge, the 1s core electron can be promoted
to an empty 4p or 3d state. The intermediate state with a core
hole present is unstable. The excited system quickly decays;
the empty 1s core level is filled by an electron and a photon is
emitted. The energy and momentum of the emitted photon (Ef

and �Qf ) can change from those of the incident photon (Ei and
Qi) and various valence electronic excitations, such as on-site
dd, CT, and MH excitations can be left behind. Measuring
RIXS spectra S(ε, �Q,Ei) for a given momentum transfer �Q =
�Qf − �Qi and energy transfer ε = Ei − Ef provides valuable
information on valence electronic excitations in solids. The
availability of two absorption transitions at the Fe K-edge
provides an opportunity to probe different valence electronic
excitations selectively. We will refer to the main-edge RIXS
if the incident photon energy is tuned to the energy of the
1s-4p (Ei ≈ 7131 eV) transition, where the underline denotes
a hole. Similarly, we will refer to the pre-edge RIXS when
the incident photon energy is tuned to the energy of the 1s-3d

(Ei ≈ 7113.5 eV) transition. CT excitations could be excited
in the main-edge RIXS as a result of shakeup process due to
the interaction between the core-hole and valence electrons.
On the other hand, one can expect that the on-site dd and
MH excitations are observed in the pre-edge RIXS because
angular momentum is transferred to the 3d valence system via
the polarization of the photon.25–27 However, until now, this
has not been well studied experimentally.

In this paper, we explore this possibility by measuring
RIXS spectra using both absorption transitions. Preliminary
results were published previously.28 This paper is organized
as follows: Section II outlines the experimental technique and
sample. The data and data analysis are presented in Sec. III,
beginning with x-ray absorption spectroscopy (XAS) mea-
surements in Sec. III A. Section III B presents Ei dependence

of RIXS including self-absorption corrections. Sections III C,
III D, and III E present momentum transfer, photon polar-
ization, and temperature-dependence measurement results,
respectively. In Sec. III F, we derive Ei-independent RIXS
response function from the main-edge RIXS and compare it
with dielectric loss function. Multielectron analysis of the MH
and CT excitations and the electronic structure around the
chemical potential are presented in Sec. IV.

II. EXPERIMENTAL TECHNIQUE AND SAMPLE

The RIXS measurements were performed using the MERIX
spectrometer at the XOR-IXS 30-ID beamline of the Advanced
Photon Source (APS). The sample is mounted in the Displex
closed-cycle cryostat DE-202N with a temperature range
from 6 to 450 K. The measurements were carried out from
room temperature to 355 K across the Neél temperature
(TN = 348 K) in FeBO3. X rays impinging upon the sample
were monochromatized to a bandwith of 75 meV, using a
four-bounce (+ − −+) monochromator with asymmetrically
cut Si(400) crystals.29 The beam size on the crystal was
reduced to 45(H)×20(V) μm2 by focusing with x-ray mirrors
in the Kirkpatrick-Baez configuration. The photon flux on the
sample was 1.1 × 1012 ph/s. The total energy resolution of
the MERIX spectrometer at the Fe K-edge is 180 meV. This
is achieved by using a Ge(620) spherical diced analyzer and
a position-sensitive microstrip detector placed on a Rowland
circle with a 1-m radius. The silicon microstrip detector with
125 μm pitch is applied for the purpose of reducing the
geometrical broadening of the spectral resolution function.30

Maximum RIXS count rates were in a range of 40–50 Hz.
Figure 2 shows the measurement geometry. The angle

between sample surface and incident photon propagation
direction (the incidence angle) is indicated by α. Horizontal
scattering geometry, where the incident photon polarization
component (�εi) is parallel to the scattering plane (π polar-
ization), was used in all RIXS measurements. The scattered
photon polarization (�εf ) is not analyzed. The FeBO3 sample
is mounted in such a way that the momentum transfer �Q =
�Qf − �Qi is parallel to the crystal c axis. The angle α, in
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FIG. 2. (Color online) Schematic of the scattering geometry in
the RIXS experiment. The FeBO3 sample is mounted in such a way
that the momentum transfer �Q = �Qf − �Qi is parallel to the crystal
c axis.

this particular case, is one half of the scattering angle 2θ .
X-ray absorption spectroscopy (XAS) spectra of FeBO3 were
measured in the total fluorescence yield with a PIN diode.

FeBO3 single crystal with low-dislocation density, grown
by spontaneous crystallization from flux,31 was used in the
current experiment. The crystal has the form of a platelet
6 × 7 × 0.15 mm3, with the c axis perpendicular to the platelet
surface. Iron borate has a rhombohedral calcite structure
that belongs to the space group R3c(D6

3d ) with two formula
units per unit cell. The lattice constants are a = b = 4.626(1)
Å and c = 14.493(6) Å. The Fe3+ ions are centered in a
slightly distorted O2+

6 octahedron. The octahedral Oh crystal
field splits the energy of the 3d orbitals into three-fold
degenerate t2g and two-fold degenerate eg states. The crystal-
field splitting 10Dq is equal to the energy separation between
t2g and eg . As depicted in Fig. 1, five 3d electrons in the
ground state fill these crystal-field levels in the high-spin
configuration.5 The FeBO3 is a large-gap antiferromagnetic
insulator with a Néel temperature TN = 348 K below which
the two sublattice magnetic moments along the c axis order
antiferromagnetically. All of the Fe3+ spins are in the plane
perpendicular to the c axis. Nearest-neighbor (NN) exchange
interaction of the Fe3+ spins is antiferromagnetic. A slight
canting of two sublattice magnetic moments gives rise to a
weak ferromagnetic moment.2

III. DATA AND ANALYSIS

A. X-ray absorption spectroscopy

Figures 3(a) and 3(b) show Fe K-edge x-ray absorption
spectra in FeBO3 measured at selected incidence angles
α = 11◦, 22◦, 34◦, and 46◦. Two broad absorption peaks are
observed in the main-edge (1s-4p) absorption at Ei = 7130
and 7137 eV. Their intensity and position have a weak
dependence on α.

Figure 3(b) shows x-ray absorption spectra in the region
of the pre-edge peak. Two peaks are observed, which can be
assigned to 1s-3d(t2g) and 1s-3d(eg) transitions in the order
of increasing energy.32 A 1.4 eV energy spacing between the
peaks is due to the crystal-field splitting 10Dq in the excited
3d state.32 Note that the crystal-field splitting 10Dq in the
ground state obtained by the optical absorbance spectrum
is 1.57 eV.9 In contrast to the main-edge absorption, the
pre-edge x-ray absorption reveals significant incident angle
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FIG. 3. (Color online) (a) Fe K-edge x-ray absorption spec-
troscopy (XAS) data measured at different angles of incidence α

to the crystal surface (solid lines) and integrated intensities of the
Fig. 4(a) RIXS spectra (red filled dots). (b) XAS data in the region of
the pre-edge peak.

α dependence. The intensity of the peak corresponding to
the 1s-3d(t2g) transition increases with α and is largest for
angle α = 46◦. The intensity of the peak corresponding to the
1s-3d(eg) has an opposite dependence: it is largest at smallest
incidence angle α. While the main-edge absorption is dipole
allowed, the pre-edge absorption may be due to both electric
quadrupole and vibronic (dynamic) or ligand-field-induced
(static) electric dipole transitions. However, distinguishing
dipole and quadrupole contributions from each other is not
trivial, and a detailed angular study including azimuthal
dependence is required to elucidate the origin of the pre-edge
in FeBO3.33–35 The XAS spectra were used to correct RIXS
spectra for self-absoprtion (SA) of the scattered photon.36–40

B. RIXS incident photon energy (Ei ) dependence

Figure 4(a) shows RIXS spectra measured at �Q =
(0 0 9) with Ei changing from the pre-edge to the main-edge
absorption energies. The RIXS spectra are shifted vertically
for clarity. The zero intensity level for each spectrum is shown
by a solid line. A strong elastic signal is observed at ε = 0
for all spectra. The RIXS signal resonates around Ei = 7131
and 7113.5 eV. Intensities of the RIXS spectra integrated in
the range 2 eV � ε � 12 eV are plotted in Fig. 3(a), with
two resonances clearly seen around Ei = 7131 and 7113.5 eV.
The feature around ε = 12 eV observed for 7120 eV< Ei <

7125 eV is due to Kβ2,5 emission corresponding to transitions
from 4p or 3d to 1s core.41 As Ei decreases, the Kβ2,5 emission
shifts towards a lower energy with its intensity decreasing.

Figure 4(b) shows a 2D color plot of RIXS intensities
in the (Ei,ε) space. For Ei = 7131 eV, a strong inelastic
signal is observed in the region from ε = 4 to 10 eV. As Ei

increases, the inelastic signal on the lower energy part of the
region decreases. For Ei > 7137 eV, a strong inelastic signal
is observed only in the narrow range around ε ≈10 eV. Similar
behavior was observed earlier in a number of main-edge RIXS
studies on cuprates.14,26,42,43 In the case of the pre-edge RIXS,
the strongest inelastic signal is observed around ε = 6 eV.
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FIG. 4. (Color online) (a) RIXS spectra (vertically shifted for clarity) measured for different incident photon energies 7112 eV � Ei �
7140 eV with �Q = (0 0 9) are plotted as a function of energy loss ε = Ei − Ef . Self-absorption corrections for the scattered photon have been
made (see the text). (b) 2D plot of the RIXS spectra shown in (a).

Figure 5(a) shows representative raw and self-absorption
corrected spectra measured at the main-edge (Ei =
7131.0 eV). By the correction, the first two peaks are enhanced
but the third peak is diminished. Figure 5(b) shows represen-
tative raw and self-absorption corrected spectra measured at
the pre-edge (Ei = 7113.5 eV). No noticeable correction is
observed due to the fact that absorption at the pre-edge is
small.

Each corrected RIXS spectrum reveals three broad peaks
as shown in Figs. 5(c) and 5(d): (M1, M2, M3) for the main-
edge RIXS and (P1, P2, P3) for the pre-edge RIXS. Gaussian
functions are used to fit those observed peaks, while the Voigt
function is used to fit the elastic peak. In the case of the main-
edge RIXS spectrum, an additional broad Gaussian function
is added to fit a gradually rising background due to Kβ2,5

emission. The peak energies and full widths at half maximum
(FWHM) are shown in Table I. Peak energies from the raw
RIXS spectrum are shown in parentheses. The self-absorption
correction was found to have a small effect on the peak energy
value.

C. RIXS momentum-transfer dependence

Figures 6(a) and 6(b) show the main-edge RIXS spectra
measured at Ei = 7131 eV for different momentum transfer
along the c axis, �Q = (0 0 L). For all �Q, the three peaks
(M1, M2, and M3) are observed. Their peak position energies,

widths, and intensities were evaluated using the procedure
described in the previous section. Gradually rising background
due to the Kβ2,5 emission is fit to a broad Gaussian peak
(FWHM = 9.3 eV and ε = 13 eV). In the case of M3, the
peak width is fixed to 2.97 eV.

The M1 and M2 peak energies are shown as a function of �Q
in Fig. 7(a). Both peaks show strong oscillating �Q dependence
with maxima at �Q = (0 0 3) and (0 0 9) and minima at �Q =
(0 0 6) and (0 0 12). Note that �Q = (0 0 6) corresponds to
the first allowed Bragg reflection along this highly symmetric
direction, and (0 0 12) is the second one, e.g., the Brillouin
zone center. Therefore, these two low-lying excitations have
the normal dispersion relation showing direct energy gaps. The
widths of the M1 and M2 peaks are shown as a function of �Q
in Fig. 7(b). Peak widths (FWHM) are slightly smaller around
�Q = (0 0 6) and (0 0 12).

Figures 6(c) and 6(d) show the pre-edge RIXS spectra
measured Ei = 7113.5 eV for different �Q = (0 0 L). The
three peaks (P1, P2, and P3) in the RIXS spectra of Fig. 6(a)
were fit by three Gaussian peaks as described in the previous
section. The positions of P1 and P2 are shown in Fig. 7(c).
Peak energies do not show noticeable changes. The mean
energy is 3.96 ± 0.05 eV and 5.85 ± 0.03 eV for P1 and P2,
respectively. The widths of P1 and P2 peaks are shown as a
function of �Q in Fig. 7(d). The peak widths (FWHM) do not
show any significant variation either in P1 or P2.
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FIG. 5. (Color online) Representative RIXS spectra measured
at the (a) main-edge (Ei = 7131.0 eV) and (b) pre-edge (Ei =
7113.5 eV). Raw and self-absorption corrected spectra are shown
in red and black, respectively. Gaussian functions are used to fit
inelastic peaks. Fit curves for the main-edge (M1, M2, M3) and
pre-edge (P1, P2, P3) RIXS spectra are shown in (c) and (d),
respectively.

TABLE I. Peak energies and FWHM in the self-absorption
corrected RIXS spectra measured at �Q = (0 0 9). Peak energies
from the raw RIXS spectrum are shown in parentheses.

Main-edge RIXS M1 M2 M3

Energy (eV) 4.10 (4.13) 5.49 (5.54) 8.32 (8.36)
FWHM (eV) 0.93 2.05 2.97
Pre-edge RIXS P1 P2 P3
Energy (eV) 3.97 5.83 8.51
FWHM (eV) 1.07 1.93 4.65

D. RIXS photon polarization dependence

Figure 8(a) shows the elastic peak intensity change derived
from fits to the main-edge and pre-edge RIXS spectra. The
elastic peak intensity shows a rapid drop above 2θ = 21.5◦.
This is because the polarization dependence of the elastic
(Thomson) scattering cross section is proportional to the scalar
product �εi · �εs of the incident and scattered photon polarization
components. The large elastic peak intensity at �Q = (0 0 6) is
due to the tail of the first Bragg reflection.

The main-edge and the pre-edge RIXS spectra inelastic
peaks show quite different intensity changes with scattering
angle 2θ . Figure 8(b) shows intensity changes of the main-edge
RIXS inelastic peaks. In the case of M3, the intensity starts to
decrease above 2θ = 21.5◦ and shows a rapid drop above 2θ =
43.5◦. Intensities of the M1 and M2 peaks start to decrease
rapidly for 2θ > 43.5◦. All inelastic intensities (M1, M2, and
M3) become quite small for higher 2θ . Figure 8(c) shows
the peak intensity changes of the pre-edge RIXS features.
In contrast to the main-edge case, intensities of the pre-edge
peaks (P1, P2, and P3) do not show any noticeable changes
with 2θ .

FIG. 6. (Color online) RIXS spectra measured at the (a) main-edge (Ei = 7131 eV), and (c) pre-edge (Ei = 7113.5 eV) as a function of
�Qf =(0 0 L), 2 < L < 11.5. 2D plots of the corresponding RIXS data are shown in (b) and (d), respectively.
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FIG. 7. (a) and (b) show peak energies and widths, respectively,
of M1 and M2 as a function of �Q. Peak energies and widths of the
P1 and P2 are shown in (c) and (d), respectively.

E. RIXS temperature dependence

The temperature dependence of the main-edge and pre-
edge RIXS spectra were measured in the vicinity of the Néel
point TN = 348 K. The measurements were performed at the
momentum transfer �Q = (0 0 9).

Figure 9(a) shows the main-edge RIXS spectra in the energy
range 2 eV � ε � 10 eV. Figure 9(b) shows the same spectra
on the energy scale in the region of the M1 peak (2eV � ε �
5 eV). For a better comparison, the RIXS spectra measured
at T = 300 K (red solid line) are superimposed on the
spectra measured at higher temperatures. Within statistical
error, the main-edge RIXS spectra do not show temperature
dependence.

Figure 10(a) shows the pre-edge RIXS spectra in the energy
range 2eV � ε � 10 eV. Figure 10(b) shows the pre-edge
RIXS spectra in the region of the P1 peak. The RIXS spectra
measured at T = 300 K (red) are superimposed on the spectra
measured at higher temperatures. Below T = 315 K, no
temperature dependence is observed. Between T = 330 and
340 K, the P1 peak becomes smaller compared with the one
measured at T = 300 K. At higher tempeatures T = 350 and
355 K, the P1 peak becomes broader, resulting in a decreased
spectral intensity. The decrease is clearly beyond the statistical
error.

F. Ei -independent RIXS response function and
dielectric loss function

Recently, Ament and co-workers44 have shown that, under
assumption of a local, strong or weak, and short-lived core-hole
potential, the RIXS cross section I (ε,Ei, �Q) can be factorized
into a resonant prefactor depending on the incident (Ei) and
scattered photon (Ef ) energies and the dynamic structure
factor S(ε, �Q):

I (ε,Ei, �Q) ∼ P (ε,Ei)S(ε, �Q)δ(ε − Ef + Ei). (1)

FIG. 8. (Color online) Intensity of the (a) elastic line, (b) the
RIXS peaks (M1, M2, M3), and (c) (P1, P2, P3) as a function of �Q
or 2θ .

The prefactor P (ε,Ei) is a product of two Lorentzian functions
with damping 
f and 
i due to the finite lifetime of
intermediate states:

P (ε,Ei)

= 1[
(Ef − Eres)2 + 
2

f /4
][

(Ei − Eres − |V |)2 + 
2
i /4

] .

(2)

Each Lorentzian function represents resonant dependence of
Ei and Ef with resonances at Eres + |V | and Eres, respectively.
Here, |V | is the local core-hole potential. This approach to
extract S(ε, �Q) from RIXS spectra was recently tested on a
number of copper oxides (Bi2CuO4, CuGeO3, Sr2Cu3O4Cl2,
La2CuO4, and Sr2CuO2Cl2) by Kim and co-workers.45 They
found that the extracted S(ε, �Q) is in agreement with the
dielectric loss-function measurement using a spectroscopic
ellipsometer.

Here, we apply this approach to extract a Ei independent
S(ε, �Q) from the main-edge RIXS spectra measured at �Qf =(0
0 9). The RIXS spectra measured at six different incident
energies (7127 eV< Ei < 7132 eV) are used in this procedure.
Parameters Eres, |V |, 
i , and 
f are determined by minimizing
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FIG. 9. (Color online) Temperature dependence of main-edge
RIXS [Ei = 7131 eV, �Q = (0 0 9)] spectra (a) in the wide energy
range and (b) in the region of the M1 peak.

the difference between S[ε, �Q = (0 0 9)] obtained from RIXS
spectra at different Ei and the averaged one. The best fit
parameters are Eres = 7132 eV, |V | = 4.4 eV, 
i = 3 eV, and

f = 1.45 eV.46 Figure 11 shows S[ε, �Q = (0 0 9)] calculated
from Eqs. (1) and (2) with these parameters, and RIXS spectra
at different Ei as dashed lines. The averaged S[ε, �Q = (0 0 9)]
is shown as a solid line.

Using the same fit parameters, we also derive S[ε, �Q =
(0 0 6)]. We find that the gap energy corresponding to the
onset energy of the inelastic feature is smaller in S[ε,(006)]
than S[ε,(009)]. For a comparison, the ab-plane and c-axis loss
functions measured by a spectroscopic ellipsometer are plotted
in Fig. 12. The ab-plane and c-axis loss functions are obtained
by digitizing Fig. 1 of Ref. 47. Both loss functions show peaks
around 4 eV. Increasing spectral weight at higher energy arise
from higher energy peaks. The energy gap obtained from loss
functions is about 3 eV. Noteworthy, we find that the gap
energy of S[ε,(006)] is close to that of the loss functions.

IV. DISCUSSION

Both pre-edge and main-edge RIXS spectra show no
features at energies ε < 3 eV. This is the region where on-site
dd excitation should take place. This observation is explained
by spin-selection rules. In FeBO3 five 3d electrons fill t2g and
eg crystal-field levels in the high-spin configuration. When a
single Fe3+ in the octahedral crystal symmetry is considered

FIG. 10. (Color online) Temperature dependence of pre-edge
RIXS [Ei = 7113.5 eV, �Q = (0 0 9)] spectra (a) in the wide energy
range and (b) in the region of the P1 peak.

and a spin-orbit coupling in 3d electron is ignored, all on-site
dd excitations are spin forbidden. The spin-orbit coupling of
the core hole is not involved in the process of the K-edge
RIXS unlike the M- and L-edge RIXS, where large spin-orbit
couplings of 3p and 2p core holes give rise to mixed states
of different spins. In this sense, the spin-selection rule in the

FIG. 11. (Color online) Ei-independent RIXS response function
S[ε, �Q =(0 0 9)] derived from main-edge RIXS spectra and Eqs. (1)
and (2) (see the text).

235109-7



JUNGHO KIM, YURI SHVYD’KO, AND S. G. OVCHINNIKOV PHYSICAL REVIEW B 83, 235109 (2011)

FIG. 12. (Color online) Comparison between S(ε, �Qf ) extracted

from measurement at �Qf = (0 0 6) and (0 0 9) and the loss functions
from the literature (Ref. 47).

K-edge RIXS is similar to nonresonant inelastic scattering
(NIXS), where the selection rule is �S = 0.48,49

We observe that features above the optical gap (ε >

3 eV) are resonantly enhanced in the main-edge RIXS of
FeBO3. This resonant enhancement has been observed in
a number of main-edge RIXS studies on cuprates14–20,50–52

and nickelates.23,24 The interesting observation is that the
pre-edge RIXS also leads to resonantly enhanced features at
ε > 3 eV. Their dependence on the incident photon energy,
momentum transfer, photon polarization, and temperature is
different from those found in the main-edge RIXS, implying
that different types of excitations are enhanced in the pre-edge
RIXS.

In the following, we attempt to understand the observed
RIXS features at ε > 3 eV and their dependence on the incident
photon energy, momentum transfer, photon polarization, and
temperature in terms of the MH and CT exctations. We
predict excitation energies of the MH and CT of FeBO3

in the framework of the multielectron approach.9,53 The
influence of the FeO6 octahedra distortion is assumed to be
insignificant. 3d spin-orbit coupling and interatomic exchange
on the excitation energy calculations are not considered. In
order to obtain fine multiplet structures, an advanced step
such as a multiconfiguration calculation including interactions
not considered in this atomic model is necessary. Knowledge
of the atomic multiplet structure is, nevertheless, helpful as
a first step to understand the underlying physical process
behind the observed excitations. We compared the evaluated
excitation energies with the experimental data. Based on these
results, the electronic structure around the chemical potential is
deduced.

A. Multielectron analysis of the Mott-Hubbard and charge
transfer excitations

We will use the many-electron multiband model by Ovchin-
nikov and Zabluda to analyze MH excitation in FeBO3.9,53 In

this model, the Hamiltonian of the system is written as

H =
∑
λ,σ

(
ελnλσ + Uλ

2
nλσnλσ

)

+
∑
λ,λ′

(λ �=λ′)

∑
σ,σ ′

(Vλλ′nλσnλ′σ ′ − Jλλ′a
†
λσ aλσ ′a

†
λ′σ ′aλ′σ ). (3)

Here, λ and σ are the orbital and the spin indices, aλσ

(a†
λσ ) is the creation (annihilation) operator of d electrons

with the spin σ , and nλσ = a
†
λσ aλσ . The quantity ελ is

the atomic 3d level energy that may take the values of
ε(t2g) = εd − 0.4 × (10Dq) and ε(eg) = εd + 0.6 × (10Dq).
Coulomb intraorbital repulsion energy Uλ is nonzero when
the 3d electron occupies the same orbital with the different
spin. Coulomb interorbital repulsion energy Vλλ′ is nonzero
when a 3d electron occupies a different orbital. Hund exchange
energy Jλλ′ is nonzero when a 3d electron occupies a different
orbital with the same spin. Neglecting the orbital dependence,
these three energies are related by U = V + 2J . Note that
this is an atomic model, ignoring 3d spin-orbit interaction and
interatomic exchange.

The ground-state crystalline term of FeBO3 is 6A1g . Its
energy E(d5:6A1g) is equal to

3ε(t2g) + 2ε(eg) + 10V − 10J = 5εd + 10V − 10J. (4)

The lowest d4 configuration corresponds to occupied three t2g

and one eg states in the high-spin configuration in which the
crystalline term is 5Eg . Its energy E(d4:5Eg) is equal to

3ε(t2g) + ε(eg) + 6V − 6J = 4εd − 6Dq + 6V − 6J. (5)

The lowest d6 configuration corresponds to occupied four
t2g and two eg in the high-spin configuration in which the
crystalline term is 5T2g . Its energy E(d6:5T2g) is equal to

4ε(t2g) + 2ε(eg) + U + 14V − 10J

= 6εd − 4Dq + U + 14V − 10J. (6)

1. Mott-Hubbard excitations

Now we can calculate the lowest MH excitation energy

εP 1 = E(d6 : 5T2g) + E(d4 : 5Eg) − 2E(d5 : 6A1g)

= U + 4J − 10Dq = UG. (7)

Higher MH excitations are

εP 2 = E(d6 :5 Eg) + E(d4 :5 Eg) − 2E(d5 :6 A1g)

= UG + 10Dq, (8)

ε
′
P 2 = E(d6 :5 T2g) + E(d4 :5 T2g) − 2E(d5 :6 A1g)

= UG + 10Dq, (9)

and

εP 3 = E(d6 :5 Eg) + E(d4 :5 T2g) − 2E(d5 :6 A1g)

= UG + 20Dq (10)

(see Fig. 13). There are also spin-forbidden excitations such
as E(d6:1A1g)+ E(d4:1T2g)-2E(d5:6A1g), which are silent in
the RIXS experiment.
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FIG. 13. Scheme of Mott-Hubbard excitations d5
i d

5
j → d4

i d
6
j ,

associated with (a) P1, (b) P2, and (c) P3 RIXS features. The
ground-state levels d5(6A1g) are marked by a cross.

All energies discussed above were calculated in the ground
state. In the intermediate state of RIXS (see Fig. 1), there is
the core hole with large Coulomb interaction with cation and
oxygen electrons:

H1s,3d = −Vsd

∑
λσ

nd
λn1s ,H1s,2p = −Vsp

∑
μσ

np
μσn1s . (11)

Here, nd
λσ (np

μσ ) are the number of d electrons in the λ orbital
(p electrons in the μ molecular orbital), and n1s is the number
of holes in the core orbital. In the intermediate state n1s=1, and
the interaction (10) results in the renormalization of the local
energies of 3d and 2p electrons:

εd → εd − Vsd, εp → εp − Vsp. (12)

The magnitude of the Coulomb matrix elements is quite large,
typically Vsd ≈ Vsp = 7 eV. Strictly speaking, Vsp may be
smaller due to larger screening of the 2p electrons. However,

FIG. 14. Two types of the CT excitations (solid line and dotted
lines), and the MH excitation (dashed-dotted lines).

in our treatment, we neglect this difference so as not to increase
the number of empirical parameters. This renormalization
shifts the energy of the upper Hubbard band (UHB) 
c =
E(d6 :5 T2g) − E(d5 :6 A1g) and the low Hubbard band (LHB)

c = E(d6 :5 T2g) − E(d5 :6 A1g). Nevertheless, the energies
of the MH excitations like these shown in Fig. 13 do not depend
on the core-hole Coulomb interaction.

2. Charge transfer excitations

In the multielectron approach, several channels exist for
the CT excitations. The simplest one has been discussed54:
the one-electron p-d transitions from the odd-parity oxygen
γu = t1u(σ ),t1u(π ),t2u(π ) orbitals to the even-parity iron t2g

and eg orbitals generate the many-electron transitions d5 →
d6L (6A1g →6 T1u), which differ by crystalline term of the
respective 3dn+1 configuration

(
t3
2g; e2

g

)6
A1g → (

t4
2g; e2

g

)5
T2g : γu, (13)(

t3
2g; e2

g

)6
A1g → (

t3
2g; e3

g

)5
Eg : γu. (14)

There are three strong dipole CT excitations t2u(π ) → t2g ,
t1u(π ) → t2g , and t1u(σ ) → eg . Thus, in the multielectron
approach, we obtain the following CT excitations (Fig. 14):

εM1 = E(d6L :5 T2gt2u(π)) − E(d5 :6 A1g), (15)

εM2 = E(d6L :5 T2gt1u(π)) − E(d5 :6 A1g)

= εM1 + 1 eV, (16)

εM3 = E(d6L :5 Egt1u(σ )) − E(d5 :6 A1g)

= εM1 + 2.2 eV + 10Dq. (17)

The numbers on the right side are just the energy differences
t1u(π ) − t2u(π ) and t1u(σ ) − t2u(π ).54,55 The p-d Coulomb
and exchange interactions are small (being interatomic versus
intra-atomic d-d interactions), and, for the high-spin d4,
d5, and d6 configurations, they mostly compensate each
other, which is why we neglect their contribution. The d5 →
d6L CT excitation shown by the vertical line in Fig. 14
is similar to the standard CT excitations (see Fig. 1 of
Ref. 13).

In addition, other CT excitations of the type d5 + d5 →
d5L + d6 are shown in Fig. 14 by dashed lines. Their energies
are

ε′
M1 = E

[
d5L : t4

2ge
1
g(4T1)t2u(π )

] + E(d6 :5 T2g)

− 2E(d5 :6 A1g), (18)
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ε′
M2 = E

[
d5L : t4

2ge
1
g(4T1)t1u(π )

] + E(d6 :5 T2g)

− 2E(d5 :6 A1g), (19)

ε′
M3 = E

[
d5L : t3

2ge
2
g(4A1g)t1u(σ )

] + E(d6 :5 T2g)

− 2E(d5 :6 A1g). (20)

The energies of the CT excitations [Eqs. (18)–(20)], however,
are equivalent to εM1,εM2, and εM3 from Eqs. (15)–(17). If we
would not have neglected the small contribution Vpd − Jpd of
the p-d interaction, there would be a difference between the
two sets of the CT excitations. We estimate this difference to
be ≈0.1 eV, which is less than the experimental resolution.

B. Main-edge RIXS and CT excitations

In the main-edge RIXS process, a valence electron ex-
citation is indirectly induced by the interaction between
the core-hole and valence electrons.44 In this process, CT
excitations are expected to be enhanced because they couple
strongly to intermediate states, in which charge has moved
from the ligand to the TM to screen the 1s core hole.14,56

Excitations between d orbitals such as MH excitations are not
expected because angular momentum can not be transferred to
the 3d valence system. This whole process is well captured by
the formalism of Ament, Forte, and van den Brink,44 in which
the RIXS response function is proportional to the dynamic
structural factor or dielectric loss function. In this paper, we
showed that our data can be described by this formalism, and
the Ei-independent RIXS response function S(ε, �Q) can be
obtained. In particular, the energy gap of S[ε, �Q = (0 0 6)] is
found to match well that of the dielectric loss functions from
spectroscopic ellipsometry.

We attribute the observed peaks in the main-edge RIXS
to dipole CT excitations. Two low-lying peaks, M1 and M2,
disperse by 0.28 and 0.56 eV, respectively. The dispersive
nature of CT excitation has been previously reported for
cuprates in a number of RIXS studies.15,16,20,23,52,57 CT
excitations in cuprates are associated with transitions from
the Zhang-Rice band (O2p) to the upper Hubbard band
(UHB). For example, the 2-eV peak of La2CuO4 disperses by
0.1∼0.5 eV.20,23,52 The observed insensitivity of the main-edge
RIXS peaks to the AFM magnetic order is naturally explained
because the spectral intensity of CT excitations is known to be
insensitive to local magnetic correlations due to the completely
filled oxygen 2p states.58 Around 90◦ scattering angle in
the horizontal scattering geometry (π polarization), the CT
excitation is strongly suppressed because the incident photon
polarization component is perpendicular to the scattered
photon polarization component.27,59,60 This explains the small
main-edge RIXS intensity around the 90◦ scattering angle.

We attribute the M1 and M2 peaks to t2u(π ) → t2g and
t1u(π ) → t2g , respectively. As shown in Table II, the observed
M2 energy (4.93 eV) is in a good agreement with the theoretical
value (4.82 eV). In the case of the M3 peak, we find a
larger discrepancy between the experimental M3 (8.36 eV)
and the theoretical value (7.59 eV). One explanation is that
the M3 peak is related to a higher CT excitation, which is not
considered in our theory. Another plausible origin for M3 is a

TABLE II. Peaks in the measured RIXS spectra, their assignments
to the MH and CT excitations, and excitation energies from the
experiment and theory. The peak energies are measured at �Qf =(0 0
6).

Energy (eV)
Peak Assigned transition Experiment Theory

Main-edge RIXS
M1 t2u(π ) → t2g 3.82 3.82
M2 t1u(π ) → t2g 4.93 4.82
M3 t1u(σ ) → eg 8.36 7.59

Pre-edge RIXS d5 : 6A1g + d5 : 6A1g→
P1 d6 : 5T2g + d4 : 5Eg 3.96 3.96
P2 d6 : 5Eg + d4 : 5Eg 5.85 5.53
P3 d6 : 5Eg + d4 : 5T2g 8.36 7.10

damped plasmon mode suggested in the Mn K-edge22 and Co
K-edge.61 Assuming that the main-edge RIXS measures the
dynamic structural factor, this damped plasmon mode could
exist as nonresonant inelastic x-ray scattering.62 A rather broad
width of the M3 peak is consistent with the damped plasmon
mode.

C. Pre-edge RIXS versus MH excitations

The pre-edge RIXS enables direct access to the 3d valence
system, similar to the M-edge (3p-3d) or the L-edge (2p-
3d) RIXS (Ref. 63) but without the complexity imposed by
the spin-orbit interaction. MH excitations can be observed in
the pre-edge RIXS since angular momentum is transferred
to the 3d valence system. MH excitations were theoretically
predicted to be observed by RIXS (Ref. 64) and have been
found in the RIXS studies on manganites, which are typical
MH insulators.21,22,65

We attribute the observed peaks in the pre-edge RIXS
spectra to MH excitations. The pre-edge RIXS excitations
show no dispersion, in contrast to the dispersive behavior of
the CT excitations. The origin of the difference in dispersion
is that the delocalized ligand 2p band has a larger bandwidth
than the transition metal 3d band. Note that Mott-Hubbard
excitations in manganites do not show any obvious dispersive
behavior.21,22,65

The observed temperature dependence of the pre-edge
RIXS excitation can be understood by the spin-conserving
MH excitation in the strong crystal-field limit. As mentioned
before, five d electrons in FeBO3 fill three-fold degenerate
t2g and two-fold degenerate eg in the high-spin configuration.
The Mott-Hubbard excitation in FeBO3 is the intersite charge
transfer between two neighboring Fe ion sites resulting in d4

on one site and d6 on the other site. In the antiferromagnetic
nearest-neighbor alignment, this transition occurs easily be-
cause the NN site has the unoccupied level with the same spin
with the electron at the center site. On the other hand, in the
ferromagnetic NN alignment, the electron at the center site can
not hop to the NN site because the unoccupied level at the NN
site is in the opposite spin state. Therefore, the change in the
antiferromagnetic NN alignment will be reflected in the MH
excitation.
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The photon polarization dependence in the TM L edge
is investigated by several authors.59,60 They showed that the
transition between the same symmetry states are forbidden in
the measurement geometry of the π -polarized incident photon
and 2θ = 90◦. In FeBO3, MH excitations involve changes
in the symmetry of the electronic wave function, and so the
π -polarization condition does not prevent the observation of
the MH excitations at 2θ = 90◦.

We attribute P1, P2, and P3 peaks to MH excitations as
shown in Fig. 13. Based on this assumption, we calculate
UG = 3.96 eV. We take the crystal-field parameter 10Dq =
1.57 eV from the optical study.9 The typical value of the Hund
coupling for Fe3+, J is 0.7 eV. Then, from Eq. (7), we find the
bare Hubbard U = 2.73 eV. By using these values, εP 2 and εP 3

energies can be calculated. As shown in Table II, the observed
εP 2 (5.85 eV) is in agreement with the theoretical value
(5.53 eV). On the other hand, we find a discrepancy between
theory (7.1 eV) and experiment (8.36 eV) of εP 3.

D. Electronic structure in FeBO3

Figure 15 shows a schematic diagram of the electronic
structure around the chemical potential (μ) in FeBO3

based on the experimental data. The position of the non-
bonding (NB) oxygen O2p band relative to the LHB
is determined by the value εp − 
v , and we found the
charge transfer energy δ = εp − εd from Eqs. (4), (6),
and (15):

δ = U + 4V − 4Dq − εM1 = 1.082 eV. (21)

The value of the LHB energy is given by 
v = εd + 4(V −
J ) + 6Dq. The energy separation between the LHB and O2p

band is equal to

εp − 
v = U + 4J − 10Dq − εM1 ≈ 0.14 eV. (22)

Due to oxygen-oxygen hopping, the O2p band has a disper-
sion. The bandwidth 2wp may be estimated as wp = ztpp,
where tpp is the interatomic hopping between z nearest neigh-
bors. For a typical value tpp = 0.2–0.4 eV, we can estimate
wp = 1–2 eV. Recent density-functional-theory calculations
within the generalized gradient approximation (GGA and

Ωv Ωc

UHBLHB

NB O 2p
εM1= 3.82 eV

ΔG= 2.82 eV

UG= 3.96 eV

0.14 eV

εp

εp+wp

µ

µ

UHB

FIG. 15. Schematic of the electronic structure around the chem-
ical potential (μ) in FeBO3. Energies are in the unit of eV, based on
the presented RIXS measurements.

GGA+U) approach have revealed the dispersion at the top
of the valence band with a width of 1 eV.12 Thus, the
value wp = 1 eV will be used in our estimations. The top
of the valence band has an energy of εv = εp + wp. The
insulating charge transfer gap �G = 
c − εv = εM1 − wp. For
wp = 1 eV, the gap is �G = 2.82 eV, which is close to the gap
value 2.9 eV obtained from optical absorption spectroscopy.66

The position of the LHB inside the valence band is
given by

εv − 
v = UG − �G ≈ 1.14 eV. (23)

This parameter has been estimated as 1.4 eV by Ovchinnikov
and Zabluda.9 The recent, more accurate estimation based
on the infrared absorption spectrum measurements in FeBO3

results in 1.26 eV.67 With these infrared data, the energy of
the first MH excitation UG = 4.04 eV, which is close to the
present value UG = 3.96 eV.

V. SUMMARY

In this paper, we report on the first successful resonant
inelastic x-ray scattering (RIXS) studies at the K-absorption-
edge of Fe. Preliminary results have been published in
Ref. 28. We observe qualitatively different behaviors of the
RIXS excitations associated with the main-edge and pre-edge
absorption transitions. These two types of excitations have
different incident energies, momentum transfers, and temper-
ature dependences. We present a multielectron analysis of the
Mott-Hubbard and charge transfer excitations, and calculate
their energies. In this framework, we interpret the main-edge
and pre-edge RIXS excitations as charge transfer and Mott-
Hubbard excitations, respectively. This paper demonstrates
effectiveness of the K-edge RIXS spectroscopy as a simulta-
neous probe of charge transfer and Mott-Hubbard excitations
in transition metal compounds. Phenomena of the insulator-
semiconductor transition and the collapse of the magnetic mo-
ment have been observed recently in FeBO3 under pressure.5–7

For a detailed understanding of these phenomena, it is essential
to know charge transfer energy, crystal-field splitting 10Dq,
and Coulomb repulsion U . We have demonstrated that K-edge
RIXS can be used to measure these quantities directly. The
K-edge RIXS, being a hard x-ray bulk-sensitive probe, can
be used to study material under high pressure. It would be
appealing in the next step to use these techniques to study the
pressure-induced electronic and magnetic property changes in
FeBO3.
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