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Abstract. We report 960 nm-range bottom emitting vertical cavity surface emitting lasers (VCSELs) with a record 15 mW
of continuous wave single transverse mode output power that employ multiple aperture oxidation layers combined with a
specific intracavity contact design. At relatively high operational currents the VCSELs switch from trivial multi-mode to
single-mode operation with a SMSR >20 dB. We present detailed continuous wave and pulsed-measurements, and
numerical modeling to investigate the crucial role of self-heating on the VCSELs unusual single-mode behavior.

Vertical cavity surface emitting lasers (VCSELs) are the key
components for low-cost high speed local- and storage-area
network (LAN/SAN) data communication systems. The rapi-
dly increasing relevance of short reach optical interconnects
and their continued penetration into traditional copper intercon-
nect markets stimulate a strong research interest in high-speed
VCSELs with single-mode emission. The extremely short cav-
ity length of VCSELs leads to inherent efficient longitudinal
mode selection, while devices have a strong tendency to oper-
ate in multiple transverse modes. Typically ultra-small current
apertures are required for stable fundamental mode operation.
These small oxide apertures have smaller gain volumes and
this limits the VCSELs output power due to device heating
and tends to increase failure rates due to increased operational
current densities. By introducing the proper gain and optical
confinement into the VCSELs microcavity or a selective loss
profile into the DBRs as outlined in [1–5] one can enhance the
transverse-mode discrimination. However these proposed epi-
taxial and post-growth techniques involve relatively complex
extra processing, or a hybrid assembly configuration that is
highly sensitive to misalignment and mechanical disturbances.
Thus we continue to seek a reliable design and method to realize
low-cost and high-power single-mode VCSELs to enable low-
cost and high yield manufacturing. In this work we present our
investigations of self-heating phenomena in bottom-emitting
960 nm VCSELs and discuss the attributes of our single-mode
VCSEL design.

1. Design

The VCSEL structures are grown by metal organic vapor phase
epitaxy on semi-insulating GaAs substrates and designed for
emission near 960 nm. The active region consists of five, 4 nm-
thick compressively strained Ga0.8In0.2As quantum wells with
6 nm-thick tensile-strained GaAs0.92P0.08 barrier layers. We
carefully design the layer thicknesses to set both the local and
the global strain well below values critical for high quality
growth. The distributed Bragg reflectors (DBRs) are primarily
composed of Ga1−xAlxAs (x = 0.12 and 0.9) with 20 nm-thick
graded interfaces and quasi-periodic doping with C and Si to
reduce the VCSELs resistance. The upper p-doped DBR has
30 periods including two 30 nm-thick Ga0.02Al0.98As aperture
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Fig. 1. Measured L-I-characteristics of the bottom-emitting VC-
SELs with 6–7 μm oxide apertures at RT in the CW regime. Inset:
Differential slope efficiency as a function of current, emission spec-
tra at 10 and 20 mA.

layers adjacent to the microcavity active region aimed to help
reduce the VCSELs parasitic capacitance [Nishiyama]. The
lower DBR resides on top of the S.I. substrate and is divided into
a 5 period n-doped DBR, a 1.25λ-thick (n+) GaAs intracavity
contacting layer, and a 15 period undoped DBR.

The fabrication sequence begins with the lift-off deposition
of circular p-type metal on the top surface, followed by anneal-
ing and a dry-etch down just past the microcavity active region
and exposed aperture layers. The mesa etch is followed by the
selective wet oxidation of the two oxide aperture layers and five
adjacent capacitance reducing deep oxide layers. Next a second
dry-etch is performed down to the top of the (n+)GaAs intra-
cavity contact/current spreading layer, followed by a selective
etch to an etch-stopping layer and an n-type metal lift-off.

2. Results and discussion

Typical continuous wave (CW) light-current (L-I) characteris-
tics from theVCSELs with oxide aperture diameters of 6–7μm
are given in Fig. 1. Devices show room temperature (RT) las-
ing in the CW regime with threshold currents of 2 mA and
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Fig. 2. RT emission spectra for bottom-emitting VCSELs with 6–
7 μm diameter oxide apertures at 20 mA at different pulse widths
(pulse ratio 1:100).

maximum output powers of 17 mW at 25 mA. The differential
resistance slightly varies from 65 to 45 Ohms with current due
to dissipated power. The relatively high threshold can be ex-
plained by absorption in the p-doped thick DBR and n-doped
intracavity contact layer. According to the inset in Fig. 1, the
dependence of differential slope efficiency on forward bias cur-
rent has three parts: rapid increase and saturation at 0.58 W/A
due to the appearance of lasing (region I); quick switching to
lasing with 0.78 W/A (region II); and a monotonic decrease
due to overheating (region III). In each of the three regions
the differential efficiency depends on the injection efficiency,
internal optical loss, and mirror loss. However the mirror loss
is relatively insensitive to current due to the weak thermal de-
pendence of the DBR layers refractive indices. Moreover we
believe the injection efficiency remains practically constant be-
cause we do not observe kinks in the I-V-curves (not shown).
Hence, we attribute the observed behavior to drastic changes
in the VCSEL mode structure since each cavity mode has an
individual intrinsic optical loss. Note that the VCSELs start
working in region II at lower currents with temperature rise
and, as a result, the region I fully disappears at temperatures
higher than 60 K.

At low currents (<10 mA) in the CW regime the VCSELs
show clear multimode operation at a peak emission wavelength
of 945 nm via high-order modes (see insets in Fig. 1). However
the subsequent increase of operational current results in the
rapid increase of the side-mode suppression ratio (SMSR) and
a switching to a single-mode lasing regime at a peak emission
wavelength of 960 nm (region II). As a result, single transverse
mode emission at a power of 15 mW and with a SMSR greater
than 30 dB is obtained. To the best of our knowledge, this is the
highest single-mode output power reported for any monolithic
VCSEL to date.

The observed phenomena cannot be explained by oxide
index guiding or non-uniform current pumping of the active
region because these effects are hardly depend on forward bias
current for our current VCSEL design. Fig. 2 depicts the emis-
sion spectra at a fixed current in the pulsed regime. At small
pulse width (<400 ns) high-order modes dominate the lasing
spectra (e.g. multi-mode operation). However the subsequent
increase of pulse width results not only in a red-shift of the las-
ing wavelength, but also in a rapid increase of the optical power
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Fig. 3. Calculated thermal distribution of bottom-emitting VCSELs
with 6–7 μm diameter oxide apertures. Temperature of the heatsink
is 300 K and injection current is 20 mA, resulting in a 21 K temper-
ature rise in the active region.

for the fundamental mode. These results demonstrate distinctly
the crucial role played by ohmic dissipation (self-heating) in
determining the CW modal behavior of the investigated VC-
SELs.

The 2D heat transport simulation of the device revealed a
strong temperature gradient along the plane of the active re-
gion caused by effective lateral heatsinking. The temperature
profile changes the refractive index of the cavity forming a
thermal lens. Finally, the central region has an increased effec-
tive index profile creating an effective graded-index waveguide
with a high index core. Such an effective waveguide leads to a
stronger optical confinement of the fundamental mode, lower
due to absorption in the nonpumped (passive) region and due
to scattering from the multiple oxide apertures (via index dis-
continuities), and thus an increased SMSR.

To conclude, high-power single-mode oxide-confined
VCSELs emitting near 960 nm were fabricated. We performed
pulsed-measurements and heat transport modelling to clarify
the physical nature of our VCSELs unusual single-mode be-
havior.
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Features of antiwaveguiding oxide-confined 980 nm VCSELs
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Abstract. 980-nm conventional and antiwaveguiding VCSELs with the same active region were investigated. Theoretical
analysis of the antiwaveguiding design predicts enhancement of the oscillator strength for the VCSEL mode due to the
suppression of the in-plane modes. Our experiments revealed additional positive effects of the antiwaveguiding design on
both static and dynamic properties, which can be attributed to the decrease of the photon lifetime and increased thickness of
the oxide aperture.

Introduction
During the last decade optical fiber data communication sys-
tems is gradually taking over copper interconnects and will
become the leading technology in short distance datacom net-
works in the near future. Vertical cavity surface-emitting lasers
(VCSEL) manifest themselves as reliable, ultra low-cost and
high-speed light sources for Local/Storage Area Networks
(LAN/SAN) [1]. At the same time continuous growth of trans-
ferred amount of information force telecom companies to seek
more efficient, robust and faster light sources. This motivates
efforts toward further optimization of VCSELs.

A common way to increase the bit data rate of the light
emitter is to increase the modulation bandwidth of the device.
The maximum achievable bandwidth in the absence of damp-
ing and electrical parasitic is proportional to frequency of re-
laxation oscillations, which is current dependent and can be
defined for instance as [2]:

ω2
r = �vga (I − Ith) /qV ,

where ωr — frequency of relaxation oscillations, � — opti-
cal confinement factor, vg — group velocity, a — differential
material gain, I — operating current, Ith — threshold current,
q — elementary charge, V — carrier volume.

From the equation given above and the given optimal oper-
ating current density (to avoid overheating and fast degradation
effects) one can maximize ωr by: 1) decreasing threshold cur-
rent; 2) increasing differential material gain; 3) increasing �-
factor; 4) reducing overheating. A numerous efforts were made
to increase differential gain using strained quantum wells [3]
or submonolayer quantum dots [4]. Another approach to is
to minimization free carrier absorption and, thus, internal op-
tical losses by applying proper doping profiles of the graded
interfaces of DBR mirrors [5] or using intracavity contacts and
undoped mirrors [6]. Other approach was demonstrated by
Westbergh et al [7]. They have raised significantly modulation
bandwidth by decreasing the photon lifetime.

1. Anti-waveguide conception
As was recently underlined [8]VCSEL may also suffer from in-
plane waveguide modes, which originate due to the refractive
index (RI) contrast between the GaAs-rich cavity and AlGaAs-
rich DBR mirrors. In conventional VCSEL design sponta-
neously emitted light propagates not only in vertical direction
and about 40% of all emitted power is attributed to the in-plane
waveguide mode causing gain depletion and other parasitic ef-
fects like saturable absorption and the related self-pulsation.

Proposed antiwaveguiding concept [9] aims to suppress the
guided mode intensity so that no optical in-plane mode hav-
ing a significant overlap with the active region exists. In the
present approach we use low RI cavity as compared to aver-
age RI of distributed Bragg reflectors (DBR). According to our
calculations, in a such design optical power of the waveguide
mode is redistributed to vertical VCSEL mode [8] and virtual
tilted modes increasing their gain. In this work we analyze in
details effect of antiwaveguiding design on VCSEL properties.

2. Experiment

TwoVCSEL structures were grown on n+ GaAs (100) substrate
by molecular beam epitaxy. The active region based on sub-
monolayer InGaAs quantum dots [10] was inserted into a thin
GaAs region and centered inside cavity. The conventional VC-
SEL design (ref-VCSEL) employs high index Al0.15Ga0.85As
λ-cavity, while the anti-waveguiding VCSEL (AVCSEL) de-
sign employs low index Al0.2Ga0.8As 3/2λ-cavity (Fig. 1a).
Doped top/bottom Al0.9Ga0.1As/GaAs DBRs with 20/32 pairs
and optimized electrical resistance with grating interfaces and
modulation doping were used. The AlAs/Al0.9Ga0.1As aper-
ture layer was placed in a field intensity node on top of the cavity
on the p-side. The VCSEL and AVCSEL devices with coplanar
top contacts were processed using standard lithographic, metal
deposition, dry etching techniques and wet oxidation.

3. Results and discussion

The idea of antiwaveguiding concept is illustrated on Fig. 1a,
where refractive indexes and calculated optical fields of grown
structures are shown. Using of low-index cavity allows one
to remove parasitic waveguide mode (thin solid line) keep-
ing high overlap of vertical mode (dashed line) with active
area. In Table 1 light-current characteristics for both VCSELs
are summarized. AVCSEL device has identical to ref-VCSEL
threshold current (<0.3 mA) and slightly increased differen-
tial efficiency. At the above threshold conditions, the total

Table 1.

Ith Diff. eff. Max. power IRO

(mA) (W/A) (mW) (mA)

ref-VCSEL 0.28 0.55 3.6 10.9

AVCSEL 0.26 0.62 3.8 8.6
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Fig. 1. a) Design of the devices. Bold solid line — refractive index;
thin solid line — squared optical field for waveguide mode; dashed
line — squared optical field for vertical mode. b) SEM images of ox-
idized apertures. Dark black corresponds to oxide, gray corresponds
to AlGaAs material.

external differential efficiency depends on injection efficiency,
internal optical loss and mirror loss [1]. The standard transmis-
sion matrix simulation revealed 25% increase of mirror loss in
AVCSEL design as compared to that for VCSEL design (e.g.
decrease of photon lifetime, which may be important for high
speeds). This happens due to cavity-DBR RI contrast inverse.
On Fig. 1b SEM images of apertures of both structures are
shown. It is clearly seen that the total oxide thickness of aper-
ture in AVCSEL is surprisingly 4-times thicker than that for
VCSEL. This happens due to effect of vertical oxidation of
low-index Al0.8Ga0.2As layer from AlAs/Al0.9Ga0.1As aper-
ture layer. Thick oxide in AVCSEL results in strong index
guiding effect and modifies lateral optical mode distribution
causing mode to shrink in the center of active region area [11].
This implies optical mode overlapping with highly pumped
central area of active region and reducing mode penetration
into unpumped lossy side parts.

To analyze the effect of anti-waveguiding concept on high
frequency properties ofVCSELs the microwave reflection mea-
surements were made. VCSEL high-frequency equivalent cir-
cuit [12] used for fitting is shown on the inset of Fig. 2. Eval-
uated values of VCSEL parasitic capacitance (Cp) and serial
resistance (Rs) are 200 fF and 30 Ohm respectively. Equiva-
lent resistance of active region (Ra) is about 3 times higher for
AVCSELs as compare with ref-VCSEL (200 vs. 70 Ohm) due to
thick low-doped Al0.8Ga0.2As layer having lower conductivity.
The evaluated effective capacitances of active region (Ca) as a
function of aperture sizes are plotted on Fig. 2. Capacitance of
the active area which is the sum of capacitance of oxide layers
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Fig. 2. Evaluated capacitance Ca as a function of aperture size.
Inset: equivalent electrical circuit used to fit S11 curves.

and junction capacitance [12] is found to be smaller and much
less sensitive to the aperture size in the case of AVCSEL. This
fact can be attributed to the thick antiwaveguiding layer which
can be treated as a deep oxidation layer [12]. This leads to the
significant reduction of the main part of parasitic capacitance
of the active area — oxide layer capacitance.

Device capacitance results in increasing of the parasitic cut-
off frequency forAVCSEL (11 GHz) as compare with reference
VCSEL (6 GHz).

4. Conclusion
A 980-nm conventional VCSEL and antiwaveguiding VCSEL
with the same active region were compared. The antiwaveg-
uiding VCSEL demonstrated a higher differential efficiency
and electrical parasitics cut-off frequency. These facts can be
interpreted with the assistance of the positive effects of anti-
waveguiding design, namely: smaller photon lifetime and the
reduced capacitance of the active area.
Acknowledgements
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Abstract. Monolithic white LED structures with active region based on several InGaN QWs emitting in different optical
ranges were grown and investigated. Methods of the formation of nonuniform InGaN QWs which allow controlling
structural and optical properties of the QWs were investigated. Effect of number of the QWs and barriers between QWs on
optical properties of the monolithic withe LEDs was studied.

Introduction

Progress in the development of LEDs based on gallium nitride
in the past two decades allowed creating highly efficient solid-
state white light sources having long life time [1]. However,
in general LEDs developed are based on conversion of blue
light to white by phosphor. On the other hand, gallium nitride
based LEDs can emit in whole visible range and, therefore,
white light sources based on the concept of RGB mixing can
be created. The most promising LEDs which use the concept
of RGB mixing is a monolithic white LEDs containing in an
active region several InGaN layers emitting in the range from
blue to red. The main reason for the absence of these LEDs
is low efficiency of the emission of InGaN QWs emitting at
wavelengths longer 530 nm [2]. This is connected with high
In content in the InGaN layers which is needed to shift emis-
sion toward long-wavelength side. Significant mismatch of
the lattice parameters between GaN and InN results in genera-
tion of defects in such structures and worsening of the optical
properties. In this work, we investigated methods of epitax-
ial growth of the InGaN/GaN active regions to reach emission
in the yellow-green range and developed approaches to create
monolithic white LEDs which contain multiple InGaN QWs
in active region emitting at different wavelengths and mixture
of these emissions produce white light.

1. Methods of the growth of active region for monolithic
white LEDs

Design of LED structures based on combination of InGaN/GaN
short-period superlattice (SPSL) and InGaN QWs was inves-
tigated to suppress effect of dislocations and improve carrier
transport in the active region. These SPSLs with each layer
thicknesses near 1 nm were fabricated using novel method
based on cycle conversion of surface InGaN layer to GaN by
applying of growth interruptions in hydrogen atmosphere [3].
SPSLs having total number of periods from 3 to 30 nm were in-

Fig. 1. TEM images of the SPSL.

600 mbar

100 mbar

(a)

(b)

(c)

InGaN

InGaN

InAlN

SPSL20 nm

20 nm

Fig. 2. TEM images of the InGaN layers, grown at differ-
ent pressures (a), with growth interruptions (b), composite In-
GaN/GaN/InAlN structures.

vestigated by combination of optical methods, XRD and high
resolution transmission electron microscopy (HRTEM) with
geometric phase analysis. These investigations shown coales-
cence of neighboring InGaN layers in the SPSL and formation
of local areas having increased thickness (Fig. 1). Besides, In-
reach areas inside the SPSLs were revealed. These both effects
result strong modification of emission with total number of pe-
riod increase which accompanies shift of the peak position in
the range of 410–470 nm. Temperature and excitation power
dependences of the emission of the SPSLs were studied and
effect of carrier transport inside the SPSLs on emission spectra
was revealed.

Methods of fabrication of the active region of the monolithic
white LEDs were investigated with point of view realization
high color parameters of emission. Usually, main attention at
development of the technology of epitaxial growth of active
region for LEDs focuses on implementing high efficiency of
emission at narrow line width. However, in the case of white
LEDs based on mixture of colors the narrowness of the emis-
sion spectrum of individual colors will lead to a decrease of
color rendering index (CRI) [3]. Since width of the emission
line of the InGaN based active region depends on degree of
the nonuniformity in atom distribution in the InGaN layers (the
larger degree of the nonuniformity leads to increase in the width
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of the emission), different methods of synthesis of ultrathin In-
GaN layers were investigated to reveal effect of the growth on
structural and optical properties of these InGaN layers. Dif-
ferent approaches were investigated: effect of growth param-
eters (temperature, pressure); submonolayer formation of the
InGaN layers; effect of deposition of the thin InGaN layer on
the SPSL; transforming thin InGaN layer in the array of islands
during growth interruption in nitrogen-hydrogen atmosphere;
formation of composite InGaN/GaN/InAlN structures, based
on the transformation of thin InGaN layer deposited on a wide
band gap InAlN islands (Fig. 2).

These methods of growth of the InGaN layers were ap-
plied for growth of LED structures of blue and green-yellow
ranges. It was shown that transformation of the continuous In-
GaN layers to array of islands allows increasing external quan-
tum efficiency and improving injection of carriers to active
region [4]. Design of active region of LED structure emitting
in green-yellow range based on single InGaN layer deposited
on the SPSL was investigated [5]. Dependence of the external
quantum efficiency on the parameters of the SPSL (number of
periods, time of conversion, layer thickness) was revealed. It
was shown that using of this design of active region leads to
the increase of the maximal emission efficiency up to 16% at
540 nm and up to ∼8% at 560 nm.

2. Monolithic white LEDs

On the basis of these studies different designs of the active re-
gion of monolithic LEDs were investigated. Two-color white
LEDs based on the active region containing two blue InGaN
QWs emitting at 440–450 nm and one “deep” green InGaN QW
emitting at 540–570 nm range were investigated. As was men-
tioned above effective injection of carriers in all QWs should
be realized. Nonuniform injection leads to the dependence
of the emission intensity on the distance between QWs and
decreases emission intensity with increasing of the distance
between the InGaN QWs and p- and n-doped regions. This ef-
fect leads to the current dependence of the emission and, hence,
dependence of color parameters on current. We proposed to
use SPSL as a barrier between the QWs, emitting in the blue
and green spectral regions (Fig. 3) [6]. It was shown that such
SPSL can increase the efficiency of carrier injection into the
InGaN QWs, located on significant distance from the p-doped
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layer and improve emission efficiency of the monolithic LED
structure. Optical properties of the monolithic LED structures
were investigated in dependence on type (GaN or SPSL) and
thickness of the barrier separating the InGaN QWs. LED struc-
ture having thin GaN barrier shown a higher value of external
quantum efficiency that indeed is associated with a lower total
In content in the structure. However, in the case of thin barriers
intensity of the blue line is much higher than the intensity of
the green line that leads to a high value of the correlated color
temperature (CCT). For monolithic LED with SPSL based bar-
rier intensities of the blue and green emission are comparable
even at significant total thickness of the barriers (Fig. 4).

Dependence of the external quantum efficiency on the num-
ber of the InGaN QWs in active region was investigated. It was
shown that deposition of the three InGaN QWs emitting at dif-
ferent wavelengths (450, 510, 560 nm) in active region leads
to decrease of quantum efficiency on 20%. However, depo-
sition of four InGaN QWs results in significant decreasing of
the emission efficiency on 50%. For the processed two-color
monolithic white LED better external quantum efficiency of
7–10% was achieved at CCT is in the range of 7000–10000 K.
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Abstract. We show that the carrier capture from the optical confinement layer into quantum dots (QDs) can strongly limit
the modulation bandwidth ω−3dB of a QD laser. As a function of the cross-section σn of carrier capture into a QD, ω−3dB

asymptotically approaches its highest value when σn → ∞ (the case of instantaneous capture). With reducing σn, ω−3dB

decreases and becomes zero at a certain non-vanishing σmin
n . The use of multiple-layers with QDs considerably improves

the laser modulation response — ω−3dB is considerably higher in a multi-layer structure as compared to a single-layer
structure at the same dc current.

Introduction

Reducing dimensionality of the active region has been a key to
developing low-threshold semiconductor lasers [1,2]. In com-
mercial diode lasers, a two-dimensional active region (quantum
well) is used [3]. In quantum dot (QD) lasers, an ultimate case
of a zero-dimensional active region is realized [4,5]. While the
steady-state characteristics of QD lasers have been extensively
studied, their dynamic properties need to be further scrutinized.
In particular, the potential of QD lasers for high-speed direct
modulation of the output optical power by injection current
should be clarified.

In [6], the highest modulation bandwidth attainable in QD
lasers was estimated. For this purpose, an idealized situation
of instantaneous carrier capture into QDs was assumed. In ac-
tual semiconductor lasers, carriers are not directly injected into
the quantum-confined active region — they are first injected
into the optical confinement layer (OCL) and then captured
into the active region. Indirect injection adversely affects the
laser operating characteristics — the threshold current is in-
creased [7] and more temperature-sensitive [8], and the output
optical power is decreased [9,10]. Due to a transport delay
across the OCL and a capture delay from the OCL into the
active region, the bandwidth of direct modulation of the output
power by injection current is also reduced (see, e.g., [11] for
quantum well lasers).

In this work, we study the effect of non-instantaneous cap-
ture of carriers into QDs on the modulation bandwidth of an
edge-emitting QD laser.

1. Theoretical model

Our model is based on the following set of three coupled rate
equations for free carriers in the OCL, carriers confined in QDs,
and photons:

∂nOCL

∂t
= j

eb
− σnvnnOCL

NS

b
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NS
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−Bn2
OCL, (1)
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τQD
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∂nph

∂t
= vgg

max(2fn − 1)nph − vgβnph , (3)

where nOCL is the free carrier density in the OCL, j is the
injection current density, b is the OCL thickness, σn is the
cross-section of carrier capture into a QD, vn is the carrier
thermal velocity, NS is the surface density of QDs, fn is the
occupancy of the energy-level of a carrier confined in a QD,
B is the spontaneous radiative recombination constant for the
OCL, τQD is the spontaneous radiative lifetime in a QD, vg is the
group velocity of light, gmax is the maximum modal gain [7],
nph is the photon density (per unit volume of the OCL) in the
lasing mode, β = (1/L) ln(1/R) is the mirror loss, L is the
cavity length, and R is the facet reflectivity.

In (1) and (2), the quantity n1 = N3D
c exp(−En/T ) char-

acterizes the carrier thermal escape from a QD to the OCL,
where N3D

c is the effective density of states in the OCL, En is
the carrier thermal excitation energy from a QD, and T is the
temperature (in units of energy).

Strictly speaking, σn is the only parameter adequately de-
scribing the capture/escape into/from a QD. Using σn, two dis-
tinct characteristic times can be introduced – the capture time
into an unoccupied QD ensemble [10] and the thermal escape
time from an individual QD [7,10],

τcapt,0 = [σnvn (NS/b)]
−1 , τesc = (σnvnn1)

−1 . (4)

Within the framework of the small-signal analysis of rate equa-
tions, we consider j in (1) in the form of j=j0+(δjm) exp(iωt),
where j0 is the dc component and the amplitude δjm of the
time-harmonic ac component is small. We correspondingly
look for nOCL, fn,0, and nph,0 in (1)–(3) in the form of nOCL =
nOCL,0 +(δnOCL−m) exp(iωt), fn = fn,0 +(δfn−m) exp(iωt),
and nph = nph,0 + (δnph−m) exp(iωt), where nOCL,0, fn,0,
and nph,0 are the solutions of the steady-state rate equations at
j = j0 [9,10]. We thus obtain a set of algebraic equations in
the frequency-dependent small amplitudes δnOCL−m, δfn−m,
and δnph−m, the solution of which yields the modulation re-
sponse function H(ω) = |δnph−m(ω)/δnph−m(0)|2. Finally,
we arrive at a cubic equation for the square of the modulation
bandwidth ω−3dB — the frequency, at which H(ω) has fallen
to half its dc (ω = 0) value.

2. Discussion

The modulation bandwidth depends strongly on the capture
cross-section σn. At a fixed dc component j0 of the injection
current density, with making slower the capture into QDs (re-
ducing σn), ω−3dB decreases and finally becomes zero (Figs. 1
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and 2). As seen from Fig. 2, ω−3dB = 0 at a certain non-
vanishing σmin

n . This is due to the fact that, at a given j0, no
lasing is attainable in the structure if σn < σmin

n . Indeed, while
j0 is fixed (the horizontal dashed line), the threshold current
density increases with decreasing σn [7],

jth = eNS

τQD
f 2
n0 + ebB

(
n1

fn0

1 − fn0
+ 1

σnvnτQD

f 2
n0

1 − fn0

)2

. (5)

In order for the lasing to occur, j0 should be higher than jth. At
a certain σmin

n , jth becomes equal to j0 (Fig. 2). At σn ≤ σmin
n ,

jth ≥ j0, which means that there can be no lasing and hence
no direct modulation in the structure.

The minimum tolerable σn for the lasing to occur at j0 is
found from the condition jth = j0 and is given by

σmin
n (j0) = 1

vnτQD

f 2
n0

1 − fn0

√
ebB

×
√
j0 − eNS

τQD
f 2
n0 +

√
j

eq
th − eNS

τQD
f 2
n0

j0 − j
eq
th

, (6)

where j eq
th is jth for the case of instantaneous capture [j eq

th is
obtained using σn = ∞ in (5)].

With increasing j0, σmin
n becomes smaller, i.e., the lasing

can occur and hence the direct modulation of the output power
is possible at a slower capture. At high j0 (when σmin

n → 0),
the asymptotic expression for ω−3dB for σn in the vicinity of
σmin
n [(σn − σmin

n )/σmin
n � 1] is

ω−3dB ≈ 2
√
r − 1 vgg

max fn0 (1 − fn0)

2 − fn0

σn − σmin
n

σmin
n

, (7)

where r = 100.3 ≈ 1.995.
As a function of j0, ω−3dB has a maximum (Fig. 3). In

a single-QD-layer structure, the optimum value jopt of j0, at
which ωmax

−3dB is attained, is very high, i.e., ωmax
−3dB is unattain-

able. As seen from the figure, there are two advantages in
a multiple-QD-layer structure as compared to a single-layer
structure: (i) ω−3dB is considerably higher at the same value
of j0, and (ii) jopt is considerably reduced, which means that
ωmax

−3dB is practically attainable.
At large σn, when τcapt,0/τph � 1 [τcapt,0 is given by (4)

and τph = [(vg/L) ln(1/R)]−1 is the photon lifetime in the
cavity], both ω−3dB at a given j0 (Fig. 1) and ωmax

−3dB (Fig. 4)
asymptotically approach their saturation values corresponding
to the case of instantaneous capture into QDs,

(
ω−3dB |σn=∞ −ω−3dB

)
,
(
ωmax

−3dB |σn=∞ −ωmax
−3dB

)
∝ τcapt,0

τph
∝ 1

σn
, (8)
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where ω−3dB |σn=∞ is given by Eq. (9) of [6] and

ωmax
−3dB |σn=∞≈

√
2/τph . (9)

As seen from Fig. 4, while the saturation value of ωmax
−3dB

at σn → ∞ and at a fixed L [Eq. (9)] does not depend on the
number of QD-layers, ωmax

−3dB at a given finite σn is higher in a
multi-layer structure as compared to a single-layer structure.

3. Conclusion

We have shown that the carrier capture from the OCL into QDs
can strongly limit the modulation bandwidth ω−3dB of a QD
laser. ω−3dB is highest in the case of instantaneous capture into
QDs, when the cross-section of carrier capture into a QD σn =
∞. With reducing σn, ω−3dB decreases and becomes zero at a
certain non-vanishing σmin

n . This σmin
n presents the minimum

tolerable σn for the lasing to occur at a given dc component j0
of the injection current density. The use of multiple layers with
QDs has been shown to considerably improve the modulation
response of the laser —ω−3dB is considerably higher in a multi-
layer structure as compared to a single-layer structure at the
same j0. At a plausible cross-section σn = 10−11 cm2 [12],
ω−3dB as high as 19 GHz can be obtained in a 5-QD-layer
structure with L = 1.139 mm at a practical value of j0 =
7 kA/cm2.

Our analysis provides a basis for optimizing the QD laser
design for high-speed operation.
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Dynamics of a photoluminescence in InGaAsSb/AlGaAsSb
quantum wells
L. Shterengas2, D. A. Firsov1, M.Ya. Vinnichenko1, L. E. Vorobjev1, A. N. Sofronov1, G. A. Melentyev1,
G. Kipshidze2 and G. Belenky2
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2 Department of Electrical and Computer Engineering, State University of New York at Stony Brook,
New York 11794, USA

Abstract. Time resolved photoluminescence was studied by “up-conversion” method in heterostructures with
InGaAsSb/AlGaAsSb quantum wells. The optical phonon emission time was estimated from the analysis of the rise time of
the photoluminescence decay curves. The recombination rate was determined as a function of pumping level. The role of
the resonant Auger recombination was discussed. These heterostructures can be used in room-temperature operating laser
diodes of mid infrared spectral range.

Introduction

Heterostructures with InGaAsSb/AlGaAsSb quantum wells
can be used in room-temperature operating laser diodes of mid
infrared spectral range (wavelength more than 2 micrometers).
Carrier recombination kinetics study is essential to improve
performance of such devices. Present work is devoted to the
studies of pico- and nanosecond range dynamics of photolumi-
nescence (PL) in Sb-containing nanostructures with quantum
wells (QW). Experimental data analysis allows to determine re-
laxation times and recombination mechanisms as well as to find
out the role of Auger recombination in InGaAsSb/AlGaAsSb
nanostructures.

Structures with ten QWs In0.53Ga0.47As0.24Sb0.76/Al0.7
Ga0.3As0.056Sb0.944 with a QW width of 4, 5, 6, 7 and 9 nm
have been grown on GaSb substrate. The resonant Auger re-
combination [1] worsens characteristics of injection lasers.
Using the structures with different width allows to establish
the role of resonant Auger recombination. According to the
calculations the conditions of resonant Auger recombination
(E(e2) − E(e1) = E(e1) − E(hh1)) should be satisfied in
structure with a QW width of 6 nm (see Fig. 1).

1. Experimental

Photoluminescence spectra are shown in Fig. 2. With the in-
crease of QW width the photoluminescence spectrum should
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Fig. 1. The scheme of carrier energy spectrum in structure 590 with
a QW width of 6 nanometers. Electron transitions corresponding to
resonant Auger recombination are shown by dashed arrows.
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Fig. 2. Photoluminescence spectra of structures with different QW
width measured at T = 77 K.

be moved to long wavelength range, which was confirmed in
experiment. “Up-conversion” method was used to study PL
dynamics in nano- and picosecond time ranges. The struc-
tures were pumped by pulses of radiation with 150 fs dura-
tion, 100 MHz frequency and quantum energy hνex = 1.17 eV
(Fig. 1). Photons with this energy excite the electron-hole
(e − h) pairs only in QW due to transitions hh1 → e1 and
hh2 → e2. Thus, in contrast to the work [2], where the pho-
ton energy corresponded to the excitation of e− h pairs in the
wave-guide (QW barrier) area, in our case concentration of
(e − h) pairs should be lower.

The time dependence of PL intensity was studied at the
wavelength corresponding to electron transitions from the bot-
tom of e1 subband to hh1 subband. Electrons which have
received the high energy after excitation by optical pumping
relax with emission of optical phonons until they reach the
bottom of e1 subband. Time dependence of PL intensity rise
is determined with this process. Analysis of this dependence
(Fig. 3) allowed to estimate the optical phonon emission time
(0.14 ps).

Weak minimum of PL intensity was observed at the times
of 8–10 ps (Fig. 3). This can be explained by an optical escape
of carriers. Electrons which were created by previous pumping
pulse and have not recombined yet are excited from the bottom
of e1 subband to higher energy states by light pulse, thus elec-
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tron population of e1 subband decreases which in turn partly
suppress PL.

2. Carrier recombination

Analysis of PL decay curves (see for example Fig. 4, inset)
allowed to calculate the carrier lifetime as a function of pump-
ing level. The dependences of reciprocal lifetime R = 1/τ on
pumping level JEX for two structures with different QW width
are shown in Fig. 4. At small pumping level Shockley–Read–
Hall recombination is the dominating recombination mecha-
nism. Corresponding lifetimes τSHR are equal to ∼2 ns for
QW width of 4–5 nm and ∼3.5 ns for QW width of 7–9 nm.
The reduction of τSHR with decreasing the QW width can be
explained by the influence of heteroborders.

According to the calculations the energy spectrum of 590–
6 nm sample most precisely meets the conditions of resonant
Auger recombination (see Fig. 5). However the contribution
of Auger recombination in recombination rate R, revealed as
square-law dependence ofR on pumping level JEX, is observed
in structure 593–5 nm. The possible reason of discrepancy be-
tween calculations (Fig. 5) and experiment (Fig. 4) is a non-
parabolicity of the band spectrum which is especially strong at
high electron energies and was not take into account in calcula-
tion. The observed increase ofR with JEX or carrier concentra-
tion is less than the theory [1] predicts. This can be explained
by “degradation” of resonant conditions due to nonparabol-
icity of electron energy spectrum, anisotropy of hole energy
spectrum, fluctuations of the content of the solid solutions.
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directional pattern
A. A. Dubinov1, V.Ya. Aleshkin1, T. S. Babushkina2, A. A. Biryukov2, M. N. Kolesnikov2, S. M. Nekorkin2

and B. N. Zvonkov2

1 Institute for Physics of Microstructures, RAS, 603950 Nizhny Novgorod, Russia
2 Research Physical-Technical Institute of the Nizhny Novgorod State University, 603950 Nizhny Novgorod,
Russia

Abstract. A leaky-wave semiconductor laser diode has been developed based on the InGaAs/GaAs/InGaP heterostructure.
This design made it possible to obtain a high radiation output in a narrow angular range (about 1−2◦) with an energy of
170 μJ in a laser with a cavity length of 0.8 mm and a stripe contact width of 360 μm, pumped by a single current pulse
with an amplitude of 88 A and width of 5 μs.

Introduction

The technical (primarily, energetic) parameters of the currently
used semiconductor lasers are close to the theoretical limit.
Further development, expansion, and mastering of new areas
of application of diode lasers is hindered by the high density of
laser radiation at the output mirror, which is determined by the
narrowness of the waveguide layer and significantly limits the
output power. In addition, conventional lasers have a very wide
output directional pattern in the plane perpendicular to the p-n
junction, as a result of which the radiation deteriorates. One
of the main reasons limiting the output power is the presence
of ultimate light wave field in the cavity which leads to laser
degradation. To reduce the electrical field in the cavity and
to increase output power the either very wide cavities or two
(sometimes three) successively located lasers, connected by a
tunnel p-n junction are used [1,2]. However, the ultimate laser
power can be increased in a different way. If most of the laser
radiation leaks not through the mirror but through the substrate,
which is several orders of magnitude thicker than the waveg-
uide layer, the total power can be significantly increased. The
radiation leakage through the substrate (leaky-wave regime)
can be performed by reducing the thickness of the barrier be-
tween the waveguide layer and the substrate. Obviously, these
lasers should have a high threshold current because of the high
leak-induced loss. Therefore, many quantum wells must be
incorporated into the laser active region to increase the gain.
An important advantage of these lasers is the significant nar-
rowing of the directional pattern in the plane perpendicular to
the p-n junction. The purpose of this work was to develop and
investigate a semiconductor laser with a wide waveguide and
an active medium of enlarged volume, containing six InGaAs
quantum wells inside GaAs waveguide. Optimization of this
structure, aimed at providing conditions for radiation leaking
mainly into the substrate, made it possible to obtain a very nar-
row directional pattern in the plane perpendicular to the p-n
junction.

1. Experimental

A GaAs/InGaP/InGaAs heterostructure was grown by MOVPE
under atmospheric pressure. Based on this heterostructure, we
designed semiconductor lasers with an active region width of
360 μm and cavity lengths of 0.5, 0.8, 1, 1.3 and 2 mm. The
temperature dependences of the threshold current density for
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Fig. 1. Temperature dependencies of the threshold current density
of laser diodes with cavity lengths of (1) 0.5, (2) 0.8, (3) 1, (4) 1.3
and (5) 2 mm.

the laser diodes are shown in Fig. 1. All samples exhibited a
decrease in the threshold current upon cooling. Lasers gen-
erated at wavelength 0.977 μm at room temperature. These
spectral measurements revealed that at liquid-nitrogen temper-
atures lasing begins under pumping by a dc current of 0.9 A
(current density 250 A/cm2); this is in agreement with the fact
that the threshold current density tends to decrease upon cool-
ing (Fig. 1, curve 3). We measured the directional patterns
in the p-n junction plane and in the plane perpendicular to it.
Fig. 2 demonstrates the directional radiation patterns for laser
diodes with cavity length of 1 mm. The patterns of the laser
diodes with cavity lengths of 0.5, 0.8, 1.3 and 2 mm in the
plane perpendicular to the p-n junction had a single-lobe shape
(as well as for the 1-mm cavity laser), with deviation by 10◦
from the normal toward the substrate. The width of the di-
rectional pattern at half maximum was 1−2◦. A comparison
of the power of highly divergent radiation from the waveguide
layer with the radiation through the substrate (characterized by
a narrow directional pattern) showed that 84% radiation power
is concentrated in a narrow angle. With an increase in the laser
diode length to 2 mm an additional peak arises in the angular
diagram, which is caused by the radiation reflection from the
upper rough boundary of the substrate; as a result, the output
radiation deteriorates. Note that the occurrence of additional
peak is also determined by the substrate thickness (160 μm in
our experiments).
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at a current pulse width of 5 μs for (1,3) a leaky-wave laser diode,
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ings, and (2) a conventional laser diode (cavities lengths 0.8 and
1 mm, respectively).

The dependence of the pulse energy for a leaky-wave laser
diode with a cavity length of 0.8 mm on the pump current for a
5-μs pump pulse is shown in Fig. 3 (curve 1). For comparison
curve 2 shows a similar dependence for a conventional laser
diode with a 1-mm cavity (the laser active region contained
six QWs, its structure was similar to that of the lasers under
study and differed only by the presence of a wide InGaP barrier
between the waveguide and substrate). Deposition of reflection
and antireflection coatings on the end faces of the leaky-wave
laser made it possible to obtain a radiation energy of 170 μJ
(Fig. 3, curve 3) under pumping by a single 5-μs current pulse
with an amplitude of 88 A. As can be seen in Figs. 2 and 3, the
radiation leakage through the substrate significantly reduces
the electromagnetic field density at the mirrors, as a result of
which a much higher output energy can be obtained at a higher
pump current in comparison with conventional diode lasers. In
addition, the radiation quality is significantly improved due to
the very narrow directional pattern.
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Double frequency generation in two-cascade interband laser
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Abstract. The double frequency generation is obtained and investigated in new type injection heterolaser: interband cascade
laser with tunnel p-n junction separating two active regions with quantum wells located in common waveguide. Suggested
laser constriction have provided simultaneous generation of the first order TE mode with wavelength 1.086 μm and the
second order TE mode with wavelength 0.96 μm in the continuous wave lasing regime at room temperature.

Introduction

The two cascade semiconductor interband lasers have attractive
features which are lacking in ordinary laser diodes. The first of
all it is the possibility of simultaneous double frequency gener-
ation which can be used for the intracavity difference frequency
generation and to increase temperature stability of frequency
generation [1,2]. Moreover, the cascade laser containing two
injecting p-n junctions connected by tunnel p-n junction able
to generate the twice large power radiation in comparison with
ordinary laser diode containing one p-n junction [3]. How-
ever structure of cascade laser is similar to the thyristor and
therefore often has current voltage characteristics S-type and
current instability [4]. Current instability is undesirable, be-
cause prevents continuous generation. The reason it occurs is
too small width of the tunnel p-n junction. As a result, a p++
region of the tunnel junction is injected with electrons which
don’t recombine in the previous p-n junction, and n++ region
is injected with holes from further p-n junction. In the thyristor
structure is well-known effect of switching associated with the
injection of minority carriers in p-n junction, which occurs in
the laser structure. This work is dedicated to the creation and
study of interband two-cascade laser with a tunnel p-n junc-
tion with two types of quantum wells in a specially designed
waveguide for the simultaneous generation at the TE1 and TE2
modes in a continuous mode (Fig. 1). The design of the waveg-
uide and the position of the quantum wells were calculated so
as to generate TE2 mode at the frequency corresponding to
the transition between the ground states of electrons and holes
in the thin quantum well, and the TE1 mode at a frequency
corresponding to the transition between the ground states of
electrons and holes in the thick quantum well. The thick quan-
tum well located near the node of the short wavelength mode
and near maximum of long-wavelength mode. The thin quan-
tum well located near the maximum of the short wavelengths
mode. In this case, short wavelength radiation is not too much
absorbed in the thick quantum well, and the laser can generate
two frequencies. To eliminate the instability of thyristor type,
we introduced two additional thin layers of InGaP (on both
sides of the tunnel junction) in the waveguiding layer of GaAs
and to extend the tunnel junction.

1. Experimental

A GaAs/InGaP/InGaAs heterostructure was grown by MOVPE
under atmospheric pressure. The structures consisted of two
p-n junctions separated by a thin tunneling p-n junction (the
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Fig. 1. Dependencies of the real part of the refractive index (solid
line) and the real part of electric fields in the modes TE1 (dashed
line) and TE2 (doted line) on the coordinate z (in the direction per-
pendicular to the p-n junction). Arrows indicate the positions of
the long-wavelength (QW1) and short-wavelength (QW2) quantum
wells in the structure. Layers in the structure consist of (1, 3, 5, 7,
9) GaAs and (2, 4, 6, 8) InGaP, (10) Au.

thickness of the heavily doped n- and p- type regions was 40
and 55 nm, respectively). The laser waveguide was formed by
a 0.75- μm-thick n-InGaP layer in the region of the lower p-n
junction and by a p-InGaP layer with the same thickness in the
region of the upper p-n junction. The short-wavelength QW in
the region of the upper p-n junction and the long-wavelength
QW in the region of the lower p-n junction were identical in
thickness (10 nm) but differed in the percentage of indium. In
order to form the active region in the plane of the p-n junction,
the structure was implanted with 80-keV hydrogen ions. Only
strips with the thickness of 100 μm were not implanted; it is
through these strips that the current exciting the laser oscilla-
tions passed. Cleaved faces of the structure served as mirrors.
The typical length of the laser’s cavities was 2 mm.

In Fig. 2, we show the emission spectra of a laser for 4 values
of the pumping current. It can be seen from Fig. 2 that two
lines are observed in the spectrum. These lines correspond
to transitions between the first electron and hole subbands in
different QWs located in different p-n junctions.

In order to study the mode composition of emission, we mea-
sured the directivity diagrams of emission for all wavelengths
(Fig. 3). It can be seen from Fig. 3 that two clearly distin-
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Fig. 2. The spectrum of laser generation for 4 values of amplitude
of the current: 0.45 (1), 0.63 (2), 0.78 (3), 0.85 A (4).
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Fig. 3. Experimental (curves 1, 3) and calculated (curves 2, 4) direc-
tivity patterns for emission intensity in the plane of perpendicular
to the p-n junction. The wavelengths are (1, 2) 0.96 and (3, 4)
1.086 μm.

guishable peaks exist for emission at the wavelength 1.086μm
in the plane perpendicular to the p-n junction. The positions
and relative amplitudes of these peaks are consistent with those
calculated for the TE1 mode. In the case of emission with the
wavelength 0.96 μm, a trapeziform peak is evident. This kind
of directivity diagram corresponds to the diagram calculated
for the TE2 mode. The directivity diagrams for emission in the
p-n-junction plane featured a single peak with the half-width of
approximately 6◦ for all wavelengths. Thus, we may conclude
that the choice of parameters of waveguide and arrangement
of QWs made it possible to obtain genaration at the modes of
specified orders.

In order to verify that two different frequencies in spatially
crossing modes are interact, we observed the generation of the
second harmonics and sum frequency. Mixing of frequencies
in the laser’s cavity occurs due to quadratic nonlinearity of the
GaAs lattice parameters [5]. The results of observations are
shown in Fig. 4. It can be seen that there are second harmonics
for the modes with wavelengths 0.96 and 1.086 μm and also
a signal with the sum frequency. This observation represents
direct evidence for the possibility of mixing of frequencies with
the laser’s cavity and simultaneous lasing at two lines.
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Fig. 4. Measured spectra of generation of second harmonics (peaks 1
and 2) and sum frequency (peak 3).
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and a longitudinal e-beam pumped UV laser based on them
P. I. Kuznetsov1, G. G.Yakushcheva1, V. A. Jitov1, L.Yu. Zakharov1, V. I. Kozlovsky2, D. E. Sviridov2

and M. D. Tiberi3
1 Institute of Radioengineering and Electronics, RAS, 1 Vvedenskogo, 141190 Fryazino, Russia
2 P.N. Lebedev Physical Institute, RAS, 53 Leninsky pr., 119991 Moscow, Russia
3 Pricipia LightWorks Inc. CA, USA

Abstract. Cubic ZnCdS epilayers with lattice constant closed to GaP substrates were grown by metal-organic vapor phase
epitaxy. The stabilization of cubic crystal lattice is realized at low growth temperatures (below 430 ◦C) and VI:II ratio near
1:1. ZnCdS/ZnMgS multi quantum well nanostructures were grown on (100) GaP substrates also. An etalon for vertical
cavity surface emitting laser emitting in ultraviolet range was fabricated based on these nanostructures. Lasing at
λ = 358.4 nm with 0.2 W in output power was achieved under longitudinal pumping by scanning electron beam at room
temperature.

Introduction
Epitaxial layers of the wide gap A2B6 solid solutions such as
ZnSSe, ZnMgSSe, ZnMgS and ZnCdS can be grown isoperi-
odic to GaP substrates. These layers are the good candidates for
bandgap engineering of vertical cavity surface emitting laser
(VCSEL) emitting in the ultraviolet spectral (UV) range. Up to
now the epitaxial growth of wide gapA2B6 semiconductors are
realized by MBE [1–4] and until our papers [5–7] there are only
one [8] on using MOVPE for this purpose. For e-beam pumped
VCSELs emitting in UV spectral range from 369 to 390 nm we
used ZnSSe/ZnMgS [5,6] and ZnSSe/ZnMgSSe [5,7] nanos-
tructures grown on (100) GaP substrates. The best results
at RT were obtained using 30 ZnSSe/ZnMgSSe QW struc-
tures. However A2B6 solid solutions with anion substitution
show broad emission lines via composition fluctuations and
strong electron-phonon interaction [9]. The FWHM of ZnSSe
and ZnMgSSe bulk layer emission lines are equal to about
90 meV [5]. We can expect more narrow emission lines for
ZnCdS/ZnMgS nanostructures with cation substitution in solid
solutions. Moreover we hope that these structures will be more
stable under high excitation because of stronger chemical S-
bonds. This should lead to improving laser characteristics.

In this paper we demonstrate first results on growth of
ZnCdS/ZnMgS MQW structures and realization of e-beam
pumped VCSEL on their base, emitting in UV spectral range.

1. Experimental
ZnCdS, ZnMgS epitaxial layers and periodic ZnCdS/ZnMgS
MQW structures were grown by MOVPE on GaP substrates
misoriented by 10◦ from (001) to (111)A. We used home-made
horizontal quartz reactor with optical window for in situ re-
flectrometry which allows us to realize the control of layer
thickness and surface quality. Growth runs were carried out
in a hydrogen at atmospheric pressure using ZnEt2, CdMe2,
(MeCp)2Mg and t-Bu2S as precursors. ZnCdS and ZnMgS
epilayers were grown first to optimize growth conditions for
each alloys matched to GaP lattice. For lasers with resonant-
periodic gain ZnCdS/ZnMgS nanostructures were grown next.
The different structures had from 20 to 28 periods (QWs). The
thickness of ZnCdS QW with Cd content about 10% varied
from 3 to 8 nm. Typical thickness of ZnMgS barrier layer
was 132 nm.

As-grown structures were studied by photoluminescence
(PL) cathodoluminescence (CL), X-ray diffraction, optical and
AFM microscopy techniques. For PL excitation fourth har-
monic of Nd:YAG laser (λ = 266 nm) was used. CL was
measured at T = 14 K and RT, electron energy Ee = 10 and
30 keV, continuous current Ie = 1 μA and e-beam spot diam-
eter de = 1 mm. Stepped etching in CrO3-HCl solution was
performed for a set of nanostructures to analyze PL of QW and
barrier layers along the structure depth.

To prepare the VCSEL the as-grown surface of nanostruc-
ture was coated by 8 pair quarter-wave Ta2O5/SiO2 layer stack.
Calculated reflectivity of the mirror was R1 = 0.99. The sam-
ple was then glued by epoxy to a sapphire holder and the GaP
substrate was removed by polishing, followed by chemical
etching in KOH-K3Fe(CN)6 solution. A second mirror con-
taining 7.5 pairs of SiO2/Ta2O5 layers and a 0.1 μm thick
Al layer (R2 = 1) was deposited on the etched surface to
complete the etalon. The cavity was pumped by a scanning
electron beam with Ee = 25−60 keV, Ie = 0 − 2 mA and
de = 20−50 μm, depending on Ee and Ie. The scan velocity
was about 4 × 105 cm/s and the repetition rate was 50 Hz.

2. Results and discussion

2.1. Structure characterization

It is necessary to use the temperatures below 450 ◦C at grow-
ing of ZnCdS layers in the hydrogen atmosphere as at more
high temperatures including of Cd in solid solution is strongly
limited. Preliminary experiments showed on the other hand,
that at the use of EtS, EtS2 and t-Bu2S as sulfur precursor only
the last allows growing at temperatures suitable for growth
of ZnMgS layers with high Mg content. Figure 1 shows the
dependence of ZnCdS composition from the growth temper-
ature. With increasing temperature the Cd content in layers
falls sharply. According to X-ray data all layers had a cubic
crystalline lattice. For the 1 μm thick Zn0.86Cd0.14S layer the
width of the rocking curve around the (004) reflection was 108
arcsec. All further runs we carried out at temperature of 420 ◦C.
It was found that thick ZnCdS layers with mirror-like surface
can be obtained at VI:II ratio close to 1:1. The same VI:II
ratio is preferable also by growing thick ZnMgS layers. The
grown ZnCdS and ZnMgS epilayers exhibit excellent PL and

27



28 Lasers and Optoelectronic Devices

390 400 410 420 430 440 450

6

8

10

12

14

16

18

Growth temperature (°C)

C
d 

co
nt

en
t (

m
ol

%
)

Fig. 1. Dependence of Cd content in ZnCdS epilayer on growth
temperature.
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Fig. 2. Dependences of emission line peaks for ZnCdS QW and
ZnMgS barrier layers on the depth of the ZnCdS/ZnMgS structure
with 28 QWs and PL spectrum in the insert.

CL with effective band edge emission at both low and room
temperatures.

The main problem of growing thick (4−5 μm) periodic
heterostructures is keeping high uniformity of QW and barrier
layer compositions along the structure depth. Earlier we faced
with this problem at growing ZnSSe/ZnMgS heterostructures
by using Et2S2 as a source of sulphur [5]. Here we found that
much better uniformity of ZnCdS/ZnMgS can be achieved by
using t-Bu2S. Figure 2 shows the dependencies of emission line
peaks for ZnCdS QW and ZnMgS barrier layers on the depth of
the 28 ZnCdS/ZnMgS QW structure. They demonstrate high
enough uniformity of both QW and barrier layers along the
depth up to 4 μm. The PL spectrum of the heterostructure is
presented in the insert of Fig. 2. The intensity of QW emission
line is much higher than one of ZnMgS barrier emission line.
This evidences on good transport of nonequilibrium carriers
into the QWs. The PL spectrum shows strong interference
fringes due to structure thickness although quality of growth
surface was not very high. RMS parameter was about 8 nm.

2.2. Laser characteristics

The main laser characteristics are presented in Fig. 3. Lasing
was achieved on one longitudinal cavity mode at 358.4 nm
that was on long wave side of CL spectrum (Fig. 3a). The
current threshold was 0.3 mA and output power was 0.2 W at
Ee = 45 keV (Fig. 3b). Total angle of the main spot in the
far-field pattern presented in the insert of Fig. 3b was about
10◦.
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Fig. 3. CL and laser spectra (a), dependence of power on e-beam
current (b) and far-field pattern (insert in (b)) at RT.

3. Conclusion

On GaP substrates thick ZnCdS and ZnMgS epilayers and
ZnCdS/ZnMgS MQW structures were grown by MOVPE. The
first UV (358.4 nm, 0.2 W) lasing was achieved with ZnCdS/
ZnMgS MQW structures at longitudinal electron beam pump-
ing. Further efforts should be done to increase laser power and
efficiency.

Acknowledgements

The work was supported in part by Russian Foundation of Basic
Research, grants 10-02-00741 and 11-07-00195.

References

[1] K. Ichino et al, J. Crystal Growth 214/215, 135 (2000).
[2] I.K. Sou et al, J. Electronic Materials 30, 673 (2001).
[3] S.A. Telfer et al, J. Crystal Growth 214/215, 197 (2000).
[4] K.A. Prior et al, J. Crystal Growth 227, 655 (2001).
[5] M. Tiberi et al, Phys. Status Solidi B 247, 1547 (2010).
[6] G.G. Yakushcheva et al, Phys. Status Solidi C 247, 697 (2010).
[7] P.I. Kuznetsov andV.I. Kozlovsky, Proc. 7th Bel.-Rus.Workshop

“Semic. lasers and systems” Minsk, June 2009, p. 263.
[8] V. Sallet et al, J. Crystal Growth 220, 209 (2000).
[9] S. Permogorov and A. Reznitsky, J. Lumin. 52, 201 (1992).



19th Int. Symp. “Nanostructures: Physics and Technology” LOED.10p
Ekaterinburg, Russia, June 20–25, 2011
© 2011 Ioffe Institute

Control of light polarization in a dual-wavelength vertical
external cavity surface-emitting laser
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Abstract. The way to control the polarization characteristics of a dual-wavelength vertical external cavity surface-emitting
laser (VECSEL) is proposed. It is shown that insertion of the retardation plate of special kind in the laser cavity allows one
to cause the short-wavelength radiation to oscillate in p-polarized mode while the long-wavelength radiation oscillates in
s-polarized mode. Due to this finding conventional anisotropic nonlinear crystals could be successfully applied to
intracavity nonlinear frequency conversion to mid- or far-infrared spectral range in such a dual-wavelength VECSEL.

Introduction

Semiconductor dual-wavelength vertical external cavity sur-
face-emitting laser [1] was shown to be a promising device for
building a mid- or far-infrared (5−30 μm) oscillator based on
intracavity optical non-linear interaction [2,3]. It was supposed
in [2,3] that generation in the mentioned spectral ranges could
be performed as difference frequency radiation of two funda-
mental waves (a pump and a signal waves in the terms of para-
metric generation) being simultaneously excited in the VEC-
SEL cavity. Those fundamental waves of the dual-wavelength
VECSEL [1] are presented in the form of two coaxial gaussian
beams at wavelengths of λS ≈ 985 nm and λL ≈ 1040 nm.
Both beams oscillate at dominant transverse cavity mode
TEM00 and have nearly the same spot size. The wavelength
corresponding to the difference frequency emission should
come to approximately 18.6 μm. Taking into account a high
value of intracavity beam power (about hundreds of watts in
a continuous wave operation) together with a possibility of
beams focusing into a nonlinear crystal, one could expect an
effective nonlinear frequency conversion with the difference
frequency power in the order of tens of milliwatts.

The publications [2,3] mentioned above deal with the anal-
ysis of nonlinear frequency conversion in a GaAs crystal re-
vealing a nonlinearity of second order. Because of GaAs lacks
for anisotropy of refractive index, the conventional methods of
phase-matching are impossible [4]. Therefore, a GaAs crys-
tal about a coherence length long was proposed to be inserted
in the special sub-cavity tuned to the difference frequency [2].
The nonlinear optical mixing in the orientated-patterned quasi-
phase-matched GaAs crystal has been analyzed in other pa-
per [3].

It should be noted that an application of conventional (ani-
sotropic) nonlinear crystals of mid (far) spectral range (e.g.
GaSe, ZGP,Ag3AsS3) is hardly possible in the dual-wavelength
VECSEL [1] because of both beams of the laser are strictly s-
polarized. So, a phase-matching of type IIB (e-eo for negative
crystals and o-oe for positive ones) could be only examined [4].

According to preliminary analysis, those crystals could be
successfully applied for the difference frequency generation
in the dual-wavelength VECSEL if one makes the conditions
when the polarization planes of the beams are rotated regarding
each other. In other words, one beam should ideally be s-
polarized and the other one should be p-polarized. Then a
more appropriate phase-matching of type I or type IIA could
be used.

1. Jones matrix of the laser cavity with the polarization
control elements

To control the polarization characteristics including the po-
larization azimuth β for both beams, we propose to use the
retardation plate of special kind inserted in the cavity of the
dual-wavelength VECSEL. Namely, the phase shifts of the re-
tardation plate have to be as follows:

ϕ(λL) = 2π(ne − no)lϕ/λL = 2πm ,

ϕ(λS) = 2π(ne − no)lϕ/λS = 2πm+ π ,
(1)

where m is the algebraic integer, ne and no are the refractive
indices for extraordinary and ordinary waves, respectively. Ac-
cording to estimations, such a retardation plate should be about
950 μm long provided that being made of crystalline silica.

The Jones matrix of the laser cavity forming a V-configu-
ration (Fig. 1) with the nonlinear crystal and the retardation
plate inserted can be written as follows (the reference plate is
near the output coupler):

AJ = M3F�(δ)Fϕ(α)M2M1M2Fϕ(α)F�(δ) . (2)

Here M1,2,3 are the Jones matrices of the gain mirror, the de-
flecting curved mirror and the output coupler, respectively;
Fϕ(α) andF�(δ) are the Jones matrices of the retardation plate
and the nonlinear crystal [5]. The rotation angles of the retar-
dation plate axis and of the nonlinear crystal axis with respect
to plane ZX of the cavity are determined by α and δ.

2. Results

We have simulated the eigenvalues μi and the eigenvectors Ei

of the Jones matrix AJ (i = 1, 2). The value Li = 1 − |μi |2
defines a relative power loss for the optical field of i-th con-
figuration after one round trip along the cavity [5]. For the

Fϕ

FΦ

M2

Ψ

z

o

x

M3 (output coupler)M1 (gain mirror)

Fig. 1. Scheme of the laser cavity.
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Fig. 2. Polarization azimuth β (solid line) and the phase shift �
(dashed line) as the functions of wavelength varying near λS (a) and
near λL (b).

eigenvector having minimal losses one can simulate the po-
larization azimuth β, i.e. the rotation angle of the polarization
ellipse major semiaxis with respect to the coordinate system
X-axis. Fig. 2 shows the polarization azimuth β and the non-
linear crystal phase shift � vs wavelength varying near λS (a)
and near λL (b).

The simulation has been performed with the following pa-
rameters of the cavity: lϕ = 936 μm, l� = 8000 μm, (ne −
no)ϕ = 0.01, (ne − no)� = −0.1, α = 45◦, δ = 0◦, m = 9,
� = 20◦. Note that the parameters with subscripts ϕ and �

refer to the retardation plate and the nonlinear crystal, respec-
tively.

One can see from Fig. 2a that the polarization azimuth
of the short-wavelength emission remains near zero value (p-
polarization) with the exception of the sharp spikes arising at
the certain values of wavelength. These values of wavelength
correspond to the phase shift � making up the multiple π . It
is determined as well, that dramatic increase of loss Li can be
observed at the same values of �. So, the oscillations at the
corresponding wavelengths could hardly be excited in the cav-
ity. Fig. 2b shows that the polarization azimuth β of the long-
wavelength radiation can be found near the values of ±90◦
(s-polarization). The abrupt change of these values appears at
the phase shifts � forming the multiple π as well.

The polarization ellipticity, i.e. the ratio of magnitude of
electric field components oscillating along the minor and the
major semiaxes of the polarization ellipse, doesn’t exceed a
few hundredth parts of one percent at the wavelengths corre-
sponding to slow variation of β. Thereby, both laser beams
have linear polarization, one polarization plane is rotated rela-
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Fig. 3. Polarization azimuth β of the short-wavelength radiation vs
rotation angle α of the retardation plate.

tive to the other polarization plane by�β ≈ 90◦, provided that
the wavelengths of radiation are approximately correspond to
equations (1) and α = 45◦, δ = 0◦.

If phase relationships (1) being violated, e.g. because of a
wavelength tuning, the polarization azimuth is varied. Fig. 3
displays the polarization azimuth of the short-wavelength ra-
diation as the function of rotation angle α of the retardation
plate, though the wavelength has been tuned approximately by
1–1.5 nm regarding λS. The polarization azimuth of the long-
wavelength radiation deviates from the optimal values ±90◦ by
about the same quantity as for the short-wavelength radiation,
provided that the comparable deviation of ϕ(λL) exists from
the value defined by (1).

The results of the analysis allow one to expect the effi-
cient intracavity difference frequency generation in the dual-
wavelength VECSEL with anisotropic mid-infrared nonlinear
crystals inserted.
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InGaAs/AlGaAs-nanostructure based pulse laser pumped
by electron beam of 3.5–15 keV energy
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and M. A. Ladugin1
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Abstract. The results of investigation of infrared spectral range lasers with electron beam pumping based on
InGaAs/AlGaAs structures operating at room temperature are presented. Calculations of spatial distribution of
non-equilibrium carriers in the structure and dependence of threshold pumping power on electron energy are performed.
Parameters of lasers under pulse electron beam of duration 200 ns and electron energy 3–16 keV pumping are studied.
Reduction of upper cladding layer thickness down to 30 nm allowed to reduce operation electron energy down to 3.5 keV.
Minimal value of threshold electric current, equal to 0.35 A/cm2, was measured at electron energies of 8–10 keV.

Electron beam pumping of semiconductor lasers allows to im-
plement several exotic laser operation regimes: one- or two-
dimensional scanning with laser beam, simultaneous or se-
quential generation with a number of different wavelengths,
synchronization of light beam within subnanosecond accu-
racy. Output pulse power of such lasers could significantly
exceed that of injection lasers. Practical usage of electron
beam pumped lasers is inhibited by high value of electron en-
ergy (tens to hundreds keV) and big values of threshold current
density, especially at room temperature (RT) of active element.
Usage of different nanostructures as active elements allowed
significant reduction of electron operational energy Umin for
this type of lasers. Minimal value of Umin = 3.7 keV at
RT was measured for green range laser on ZnSe-containing
quantum-scale heterostructures [1]. Infrared (IR) range elec-
tron beam pumped lasers based on quantum-scale heterostruc-
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Fig. 1. Calculated dependences of non-equilibrium carriers con-
centration in the structure, waveguide fundamental mode field and
spatial distribution of electron energy losses in GaAs crystal for
10 keV electron beam. Upper edge of vertical line in the center of
waveguide (concentration in quantum well) goes beyond the scale
of figure by approximately three orders.
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Fig. 2. Dependences of threshold current density on electron energy,
calculated for waveguides with thicknesses of 900, 450 and 250 nm
(the thickness stands near the curve).

tures are poorly investigated. Ultra small device based on Al-
GaAs structures, operating at RT and beam energy of 10 keV is
manufactured [2]. In our paper [3] it is shown that by pumping
InGaAs/AlGaAs nanostructure with electron beam of energy
26 keV it is possible to obtain 90 W pulse power radiation,
moreover, further pulse power increase is possible.

In the present paper the possibility of decreasing of oper-
ational electron energy for IR InGaAs/AlGaAs nanostructures
based lasers by means of structure design optimization is in-
vestigated.

InGaAs/AlGaAs nanostructure with InGaAs quantum well,
placed at the middle of 0.9 μm Al0.27Ga0.73As waveguide
with Al0.41Ga0.59As cladding layers was grown by MOCVD
on GaAs substrate. The size of Al0.41Ga0.59As upper cladding
was 30 nm. The structure was used for fabrication of laser
active element with cavity length of 0.9 mm.

The results of numerical simulation of waveguide funda-
mental mode spatial field distribution, of carriers concentration
in InGaAs/AlGaAs quantum-scale structures with different ac-
tive area design under electron beam pumping and calculation
of threshold pumping power dependence on electron energy
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Fig. 3. Dependence of threshold current density on electron energy.
T = 300 K. Waveguide cavity length 0.95 mm.

are presented (Figs. 1 and 2).
The transverse excitation geometry was used. The pulse

electron beam (pulse duration time is of ∼200 ns) with the
energy of 3–16 keV was used as pumping sources. The exper-
iments were carried out at room temperature.

The laser generation was observed for electron beam ener-
gies of 3.5–16 keV. Laser wavelength was equal to 0.89 μm at
RT.

Experimental dependence of threshold current density on
electron energy is shown on Fig. 3. Minimal electron en-
ergy necessary to obtain laser generation at RT was equal to
3.5 keV. Minimal value of threshold current density was equal
to 0.35 A/cm2 at electron energies in 8–10 keV range.

Thus the reduction of upper wide-band layer thickness to
30 nm allowed to reduce operation electon energy down to
3.5 keV. As one can see from simulation results (Fig. 2) further
reduction of operation energy is still possible by optimization
of waveguide thickness.
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The prototype of semiconductor maser using the spin-polarized
conduction electrons
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Abstract. A promising idea to use the spin-polarized conduction electrons transport in a magnetic hetero-structure for the
inversion of charge carrier spin level occupancies in one of its layers to create an active environment for the electromagnetic
radiation amplification has been realized in a number of FMC/SC structures, where FMC is a ferromagnetic conductor and
SC is a semiconductor. The n-InSb single crystals, possessing high mobility of charge carriers, a narrow ESR line and an
anomalously high absolute value negative g-factor (g = −52), were used as SC. The following materials were used as FMC
playing a role of electron polarizer: (i) ferromagnetic semiconductors EuO0.98Gd0.02O and HgCr2Se4, (ii) Heusler alloys
Co2MnSn, Ni2MnSn and Co2MnSb. We have demonstrated that the spin-polarized electrons injection into the n-InSb
semiconductor from the above-mentioned ferromagnetic materials results in generation of the laser-type electromagnetic
radiation.

Introduction

An idea of a quantum amplifier working on conduction elec-
trons, the pumping in which is done by an injection of spin-
polarized electrons from a ferromagnetic semiconductor into
the InSb semiconductor, was suggested in [1]. The idea was
based on the following well-known properties of these materi-
als. Firstly, InSb possesses rather long spin-lattice relaxation
time of conduction electrons, which allows observing stimu-
lated transitions with electromagnetic energy absorption (the
electron spin resonance of the conduction electrons). It was
assumed that stimulated transitions with emission can occur in
InSb due to the inversion of spin level population of conduc-
tion electrons. Secondly, in ferromagnetic semiconductors,
such as EuO0.98Gd0.02O or HgCr2Se4, conduction electrons
are completely spin-polarized below Curie temperature. It was
suggested that the injection of such polarized electrons from
a ferromagnetic semiconductor into a semiconductor could re-
sult in an area with the inverse population of spin levels in the
latter.

1. Experimental

Implementation of this idea required versatile studies to over-
come technological and theoretical difficulties. In these in-
vestigations, the semiconductor pumping with spin-polarized
electrons resulted in the electromagnetic radiation, the wave-
length of which, λ, depended on an external magnetic field as:

λ = ch/gμBB , (1)

where |g| = 52 is the g-factor of the InSb conduction elec-
trons, μB is the Bohr magneton, B is the external magnetic
field induction, h is the Planck constant, and c is the velocity
of light. Such wavelength dependence on the magnetic field
corresponds to the emission at transitions between the Zeeman
levels of conduction electrons in InSb. The radiated power P
dependence on the pumping current I and magnetic field B

(determining parameters of damping and emission frequency)

P ∝ exp
[(
k1σIp − k2/B

2
)
L
]

(2)

is satisfactorily described within the framework of quantum
light amplification theory, where σ is the cross-section for the

stimulated transition between the levels,L is the sample length,
k1 and k2 is a constant, p is coefficient of spin polarization [2].

A maser prototype containing a magnetic system, a cryostat
and a current source meeting the following requirements has
been designed. The working medium is a semiconductor crys-
tal n-InSb in the form of a parallelepiped height of 1.5 mm and
the size of the wide faces of 2.5 × 3.5 mm. Parallelepiped was
made so that his wide face matched the planes {100} crystal
semiconductor, and the edges of wide faces are directed along
〈110〉. On one of the wide faces covered with a thin layer of
dielectric MgO thickness of 2 nm and the film Heusler alloy
Co2MnSn thickness of 200 nm used as a spin polarizer.

The magnetic system is to create a magnetic field with the
intensity ranging from 4 to 5 kOe (to obtain the wavelength of
approximately 1 mm), directed parallel to the plane of a film
spin polarizer (to minimize demagnetization of the film due to
a shape factor). The source of current is to create the current
ranging from 3 to 6 A (higher than the threshold current) across
the heterostructure layers, and the cryostat is to cool the maser
working medium down to the temperature below 180 K. The
magnetic system (MS) construction must provide high-enough
magnetic fields outside the MS to ensure the outlet of the emis-
sion spreading perpendicularly to the magnetic field. Based on
the ideas of [3], the MS has been selected in form of a hexa-
hedron with an axial working channel. The magnetization of
each block is directed along a radius. This approximation to
the optimal system capable of giving the maximum magnetic
field above the MS plane has been selected based on a rea-
sonable compromise between the desired field value and the
construction complexity.

The Sm2Co17-based permanent magnets with the residual
induction of Br = 1.05 T ensuring high temperature stability
were used for the MS. As shown by the experimental tests, the
magnetic field component perpendicular to the MS plane (at a
distance of 5 mm from the MS plane) is 4.9 kOe. The radial
gradient magnitude is less than 20 Oe/mm. The longitudinal
field gradient on the MS axis at a distance of 5 mm from the
MS plane is approximately 250 Oe/mm. This structural fea-
ture of the MS results in the emission line broadening but it al-
lows tuning the maser wavelength due to the working medium
displacement along the MS axis. The MS parameters are as
follows: an external radius is 40 mm, and the height is 40 mm.
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Fig. 1. The mock-up of a solid-state quantum generator (maser) with
spin-polarized electrons injection.

A cryostat is required for maintaining the temperature of the
quantum generator working medium below 180 K. The cryo-
stat construction is to allow magnetizing of the maser working
medium in the spin polarizer plane and deriving the emission
outside. In order to ensure the emission outlet through the
cryostat wall, its Dewar flask was made of quartz tubes.

A method of maser working medium cooling through ther-
mal contacts with two copper electrically isolated heat sinks
was selected. The heat sinks have a shape of two halves of a
cylinder cut along its longitudinal axis. The cylinder halves are
again connected with each other through a thin dielectric plate
forming a cylinder the length of 150 mm and the diameter of
8 mm. Both heat sinks have cuts in which the contact areas pro-
viding thermal and electrical contact with the maser working
medium are located. The radiation outlet parallel to the plane
of a spin polarizer film and perpendicular to the longitudinal
axis of the cylindrical heat sink is provided as well. The device
with working medium on one end is placed into quartz Dewar
vessel the length of 100 mm with interior and outer diameters
of 9 and 15.5 mm, respectively. The opposite end of the heat
sink is immersed in liquid nitrogen, and conductors of current
pumping are also joined to it. Thus, the problems of cooling,
attachment in the cryostat and pumping by current of the maser
working medium have been solved. When the heat sink was
tested, a thermocouple was attached to the middle of the lat-
eral face of a specimen perpendicular to the planes of thermal
contact. A rectangular sample of 1.5 × 2 × 2.5 mm made of
InSb-semiconductor was used for testing. It took 7–8 minutes
to decrease the specimen temperature from room temperature
to 80 K.

The maser working medium is located at a distance of 5 mm
from the MS plane so that the magnetic field the intensity of
4.9 kOe in the center of the working medium is directed par-
allel to the spin polarizer plane. The possibility of the work-
ing medium shift along the MS axis is provided, the magnetic
field in the center of the working medium varying from 4.5 to
5.3 kOe. In accordance with expression (1), this range of the
magnetic field variation ensures the emission wavelength, λ,
tuning from 0.90 to 0.78 mm.

We used a quasi-optical scheme of power output with a
focon parallel to the axis of emission propagation and the input
and outlet diameters of 10 and 2 mm, respectively. To create
one direction of emission we used a metallized segment of
the Dewar flask cylindrical surface as a mirror. Such a quasi-
optical scheme on our assumption is capable of deriving the
emission with a very short wavelength (1 mm and less), which

spreads along the focon axis or in parallel to it within the cone
range of spread. The cone inlet diameter is 10 mm, which
ensures the maser emission release and changing its wavelength
by means of the working medium displacement along the MS
axis. The distance between the focon axis parallel to the MS
plane and the MS plane is 5 mm. Thus, the cone axis passes
through the area where the magnetic field intensity is 4.9 kOe
which corresponds to the central line of emission.

The maser electronic system includes a pulse generator of
current and a temperature control unit. To reduce the Joules
heat release in the maser working medium, it was pumped by
short pulses the duration of 20μs and repetition rate of 100 Hz.
The amplitude control of current pulses from 0 to 6 A was
provided. The temperature was measured by a thermocouple
located on the copper heat sink near the working medium. The
amplitudes of current pulses and temperature were displayed in
the indication unit. Thus, a mock-up of a solid-state quantum
generator (maser) of sub-millimeter range based on the InSb-
semiconductor with the working medium pumping by spin-
polarized electrons has been created (Fig. 1). According to our
estimations, the output capacity of the maser is about 10−5 W
at the working medium temperature of about 100 K, and the
wavelength of emission can vary from 0.79 to 0.90 mm.
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Abstract. The possibility of fabrication of semiconductor laser based on CdSe/ZnSe/ZnMgSSe structure with electron beam
and optical pumping operating in yellow spectral range is exhibited. Lasing wavelength at room temperature of active
element is as high as 568 nm. Maximal value of output pulse power under electon beam (with electron energy of 16 keV)
pumping is 1.3 W and under N2 laser pumping is 34 W.

The possibility of using ZnSe-based low-dimensional hetero-
structures for the green electron beam pumped (EBP) lasers
was demonstrated during last decade. Due to significant de-
crease in electron energy the compact laser device operating
in pulsed mode (Ee = 10 keV) has been realized at cryogenic
temperatures [1]. The extremely low values of threshold cur-
rent density at room-temperature (jth ∼ 0.4−0.5 A/cm2 at
Ee = 8−10 keV) were demonstrated for the structure with ac-
tive region consisted of ZnSe quantum well (QW) centered with
ZnSe/CdSe QD sheets [2]. However, the extension of spectral
range towards the longer wavelength is of great importance
because of the difficulties to cover this range by III-nitride
based lasers. The yellow lasers could be used in navigation
systems, traffic control systems etc. Up to date the maximum
lasing wavelength for III-nitride pulsed laser diodes is limited
by ∼532 nm, and there is a rapid increase in laser threshold
with the increase of the lasing wavelength [3].

The transition to the yellow spectral range could be realized
by the increase of CdSe nominal thickness in the active layer
of laser structures similar to that used in Ref. [2]. However,
this increase is strongly limited because of the stress relaxation
via defect formation after exceeding a critical thickness (∼3
monolayer (ML) of CdSe), which is also accompanied by a
sharp reduction of the photoluminescence (PL) intensity.

This paper presents the possibility of fabrication of yellow
(λ = 568 nm) room temperature electron beam and optically
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Fig. 1. The dependencies of output pulse power on current density
for different values of electron-beam energy.
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Fig. 2. The spectrum of laser generation under electron beam pump-
ing.

pumped lasers with the CdSe/ZnSe QD active region. The
CdSe/ZnSe/ZnMgSSe laser structure was grown by molecular
beam epitaxy (MBE) pseudomorphically to GaAs (001) sub-
strate at substrate temperature TS = 280 ◦C. The structure
consisted of a Zn0.9Mg0.1S0.15Se0.85 bottom and top claddings
with the thicknesses of ∼1.7 μm and 20 nm, respectively, and
15 Å-ZnS0.14Se0.86/18 Å-ZnSe short-period superlattice (SL)
waveguide lattice-matched to GaAs as a whole. The active re-
gion consists of ZnSe QW centered with CdSe QD layers with
the nominal thickness slightly higher than 3ML. In spite of the
CdSe nominal thickness is very close to or exceeds the critical
value the structure demonstrates relatively bright PL both at
cryogenic and room temperature.

The transverse excitation geometry has been used. The
pulse electron beam (pulse duration time is of ∼200 ns) with
the energy of 10–16 keV as well as pulse N2 laser (λ = 337 nm)
were used as pumping sources. The experiments were carried
out at room temperature.

The laser generation was observed for electron beam ener-
gies of 10–16 keV. The threshold current density of the elec-
tron beam is of 3.5–4 A/cm2 within the whole range of the
e-beam energy. The dependencies of output pulse power on
current density for different values of electron-beam energy
are presented in Fig. 1 (the laser cavity length is of 0.55 mm).
Maximum values of pulse output power under electron beam
and optical pumping were as high as 1.3 and 34 W, respec-
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tively. The lasing wavelength at room temperature is as high
as 568 nm (Fig. 2).

The structure reveals rather high inhomogeneity, so both
the emission parameters and the dependencies of pulse output
power on time are strongly differed in different sample parts.
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Rashba Spin-Orbit torques in ferromagnetic thin films
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We investigate novel spin torque mechanisms based on spin-
orbit effects in structurally asymmetric ferromagnetic metal
layers. It is well known that spin-orbit coupling is ultimately
responsible for magnetocrystalline anisotropy and damping.
Under certain conditions, however, spin-orbit effects might ei-
ther induce or enhance specific spin torque mechanisms. We
analyze these effects by using two tri-layer structures (Pt/Co/Pt
and Pt/Co/AlOx) with similar magnetic properties but opposite
structural inversion parity.

One of the effects of the Spin Orbit interaction is to induce
deviations from pure conservation of angular momentum as an
electric current is injected in a domain wall [1]. Therefore,
besides the adiabatic spin-torque component, a second non-
adiabatic component will appear. Due to its equivalence to an
easy axis magnetic field, this second component is expected to
be very efficient for inducing DW motion.

Quasistatic measurements of domain wall motion inside
its local pinning center relate the observation of a 50-fold in-
crease of the non-adiabatic component to the breaking of the
structural inversion symmetry [2] (Rashba interaction). This
enhancement is confirmed by the subsequent observation of
DW displacements under ultra-short current pulses. We mea-
sure ultrafast DW motion with velocities approaching 400 m/s.
Despite the strong pinning characterizing these samples, the
DW displacements show high reproducibility demonstrating
the potential for applications.

Moreover, besides these effects occurring in DWs, the Ra-
shba interaction is also predicted to create a torque in the uni-
formly magnetized domains [3]. Unlike spin-transfer-torque,
this second phenomena does not rely on injection of spin polar-
ized current from another magnetic layer or adjacent domain.
By the intermediate of the Rashba interaction, the conduction
electron spin couples to the crystalline electric fields, and as a
current is applied, a spin accumulation transverse to both the
current direction and electric field is created. Further on, due to
the s-d exchange interaction coupling the conduction electron’s
spins to the localized magnetic moments, the spin accumulation
will act as an effective magnetic field on the magnetization.

To evidence such effects, we study the effect of current
on uniform magnetization. We observe using a wide field
Kerr microscope, how under the effect of 100 ns long current
pulses, the magnetization relaxes from the uniformly magne-
tized metastable state to the demagnetized ground state. When
applying an external magnetic field, the rate of nucleation is
enhanced for a given direction of the current and decreased for
the other direction. This asymmetry cannot be reconciled nei-
ther with the action of the Oersted field, which is parallel to —
y and smaller than 1 mT, nor with simple thermal activation

due to Joule heating.
Future directions of research in this field as well as the

possibility of combining different spin-torque mechanisms in
Rashba-type magnetic layers will be outlined.
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Abstract. The magnetic hysteresis loops of single cubic Fe nanoparticles with 18 nm side length were recorded using X-ray
photoemission electron microscopy (XPEEM) at room temperature. The shape of the hysteresis loop changed when rotating
the magnetic field from a magnetic easy axis (parallel to the cube edge) to a magnetic harder direction. To avoid surface
oxidation the colloidal Fe cubes were coated by aluminum after removal of oxides and ligands in a hydrogen plasma. The
experimental data where compared to micromagnetic simulations (OOMMF) using bulk Fe magnetization and magnetic
anisotropy parameters as input. It is shown that shape imperfections of the Fe cubes on the nanoscale observed by
transmission electron microscopy have a strong influence on the coercive field — reducing it by an order of magnitude
compared to an ideal cube.

Introduction

The correlation of the magnetic response and electronic struc-
ture with the morphology and crystal structure of individual
particles has been a long-time challenge. New developments
in X-ray microscopies offer the promise of sufficient nanoscale
magnetic resolution to address this question [1]. The advan-
tage of X-ray microscopy with respect to other magnetic imag-
ing techniques with high lateral resolution, e.g. magnetic force
microscopy, is the combination of chemical and electronic
spectroscopy with magnetic microscopy based on the X-ray
magnetic circular dichroism (XMCD) effect. Recently we
demonstrated the simultaneous recording of hysteresis loops
for individual nanoparticles and different nanoparticle con-
figurations utilizing X-ray photoemission electron microscopy
(XPEEM) [2]. Here, in combination with transmission elec-
tron microscopy which offers imaging at atomic resolution we
discuss the correlation of magnetic and morphological char-
acterization of individual nanoparticles. By 3D tomography
of selected Fe nanocubes the deviations from perfect cubic
shape can be determined which influences the magnetic rever-
sal behavior that is the coercive field and the shape of magnetic
hysteresis loops. We demonstrate by micromagnetic simula-
tions that coercive fields experimentally determined to be much
smaller than expected for Fe nanocubes depend critically on
details of the morphology of the cubes.

1. Experimental

Chemically synthesized Fe/FexOy nanoparticles with cubic
shape and edge length of 18 nm [3] were deposited on Si-
substrates. Highly diluted single layers of Fe cubes were ob-
tained. Separations of the cubes discussed here were free of
dipolar stray field effects from neighboring particles. Ligands
and oxides on all particles were reduced using a soft plasma
treatment. The metallic Fe cubes were subsequently in situ
capped by a thinAl layer to prevent re-oxidation. For our exper-
iments we used the XPEEM setup at the Berlin synchrotron fa-
cility BESSYII offering a lateral resolution for magnetic imag-
ing of 25 nm. Magnetic hysteresis loops were recorded at room
temperature in a field range of ±18 mT [2,4]. Experimental
results were compared to micromagnetic simulations using the
Object Oriented Micromagnetic Framework (OOMMF) open
source code [5].

Fig. 1. Reconstructed tomography images of an Fe/FexOy nanocube
viewed from three different directions.

2. Experiment and micromagnetic simulation

While in conventional transmission electron microscopy only
two dimensional (2D) projections of three dimensional (3D)
objects are imaged we employed 3D tomography measure-
ments to obtain the three-dimensional morphology and shape
of selected Fe cubes. As an example we show in Fig. 1a cube
with nominal edge lengths of x = 19 ± 2 nm, y = 22 ± 2 nm,
z = 20.5 ± 2 nm.

Such a cube would look in a 2D projection like a nearly
perfect square — as for example visible in Fig. 1 of Ref. [6].
The 3D tomography data have a resolution on the order of
1–2 nm showing topographic features viewed from three di-
rections. Such topographic roughness is expected to have con-
sequences on the local magnetic anisotropy and consequently
on the reversal process of the magnetization. In the following
we will use an approximate computer model of such a cube
to understand the small coercive fields of single Fe nanocubes
measured with X-ray magnetic circular dichroism. In Fig. 2a
an exemplary room temperature hysteresis loop of a single Fe
nanocube is shown. The coercive field HC is about 2.5 mT
and representative for several measured loops. A detailed in-
vestigation showed that the shape of the loops differ from par-
ticle to particle as may be expected for different orientations
of the cubes with respect to the external magnetic field. An-
other critical parameter is the morphology of the particle as
demonstrated in the following. From two-dimensional projec-
tion images a size distribution of 18.1 ± 0.8 nm edge length
for the cubes was determined. Using the mean value as input
parameter for micromagnetic simulations and using the mag-
netic anisotropy (K4 = 48 kJ/m3) and saturation magnetization
(MS = 1700 kA/m) for bcc Fe bulk we calculate hysteresis
loops displayed in Fig. 1b showing a nearly 90 times bigger
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Fig. 2. (a) Hysteresis of an individual Fe nanocube measured at room
temperature. (b) Simulated hysteresis loops for a perfect Fe cube
and cubes with edge modifications as illustrated in the inset. The
edge truncation (defined as sketched) is 2 and 3 nm, respectively.

coercive field (HC = 125 mT) than the experimental one. For
the calculation the idealized cube was discretized into 183 cells
containing a magnetic volume of 1 nm3 each. The field was
applied along the facets of the cube. For an ideal cubic Fe
particle a coercive field HC = 125 mT is found. To obtain
an insight of the effects of small morphological changes the
cube edges were truncated by 2 and 3 nm, respectively, and the
hysteresis loops were re-calculated.

As evidenced in Fig. 2b the truncation of the 18 nm cube
by 2 and 3 nm at the edges reduces HC by a factor of two.
Considering that the experimental data were recorded at room
temperature which is close to the blocking temperature of the
Fe nanocube the smaller experimental HC can be explained by
a combination of a temperature dependent fluctuating magneti-
zation and the complex modification of the nanocube’s surface
modifying the magnetocrystalline surface anisotropy contri-
butions. Additional more detailed and temperature dependent
calculations using the experimentally determined morpholog-
ical data as input parameters for the simulation have to be per-
formed in the future to obtain a quantitative agreement between
experimental and calculated loop shapes.

3. Conclusion

In conclusion we presented an experimental hysteresis loop of
a single Fe nanocube with 18 nm edge length. The comparison
to micromagnetic calculations revealed that small changes of
the idealized cubic shapes observed for real cubes results in a

strong decrease of the coercive field approaching the small co-
ercive fields measured in the experiment. One may conclude
that the determination of magnetic anisotropy from hystere-
sis loops of single domain nanomagnets requires a detailed
three-dimensional knowledge of the particle’s shape and mor-
phology.
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Identification of optically induced nuclear spin transitions
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Abstract. Orientation of electron spins in (In,Ga)As/GaAs quantum dots by light with circular polarization modulated at the
frequencies resonant to that of nuclear spin transitions in transverse magnetic field is found to create a significant nuclear
spin polarization. This technique allows us to identify the nuclear spin resonances for all nuclear isotopes comprising the
quantum dots.

Introduction

Nuclear magnetic resonance (NMR) spectroscopy is known to
be effective probe of the internal properties of solid-state mate-
rials. At the same time, low sensitivity of standard NMR tech-
nique makes difficult using it for studies of nanometer-sized
semiconductor structures, such as quantum dots (QDs), which
contain relatively small number of nuclei. Strong increase of
the NMR sensitivity is achieved by the use of optical polariza-
tion of nuclear spins [1] or by the optical detection of resonant
signal [2,3], which allowed to study nuclear resonances in thin
semiconductor layers and quantum wells. No data, however,
have been published till recently about nuclear resonances in
semiconductor quantum dots [4,5].

In this communication, we report on observation of a number
of nuclear spin resonances in self-assembled (In,Ga)As/GaAs
QDs in the transverse magnetic field. The results are obtained
using the method of selective optical pumping, which is based
on the excitation of QDs by the light with modulated circular
polarization and the registration of changes in nuclear spin po-
larization when the modulation frequency coincides with that
of a nuclear spin transition. The analysis of experimental data
allows us to identify resonances related to transitions between
| ± 1/2〉, | ± 3/2〉, and | ± 5/2〉 states in indium, gallium, and
arsenic isotopes affected by strong quadrupole interaction in
this type of QDs.

1. Experiment and discussion

A heterostructure under study contains 20 layers of (In,Ga)As
QDs sandwiched between GaAs barriers with n-delta modula-
tion doped sheets. Donor ionization supplies every dot with on
average a single resident electron. The structure was grown by
molecular-beam epitaxy on a (100) GaAs substrate an then an-
nealed at a temperature 980 ◦C. The lowest optical transition in
the QDs is at about 1.42 eV. We detected the changes in nuclear
spin polarization via respective changes of electron spin orien-
tation measured by all optical technique using the negative cir-
cular polarization (NCP) of QD photoluminescence (PL) [6,7].
The PL was excited by a continuous-wave Ti:Sapphire laser
tuned to the energy of 1.481 eV corresponding to the wetting
layer optical transition. An electro-optical modulator followed
by a quarter-wave plate has been used to modulate helicity of
optical excitation.
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Fig. 1. (a) Hanle curves measured in CW regime (black curve), and
amplitude modulation of excitation (e-peak). (b) Effects of RFz-field
on Hanle curves. The black curve is measured at the antiphased Rfz-
field. The black curve with symbols is measured at application of
cophased RFz-field. The grey curve is measured with no RFz-field.
Pexc = 0.5 mW, T = 1.6 K.

To study the electron-nuclear spin dynamics in the QDs,
we have measured the dependence of NCP on magnitude of
the transverse magnetic field (Hanle curve) at different excita-
tion protocols (see Fig. 1). Optical excitation with one helicity
of polarization and constant amplitude (CW) gives rise to well
know W-structure in the central part of Hanle curve, which is an
indication of dynamic nuclear polarization directed along the
external magnetic field [2]. The amplitude modulation of ex-
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|−1/2〉, black Gaussians are resonances |+3/2〉 ↔ |−3/2〉, which
position are fitting parameters. fPM = 111 kHz.

citing light does not create any nuclear polarization, the Hanle
curve has a smooth shape with the width controlled by the
light-induced dephasing the electron spin (e-peak).

The Hanle curve obtained at the modulated polarization of
excitation shows strong additional maxima, which positions
depend on the modulation frequency. Even stronger deforma-
tions of the curve arise when the radio-frequency (RF) field
synchronous with the polarization modulation is applied to the
sample as it is shown in Fig. 1. We applied the sinusoidal
RF-field via a couple of Helmholz coils near the sample. The
coils create magnetic component of RF-field along the optical
axis with amplitude of fraction of milliTesla. The RF-field,
�ϕ, is applied either in-phase or anti-phase to the polariza-
tion modulation. As seen in Fig. 1, the cophased RF excitation
considerably widens the Hanle curve, giving rise to new reso-
nances and hysteresis-like behavior. As seen, the resonances
are far beyond the electronic Hanle curve. The anti-phase RF,
on the contrary, radically suppresses the NCP except the point
B = 0.

Observed resonances can be explained by nuclear spin tran-
sitions in the QDs, which contain several types of nuclei (in-
cluding isotopes), namely, 69Ga, 71Ga, 75As, 113In, and 115In.
Considerable part of the transitions is modified by large quad-
rupole splitting of nuclear spin states caused by the strain-
induced gradient of crystal field as well as by the statistical
population of crystal sites by Ga and In atoms. This consid-
eration has been used for analysis of resonances observed in
Hanle curves.

An example of the analysis is given in Fig. 2. The Hanle
curve was measured for large enough modulation frequency
and at application of cophase RF-field, see Fig. 2(a), where e-
peak is also shown. For analysis, the e-peak is subtracted from

the Hanle curve and the remaining part is modeled by Gaussian-
like resonances, see Fig. 2(b). In particular, the central part is
modeled by resonances | + 1/2〉 ↔ | − 1/2〉 and the wide part
by resonances | + 3/2〉 ↔ | − 3/2〉 for In and Ga nuclei, as
well by resonances | + 5/2〉 ↔ | − 5/2〉 for In nuclei. The
resonance positions were considered as fitting parameters. This
analysis was performed for all the experimental data obtained.
We found that the resonance for 71Ga can be identified most
reliably and its magnetic field dependence is well described
theoretically assuming that the quadrupole splitting is due to
the strain aligned along z axis, εzz = 0.01. This value is in
good agreement with that estimated in Ref. [4].

2. Conclusion

We have used the effect of resonant pumping of nuclear spins in
QDs at joint action of rapid modulation of polarization of opti-
cal excitation and synchronous RF-field in transverse magnetic
field to observe resonances related to transitions between nu-
clear spin states splitted by the magnetic field and quadrupole
interaction. The resonances have been observed for large num-
ber of nuclear spin transitions in different species of nuclei in
the QDs.
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Suppression of spin level coincidences under tilted magnetic
fields in the HgTe quantum well as a manifestation
of transitions into quantum Hall ferromagnetic phase
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Abstract. We report on observation of rich patterns of magnetic level coincidences under tilted magnetic fields in the
magnetoresistivity of HgTe quantum well. Magnetic level crossings were found to turn into anticrossings within the quantum
Hall range of fields with intensity of suppression of crossings nonmonotonously dependent on the spin- to cyclotron gaps
ratio. This indicates the phase transitions into the quantum Hall ferromagnetic state as a possible nature of anticrossings.

Introduction

A strong spin-orbit interaction in HgTe makes it possible to re-
alize wide spin gaps either with or without magnetic fields that
leads to an effective g-factor g∗ reaching in a two-dimension
layer a value up to |g∗| = 60 [1] and its product on the
effective mass related to the free electron mass exceeds 1:
g∗m∗/m0 = 1.4. The latter means that there are easy con-
ditions to observe magnetic level coincidences under tilted
magnetic fields in this material. While in a traditional het-
erosystem, like GaAs/AlGaAs, a large field tilt is necessary to
reach even the first coincidence so that the field should deviate
only a few degrees from the sample plane and the perpendic-
ular field component is limited within the Shubnikov–de Haas
range of fields, the first coincidence angle in HgTe is close to
60◦ and the coincidences may exist under fields high enough
for the regime of quantum Hall effect (QHE) be reached.

1. Coincidences

We present the results on quantum magnetotransport under
tilted magnetic fields in a symmetrical CdxHg1−xTe/HgTe qu-
antum well, 20.3 nm wide, doped with In on both sides at the
distances of about 10 nm. The electron gas density is about
1.5 × 1015 m−2 and a mobility of 22 m2/V s.

Spin level coincidences appear due to that, at the fixed per-
pendicular field componentB⊥, the spin gaps may be increased
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by addition of field componentB|| parallel to the layers and oc-
cur at tilt angles θ such that the spin gap is an integer multiple
r of the cyclotron energy (Fig. 1). This is reduced to a relation

g∗m∗

m0
= 2r cos θr , r = 1, 2, 3. . . (1)

Experimentally the coincidences under QH regime are mani-
fested in the picture of magnetoresistivity (MR) ρxx(B⊥, B||)
as bridges at certainB|| values through the MR minima of inte-
ger filling factors ν (Fig. 2). As seen in Fig. 2 the obtained coin-
cidences are aligned on a set of straight beams ascending from
zero and tilted the angles that fulfill Eq. (1) for r = 1, 2, 3. . ..
It means that a simple traditional scheme is acceptable here
for description of coincidences in spite of the complicated na-
ture of the conduction band in the HgTe 2D layer with inverted
band structure. The same coincidences are also positioned on
another set of beams descending from a point B0

|| on the B||
axis that correspond to a full spin polarization of the electronic
system g∗μBB

0
|| = 2EF with EF — the Fermi level and μB —

Bohr magneton. These beams correspond to a motion between
integer ν values along the fixed upper spin sublevels on the
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scheme in Fig. 1 and at large enough tilts are described within
the same simple model as

B|| = 2

g∗ (m∗/m0)
(B1 −MB⊥) ,M = 1, 3, 5. . . (2)

with B1 = hnS/e — MR minimum position for ν = 1, nS —
the electron gas density (Fig. 2). The second system of coin-
cidences manifests in the experiment more pronouncedly than
the first traditional one with the fixed angles θr (1): Fig. 3.

2. Anticrossings

In the high-perpendicular-field region, a complicated structure
of the coincidence-related MR features is revealed with the MR
peaks split into two components shifted from the integer ν in
the valley center to the neighboring MR ridges with half-integer
ν values leaving either lowered (Figs. 2, 3) or almost totally
suppressed bridge at the integer ν (Fig. 4). Such a behavior
means that the corresponding level coincidence is suppressed,
i.e. the level crossing is changed for their anticrossing. Notable
is that considerably stronger suppression is observed for the
ν = 3 coincidence than for those at ν = 2 and ν > 3. This
is especially pronounced when, in our experimental pictures
(e.g. Fig. 2), to go along the trace for M = 1 (see Egn. 2) on
the (B⊥, B||) plane thus moving from the partially depressed
coincidence at ν = 2 to the suppressed crossing at ν = 3 and
further to the well pronounced crossings at ν ≥ 4.

The level anticrossings in the coincidence effect under tilted
fields may occur due to spin-orbit interaction [2]. The coinci-
dence suppression at ν = 2 could be described by this mecha-
nism since Landau levels with numbers differed by 1 interact
in this case. But levels with numbers differed by 2 participate
in the coincidence at ν = 3 (Fig. 1). The spin-orbit interac-
tion between them may exist only in the second order thus the
anticrossing should be much weaker in this case, contrary to
the experiment. Another mechanism for the anticrossing may
be connected with transition of the electronic system into a
spin-polarized state when the Fermi level passes through the
point of expected coincidence that is followed by a transition
into a quantum Hall ferromagnetic state [3]. The coincidence
suppression have been observed in the Ga0.47In0.53As quantum
well [4], but only for a single filling factor ν = 2. The larger
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Fig. 4. Identical to Fig. 3 but in a state after IR-radiation. An
increased mobility has led to a stronger suppression of the ν = 2
coincidence and almost a total suppression of MR at the expected
coincidence for ν = 3.

g∗m∗/m0 in HgTe makes it possible to observe coincidences
at larger B⊥ and thus to analyze a wider set of coincidences
with larger ν, which are still within the QH regime. Just due
to this we may see that the ν = 2 state is not the only one sup-
pressed under QH regime, but that the next state — ν = 3 —
corresponding to a larger number of spin polarized levels is
still more suppressed. The observed recovery of coincidences
at smaller B⊥ may be explained in terms of overlapped levels
that lead to a destruction of the QH ferromagnetic state [5].
Remarkable is that in Ga0.47In0.53As [4] the recovery of coin-
cidences have been observed already at ν ≥ 3, that supports
the latter mechanism.
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Aharonov–Bohm interferometer as a spin polarizer
P. M. Shmakov, A. P. Dmitriev and V.Yu. Kachorovskii
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. We study effect of spin-orbit interaction on tunneling transport of electrons through a single-channel quantum
ring threaded by magnetic flux. We focus on the high temperature case, assuming that temperature T is much higher than
level spacing in the ring and demonstrate that spin-orbit interaction leads to splitting of Aharonov–Bohm resonances. We
calculate the spin-dependent transmission coefficient and show that unpolarized incoming electron beam acquires
polarization after tunneling through the ring. The polarization degree depends on the strength of electron-electron
interaction and reaches 100% (at certain values of magnetic flux) in the absence of interaction.

Introduction

It is well known that in purely 1D systems with spin-orbit (SO)
interaction the spin degree of freedom may be excluded by uni-
tary transformation. As a result, the effect of SO interaction on
spin and charge transport is suppressed [1]. In this paper, we
show that this is not the case for a tunneling transport through
a single-channel quantum ring threaded by a magnetic flux �
(Aharonov–Bohm interferometer). Though such a ring is ac-
tually 1D system, the interference between two waves (prop-
agating clockwise and counterclockwise) makes the problem
nontrivial. We will see that SO interaction may strongly modify
transport properties of the ring. We focus on high temperature
case, assuming that temperature T is much higher than the level
spacing in the ring. In the absence of SO interaction this case
was discussed in a recent work [2]. It was demonstrated that, in
contrast to naive expectation, interference effects are not sup-
pressed by thermal averaging. The manifestation of interfer-
ence is quite interesting even in the case when electron-electron
interaction is neglected. In particular, “noninteracting” Lan-
dauer conductance G0(φ) = (e2/2π)T0(φ) exhibits a sharp
antiresonance in vicinity of φ = 1/2:

T0(φ) = 2γ cos2(πφ)

cos2(πφ)+ γ 2 . (1)

Here T0(φ) is the transmission coefficient averaged within
the temperature window, φ = �/�0, �0 = hc/e is the flux
quantum, and γ � 1 is the transparency of tunneling contacts.
This dependence is shown in Fig. 1. The dip at φ = 1/2 is due
to destructive interference of clockwise- and counterclockwise-
propagating waves having the same winding numbers.

1. Main results

We assume that spin-orbit interaction is described by the fol-
lowing Hamiltonian

HSO = (α/2) {[e × σ] , p} . (2)

Here e is the unit vector parallel to built-in electric field, σ is
the vector consisting of Pauli matrices, α is the constant of
SO interaction, p is the operator of the electron momentum in
the ring and {· · ·} stands for anticommutator. The vector e has
following components (cosϕ cos θ , sin ϕ cos θ , sin θ), where
ϕ is the angle coordinate of the electron in the ring and θ is the
angle between built-in field and the ring plane.

We will study the problem quasiclassically, assuming that
kFL � 1 and αpF � EF, where L is the circumference of

0 0.5 1 φ

T

Fig. 1. Antiresonance in the transmission coefficient in the absence
of SO interaction.

the ring. Within this approximation the effect of SO interac-
tion can be fully taken into account if we consider rotation of
the electron spin in the SO-induced effective magnetic field.
We will neglect the Zeeman term h̄ωZσ̂z in the Hamiltonian,
assuming that ωZ � αkF.

Let us assume that an electron described by a spinor |σ 〉
enters the ring at contact 1 and escapes from the ring at contact 2
in a spin state |σ ′〉. If we neglect backscattering by contacts,
the transition amplitude is given by a sum of amplitudes of
clockwise and counterclockwise propagating waves A+

σ ′σ and
A−
σ ′σ . Each of the amplitudes A+

σ ′σ and A−
σ ′σ can be presented

as a sum over winding number n:

A+
σ ′σ= |t |2

∞∑
n=0

(tin)
2nei(1/2+n)(kL−2πφ)〈σ ′|(M̂+)nM̂+

∗ |σ 〉, (3)

A−
σ ′σ= |t |2

∞∑
n=0

(tin)
2nei(1/2+n)(kL+2πφ)〈σ ′|(M̂−)nM̂−

∗ |σ 〉. (4)

Here k is the electron wave vector, t (t∗) is the tunneling am-
plitude to enter (exit) the ring, tin is the amplitude to pass the
contact without scattering and matrices M̂+, M̂−, represent op-
erators of spin rotation after passing a full circle 2–1–2 clock-
wise and counterclockwise, respectively. The matrices M̂+∗ ,
M̂−∗ correspond to spin rotation after passing half circle (1–2)
clockwise and counterclockwise. Important feature of the SO
interaction is that M̂− = (M̂+)−1, so that these matrices can
be written as

M̂+ = exp (−iσχ/2) , M̂− = exp (iσχ/2) , (5)

where χ is a spin rotation vector corresponding to clockwise
2–1–2 process. One can also see that

M̂−
∗ = M̂−M̂+

∗ . (6)
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The spin-dependent transmission coefficient is given by

Tσ ′σ = 〈∣∣A+
σ ′σ + A−

σ ′σ
∣∣2〉k , (7)

where averaging over k is taken within the temperature win-
dow. Let us consider transmission of unpolarized electron
beam through the ring. In this case, the total transmission
coefficient T and the average spin of outgoing electrons S are
expressed via Tσ ′σ as follows

T =
∑
σ ′σ

Tσ ′σ /2 , S =
∑
σ ′σ

σ ′Tσ ′σ /T . (8)

Here sum is taken over σ = ±1/2, σ ′ = ±1/2. Introduc-
ing now spinor |σ̃ 〉 = M̂+∗ |σ 〉 and using (6) we find that the
spin dependent parts of A+

σ ′σ and A−
σ ′σ become respectively,

〈σ ′|(M̂+)n|σ̃ 〉 and 〈σ ′|(M̂−)n+1|σ̃ 〉. Since both total trans-
mission and spin polarization contain sum over initial spin po-
larizations, one can replace sum over σ with the sum over σ̃ .
Now we can change basis choosing z axis be parallel to vector
χ. Doing so we diagonalize both M̂+ and M̂−. Choosing
the final spin polarization parallel (antiparallel) to χ, one can
check that transmission coefficient summed over initial spin
polarization coincides with one for spinless electrons but with
the shift φ → φ + |χ |/4π (φ → φ − |χ |/4π ). One can also
see that this conclusion remains valid if we take into account
backscattering processes by tunneling contacts. As a result,
we find that the total transmission and the average spin can be
expressed in terms of T0(φ) (see Eq. (1))

T (φ) = T0(φ + |χ |/4π)+ T0(φ − |χ |/4π)

2
, (9)

S(φ) = T0(φ + |χ |/4π)− T0(φ − |χ |/4π)

4T (φ)
. (10)

Using Eq. (2) one can find

|χ |=8π
|ξ cos θ + ξ2|

1+
√

1+4ξ cos θ + 4ξ2
, ξ = αmL/2πh̄. (11)

Functions T (φ) and S(φ) are shown schematically in Fig. 2
and Fig. 3. It is worth stressing that the average spin reaches
1/2 at certain values of φ. Its direction coincides with the di-
rection of vector χ. Physically, the 100% polarization along
χ is achieved when the transmission of the electrons with the
opposite polarization is totally blocked due to destructive in-
terference.

Let us now briefly discuss the role of the electron-electron
(ee) interaction. This interaction leads to two effects [2]:

0 0.5 1
–0.5

0

0.5

φ

S

Fig. 3. Spin polarization after tunneling through quantum ring (in-
coming beam is unpolarized).

1) Persistent-current blockade (PCB). As shown in [2] for
interacting electrons T0(φ) should be replaced with

T (φ) = Z−1
∑
NR,NL

T0(φ − gJ )e−εNR ,NL /T . (12)

Here NR and NL are the total numbers of right and left
moving electrons in the ring, g is the dimensionless constant
characterizing the strength of the ee-interaction, J = NR −
NL is the persistent current captured in the ring, εNR,NL =
(�/4K)[(N −N0)

2 +K2(J − 2φ)] is the energy of so called
“zero mode”, Z = ∑

NR,NL
e−εNR ,NL /T , N = NR + NL, N0

is the averaged number of electrons in the ring, � is the level
spacing, and K = (1 − g)1/2/(1 + g)1/2 is the Luttinger con-
stant. As a result of PCB, the Aharonov–Bohm anti-resonance
(Eq. 1) acquires fine structure: it splits into a series of narrow
peaks separated by distance g.

2)Dephasing, which leads to broadening of the peaks of
the fine structure within the width �ϕ/�, where �ϕ is the
dephasing rate. Here we restrict ourselves to the case when
g
√
T� � �ϕ � g�. In this case, the fine structure of reso-

nances is not resolved, while the width and the height of reso-
nances do not depend on �ϕ and are determined by the Gibbs
averaging in Eq. (12) [2]. One can show that the maximal aver-
age spin in this case is on the order of γ /g

√
T/� � 1. We see

that due to ee-interaction the maximal average spin becomes
smaller than 1/2.

2. Conclusion

In this work we demonstrate that the Aharonov–Bohm inter-
ferometer can be used as a spin polarizer. The maximal polar-
ization, which can be achieved in such a polarizer is controlled
by the strength of electron-electron interaction.
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Surface anisotropy influence on nonlinear dynamics of Néel-
type domain walls in magnetic films with in-plane anisotropy
M. N. Dubovik, B. N. Filippov and F. A. Kassan-Ogly
Institute of Metal Physics, Ural Branch of RAS, 620990 Ekaterinburg, Russia

Abstract. Within the framework of two-dimensional model of magnetization distribution and exact allowance for main
interactions surface anisotropy influence on nonlinear dynamic behavior of Néel-type domain walls in thin magnetically
uniaxial films with in-plane bulk anisotropy has been studied. Surface anisotropy of easy plane (easy axis) type proved to
increase (decrease) time-average wall velocity and critical field value. Two possible wall internal structure dynamic
rearrangement scenarios have been revealed.

Introduction

At present studying physical properties of nanosize objects has
acquired a vital importance. Thereupon the investigation of
nonlinear dynamics of domain walls in magnetic films with
nanosize thicknessb is of essential concern. Till recently study-
ing domain walls motion based on numerical methods has being
dealt mainly with the film thicknesses in which the stable static
wall structure is two-dimensional vortex-like Bloch-type one.
Dynamical transformation of two-dimensional Bloch-type do-
main walls internal structure [1] is of interest for nonlinear
physics. In Permalloy films such walls exist at b > 40 nm.
The only stable static wall configuration in the thinner films is
one-dimensional Néel-type one. Despite the one-dimensional
Néel-type wall static structure being simpler as compared with
the two-dimensional wall one, recent investigation [2] showed
the dynamic properties of walls in ultra-thin films to be nontriv-
ial and of importance for better understanding the processes of
domain walls motion in films. The present work deals with the
surface anisotropy influence on the nonlinear dynamic proper-
ties of uniaxial films with in-plane anisotropy and of 8–35 nm
thickness.

1. Statement of the problem and basic equations

Ferromagnetic film is considered to be a parallelepiped having
thickness b along the y axis of Cartesian coordinate system and
infinite dimensions in xz plane, with easy axis being parallel
to the z axis. It is assumed that film magnetic state corre-
sponds to two domains with uniform magnetizations oriented
along +z(−z) for x < −a/2 (x > a/2). This implies that
domain wall is concentrated completely in a region V of rect-
angular cross-section D in the xy plane having dimensions a
and b along x and y respectively. Magnetization in region V
is assumed to be a function of x and y: M = M(x, y). Wall
motion simulation is carried out using numerical integration of
Landau–Lifshitz equation:

dM
dt

= −γ [M × Heff ] − α
γ

MS
[M × [M × Heff ]] . (1)

Here t is the real time, α is the Gilbert loss damping parameter,
γ is the gyromagnetic ratio, Heff is the effective field which is
determined by variational M derivative of full energy volume
density. Because of M being independent of z domain wall
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Fig. 1. Dependences of the average (over the film thickness) velocity
of a domain wall motion on time for 15 nm thick film with basal
parameters. H = 40 Oe > Hc.

energy per unit length along z can be written in the form

γD =
∫
D

∫ {
A

M2
S

[(
∂M
∂x

)2

+
(
∂M
∂y

)2
]

− K

M2
S

(Mc)2 − 1

2
MH(m) − MH

}
dx dy

+
a
2∫

− a
2

[
KS

M2
S

(
nM

(
x, y = ±b

2

))]
dx . (2)

HereA is the exchange interaction parameter,MS is the sat-
uration magnetization, Kis the bulk anisotropy constant, c is
a unit vector along the easy axis, KS is the surface anisotropy
constant, n is a unit vector normal to the film surface, H is
an external magnetic field and H(m) is the magnetostatic field
determined from the magnetostatic equations. Initial distribu-
tions for numerical simulation of domain wall motion are ob-
tained from the numerical minimization of (2) with H=0. For
the details about the technique reader is refered to [1,3]. Exter-
nal driving field was applied along easy axis. Use was made of
parameters typical for permalloy films: A = 2 × 10−6 erg/cm,
K = 103 erg/cm3, MS = 800 G, α = 0.01. KS was var-
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Fig. 2. Dependences of the average (over the film thickness) velocity
of a domain wall motion on time for 25 nm thick film with basal
parameters. H = 40 Oe > Hc.

ied from −1 to 1 erg/cm2. KS < 0 (KS > 0) corresponds
to the surface anisotropy of easy axis (easy plane) type, with
anisotropy axis normal to the film surface.

2. Results

When considering domain walls dynamic behavior two regions
of external field H values should be distinguished, namely
above and below certain critical field Hc. For H < Hc the
wall motion proves to be stationary and for H > Hc veloc-
ity of motion changes with time (nonstationary motion), with
time-periodic wall internal structure rearrangement occurring.
Here we examine the letter case because of its being more in-
teresting. Figures 1 and 2 show time dependences of wall mo-
tion velocities obtained for various film thicknesses. As stated
above the only stable static wall type existing in Permalloy films
of 8–35 nm having in-plane anisotropy is the one-dimension
Néel-type wall. Nevertheless, the dynamic rearrangement of
the internal wall structure at their nonstationary motion can
occur, in particular, by the generation of vortex-like wall con-
figurations, as shown in Fig. 3. Such a scenario of wall struc-
ture rearrangements is observed in 20–35 nm films (in absence
of surface anisotropy) [2]. In thinner films the scenario alters
substantially and the vortex-like configurations formation does
not occur (see Figs. 1 and 3). In particular, at b = 10 nm in-
stead of vortex-like states generation the precession of average
magnetization of a wall about the easy axis lying in the film
plane takes place. In this case, the scenario of dynamic rear-
rangement of the internal wall structure is very similar to that
studied for the first time by Schryer and Walker [4] for the infi-
nite medium case. Figures 1 and 2 show the presence of surface
anisotropy of easy axis (easy plane) type to decrease (increase)
the maximal wall motion velocity and the period T of wall in-
ternal structure rearrangement and hence decrease (increase)
the time-average wall motion velocity. Such a dependence of
T is connected with the surface anisotropy influence on the
critical fieldHc value. In particular,Hc increases in the case of
KS > 0 and decreases in the case of KS < 0 as compared with
the KS = 0 case. As a result nonstationary wall motion can be
completely suppressed by the surface anisotropy of easy-plane

(A) (D)

(B) (E)

(C) (F)

(C1) (G)

Fig. 3. Instantaneous wall configurations corresponding to points
in Figs. 1 and 2. Arrows indicate the projections of M on the xy
plane. Central dotted line is the level line Mz = 0; Mz varies by
approximately 75% between the rest two lines.

type. IncreasingHc is of importance for obtaining big wall mo-
tion velocities and thus increasing possible film-based devises
rate of operation. The presence of surface anisotropy also shifts
the film thickness region boundaries where Néel-type wall non-
stationary motion occurs with vortex-like states generation. In
particular, in 25 nm thick film with Hc = −0.5 erg/cm2 such
configurations formation does not take place.
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Ferromagnetic ordering in 2D semiconducting structures:
GaAs/InGaAs/GaAs quantum wells with a remote Mn δ-layer
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Abstract. We study experimentally and theoretically the electron transport and magnetism in GaAs/InGaAs/GaAs quantum
wells with a remote Mn δ-layer. The existence of a ferromagnetic state is confirmed by the anomalous Hall effect, direct
magnetization measurements, and by the observation of a peculiar hump in the temperature dependence of the sample
resistance. This dependence was calculated taking into account effects of disorder, nonlinear screening, and magnetic
interactions on electron transport. The theoretical results are in a good agreement with the observed local maximum. Our
analysis shows that this peak lies significantly below the Curie temperature TC in contrast to the three-dimensional case,
where it lies above and close to TC. The dependence of TC on manganese content, depth of the quantum well, and the
thickness of the spacer between quantum well and Mn δ-layer shed a light on the mechanisms of exchange interaction in
such structures, which are discussed.

Introduction

Due to fundamental limits for further miniaturization of tran-
sistors in microprocessors and memory cells, electronic de-
vices based on new physical principles are demanded. One of
the most promising proposal is to transfer and process infor-
mation not only through the charge but also through the spin
of the electrons. This domain of research is called spintron-
ics. In this context, Dilute Magnetic Semiconductors (DMS),
mostly based on AIIIBV-type semiconductors, are currently the
object of a widespread attention. However, two-dimensional
(2D) structures, which proved to be suitable for electronics,
are much less studied in the context of spintronics, and only re-
cently some papers appeared, see for example [1,2,3]. For such
structures, the possibility to achieve a spatial separation of mag-
netic dopants and charge carriers seem to be crucial and promis-
ing. Having this in mind, we have studied GaAs/InGaAs/GaAs
Quantum Wells (QW) with a Mn δ-layer introduced into one of
the GaAs layers and observed magnetic ordering and different
manifestations of the spin polarization of the charge carriers.
Unlike previous studies ofAIIIBV-type DMS with Mn δ-layers,
in our case the Mn layer and the conductive channel (the quan-
tum well filled with charge carriers) are well separated from
each other. This results in a relatively high mobility of the
carriers, two orders of magnitude higher as compared to the
DMS-based structures studied earlier [4,5]. As a consequence,
unlike previous results, the hole spectrum is really 2D, as it is
confirmed by the observation of Shubnikov–de Haas oscilla-
tions and quantum Hall effect, alongside with ferromagnetic
behavior. Particularly, we have observed the anomalous Hall
effect up to relatively high temperatures (140 K) [3]. The mag-
netic ordering in the structure under study was also detected by
the presence of a hump in the temperature dependence of the
electrical resistance R(T ) presented in Fig. 1, which is typical
of systems with ferromagnetic ordering. The polarization of
photo- and electroluminescence, proving the spin polarization
of the carriers, was recently observed in similar structures [6].
Direct magnetization measurements were also performed. At
high temperatures, the magnetization curves are typical of a
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Fig. 1. Temperature dependence of resistance for the Mn doped
heterostructures (1, 2, 3, and 4) with different carrier and doping
densities and a carbon doped heterostructure (5).

magnetic cluster glass, while at low temperatures and at not
high Mn content a hysteresis loop was observed. For struc-
tures with higher Mn content the exchange bias of hysteresis
loop was observed also. That is due to spatial disorder of Mn
distribution, which results in the existence of antiferromagnetic
regions that could pin the magnetic moment of ferromagnetic
areas.

1. Results

In this talk, the possible mechanisms of exchange interaction
leading to the ferromagnetic state in these systems will be dis-
cussed. To shed light on this mechanism, we performed mea-
surements at various Mn concentration, depth of the quantum
well and thickness of the spacer separating the Mn δ-layer and
the QW. These results presented in Figs. 2 and 3 prove two com-
peting causes for spin polarization of carriers in the QW. First
is related to the indirect exchange between carriers in the QW
and Mn ions in δ-layer and second is due to affect of magneti-
zation of Mn δ-layer on carriers while ferromagnetic ordering
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Fig. 3. Curie temperature versus thickness of the spacer for set of
samples with Mn content 0.3 ML.

in this layer occurs itself without exchange with carriers inside
the QW.

Our experimental results point out the intrinsic nature of
the anomalous Hall effect in DMS with 2D geometry, which is
related to the renormalization of carrier group velocity under
the action of the spin-orbit interaction. The magnitude of the
anomalous Hall effect and the change of sign when T rises are
in a good agreement with the theoretical estimations for 2D
structures [7].

2. Discussion and conclusions

Anomalies in the electrical resistance observed in both insulat-
ing and metallic structures can be interpreted as a signature of
significant ferromagnetic correlations. The insulating samples
turn out to be the most interesting as they can give us valuable
insights into the mechanisms of ferromagnetism in these het-
erostructures. At low charge carrier densities, we show how
the interplay of disorder and nonlinear screening can result
in the organization of the carriers in the 2D transport channel
into charge droplets separated by insulating barriers, similar
to the earlier calculations of Gergel’ and Suris [8]. Based on
such a droplet picture and including the effect of magnetic
correlations, we analyze the transport properties of this set of
droplets, compare it with experimental data, and find a good
agreement between the model calculations and experiment (see
Fig. 4). Our analysis shows that the peak or shoulder-like
features observed in temperature dependence of resistance of
2D heterostructures δ-doped by Mn lie significantly below the
Curie temperature TC unlike the three-dimensional case, where
it lies above and close to TC.
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Modeling of nuclei-induced bunching effect in quantum dots
S. V.Yakovlev and M.Yu. Petrov
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Abstract. We report on theoretical modeling of the electron-nuclear spin dynamics of semiconductor quantum dots in
framework of both quantum mechanical and semi-classical approaches. Both the models allow us to simulate the effect of
bunching in the electron spin dynamics induced by nuclear spins when pumping the ensemble of quantum dots by periodic
pulse training.

Introduction

The spin of conduction-band electron localized in a quantum
dot (QD) represents a natural two-level system supplying with
a remarkably long coherence time and, therefore, attracts an
interest for broad scientific community due to its fundamen-
tal interest as well as application potential [1,2]. For strongly
localized electrons, the spin coherence time is limited by its
hyperfine interaction with surrounding N ∼ 104−106 spins
of lattice nuclei [3,4]. A way to overwhelm this decoherence
mechanism has been reported by Greilich et al (Ref. [5]). A
series of short laser pulses has been used to transfer the nuclear
spin system in a state, which focuses the electron spin preces-
sion in strong external magnetic field into modes synchronized
with the laser pulses.

Dephasing of electron spin precession in strong transverse
magnetic field might be caused either by spread of electron
g factor in the QD ensemble [6] or by fluctuation of total
field caused by the spread of the nuclear spin fluctuations [3].
Strongly periodic pulse training of electron-nuclear spin sys-
tem gives rise to opposite effect of constructive interference
of electron spin precession in the ensemble (bunching effect)
caused by tuning the system to the pumping conditions. The
bunching effect caused by the spread of electron g factor is
well studied as experimentally as theoretically [6]. However,
the role of nuclear spin fluctuations is theoretically analyzed
only in framework of a phenomenological approach [5,7].

In this work, we present the results of modeling the electron-
spin dynamics in the ensemble of identical QDs initiated by
a series of pulsed radiation. We show in quantum mechanical
and semi-classical approaches that the periodic training of cou-
pled electron-nuclear spin system can lead to synchronization
of electron spin precession in strong external magnetic field.
Both the models predict the nuclei-induced bunching effect in
ensemble of identical QDs where the electron g factor spread
is absent.

1. Model

The Hamiltonian of electron spin Ŝ coupled toN nuclear spins
Îj (j = 1, . . ., N ) in the presence of external magnetic field B
takes the form (h̄ = 1)

Ĥ = −γe Ŝ × B −
∑
j

γ jn Îj × B +
∑
j

Aj
(
Ŝ × Îj

)
, (1)

where γe and γ jn are the gyromagnetic ratios for electron and
j th nuclear spins, Aj is the constant of hyperfine interaction
with j th nuclear spin. Unless we ignore the spatial depen-
dence of hyperfine constants and assume the nuclear spins to

be similar to each other (Ai = Aj ≡ A, γ in = γ
j
n ≡ γn, for

all i and j ) we introduce the total nuclear-spin momentum,
Ĵ = ∑

j Îj , and rewrite Eq. (1) as

Ĥ = −γe Ŝ × B − γn Ĵ × B + A Ŝ × Ĵ . (2)

To derive the equations of motion (EOM) of the spin system, we
substitute the reduced Hamiltonian (2) into the Von Neumann’s
equation, ρ̇(t) = i[ρ(t), Ĥ], and obtain

d

dt
〈Ŝ〉 = A〈

[
Ĵ × Ŝ

]
〉 + ωe × 〈Ŝ〉 , (3)

d

dt
〈Ĵ〉 = A〈

[
Ŝ × Ĵ

]
〉 + ωn × 〈Ĵ〉 . (4)

Here, 〈. . .〉 denotes the quantum mechanical averaging over
density matrix ρ(t) and ωe = −γeB, ωn = −γnB are the elec-
tron and nuclear precession frequencies about external mag-
netic field, respectively. The obtained EOM are quite complex
because of presence of term 〈[Ĵ× Ŝ]〉. Semi-classical approach
consist in simplification of these EOM by factorization of this
term to 〈Ĵ〉 × 〈Ŝ〉. By doing this, Eqs. (3) and (4) come into a
system of EOM closed with respect toSξ = 〈Ŝξ 〉 and Jξ = 〈Ĵξ 〉
(ξ = x, y, z).

The latter simplification is rough, therefore, we compare
the results of calculation of Sξ and Jξ in this approach with
those obtained within a quantum-mechanical model. In the
quantum-mechanical approach, the density matrix of the cou-
pled electron-nuclear spin system is represented in a block-
diagonal form with each block, ρJ , corresponding to the value
of total angular momentum J . The dynamics of each block
ρJ (t) can be evaluated according to the solution of the Von
Neumann’s equation with the reduced Hamiltonian (2). The
resulting quantum mechanical averages for Sξ and Jξ can be
calculated as Sξ (t) = Tr [ρ(t)Ŝξ ] and Jξ (t) = Tr [ρ(t)Ĵξ ].
Further details of the model and numerical procedure can be
found elsewhere (see Refs. [8] and [9] for details).

In both the models, we consider an ensemble of infinite
number of identical QDs each containing one resident-electron
spin. Starting from totally unpolarized nuclear spin states of
each QD, the system is affected by a periodic pulsed radiation
with period TR. Each pulse orients the spins of the resident
electrons in each QD along z axis and, simultaneously, does not
affect the nuclear spin system of the QDs. This action simulates
the process of optical orientation of electron spins by circularly
polarized light. In the intervals between the pulse actions, there
is a coherent motion in electron-nuclear spin system of each
QD as well as the precession of electron and nuclear spins about
the external magnetic field. Each pulse decouples electron with

50



SRPN.11o 51

nuclear spins, thus polarizing the nuclear spin system of each
QD.

To simulate the unpolarized nuclear spin bath, which can be
described in quantum mechanical model by the high-tempera-
ture density matrix ρn(0) ∝ 1 (1 is the unity matrix), in the
semi-classical model, we initially generate many realizations of

the nuclear momentum J(m)0 =
[
J
(m)
x0 , J

(m)
y0 , J

(m)
z0

]
according

to Gaussian probability distribution,

w(J) = 1(√
2π �

)3 exp

(
− J2

2�2

)
, (5)

where � is the variance of this distribution. Similar to Merku-
lov et al (Ref. [3]), it describes the frozen nuclear spin fluctu-
ations in the QD ensemble. The initial state for electron spin
at t = 0 is S(m)0 = [0, 0, S0]. Within the semi-classical model,

every initial vectors J(m)0 and S(m)0 are propagated in time ac-
cording to the EOM [Eqs. (3) and (4)] until the next pulse
event comes at t = TR. At this time, this coherent process is
interrupted and the new state of electron spin S(m)(TR) = S(m)0
is initiated. After that, until t = 2TR, the evolution is de-
scribed similarly by Eqs. (3) and (4). Repeating this procedure
for each realization m and averaging over the initial probabil-
ity distribution, we calculate the average values of Sξ and Jξ
(ξ = x, y, z).

2. Results and discussion

We are interesting in the spin dynamics of electron spin polar-
ization, i.e., Sz(t), affected by interaction with nuclear spins
in presence of strong external magnetic field applied in the
direction transverse to electron spin orientation. We assume
B = [B, 0, 0]. We have chosen magnitude of B to be large
enough so that the electron spin precesses many times during
TR about this field. At the same time, hyperfine constant A
have been chosen to make the electron spin dephasing time to
be of 0.2TR.

To compare two approaches, we have chosen for semi-
classical model� = √

I (I + 1)N/3 whereN is the number of
nuclear spins in quantum mechanical one and I is the nuclear-
spin quantum number. The results obtained are shown in Fig. 1.
As one can see from the figure, both the models give similar dy-
namics for electron spin polarization. Moreover, the dynamics
between first two pulses coincides within the numerical error.
However, after many periods of excitation, the semi-classical
approach gives rise to considerably stronger bunching effect
than the quantum mechanical one. This disagreement of two
models is possibly due to factorizing the vector product in exact
EOM [Eqs. (3) and (4)]. Further studies of this disagreement
is required.

Summarizing, we have simulated the electron-nuclear spin
dynamics of the QD ensemble in the presence of strong ex-
ternal magnetic field. The electron spin dynamics initiated by
the periodic pulsed excitation in Voigt geometry is simulated
in two models, the semi-classical and quantum mechanical ap-
proaches. Numerical analysis for limited number of nuclear
spins, N = 64, shows that both the models give the quantita-
tive agreement at the initial stage of excitation, when nuclear
spins are unpolarized, and diverge after many training peri-
ods giving, however, qualitatively similar bunching effect in-
duced. However, the applicability of phenomenological model

(a) (b)

(c) (d)

semi-classic semi-classic

quantum
mechanic

quantum
mechanic

0 1 98 99

0.5

0.5

0

0

−0.5

−0.5
t/TR t/TR

S z
S z

0 1 98 99

Fig. 1. The dynamics of z component of electron spin polarization
between neighboring pulses calculated in semi-classic [panels (a)
and (b)] and quantum mechanic [panels (c) and (d)] approaches.
Note, good numerical agreement of both the models at the initial
stage of “training protocol” [compare panels (a) and (c)]. Both the
models predict the bunching effect (the increase of Sz just before
next pulse) after long-time training the system, but the bunching
amplitudes are different in different models [compare panels (b)
and (d)].

for quantitative description still requires an additional investi-
gation.
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Electron energy spectrum and persistent current in non-perfect
one-dimensional quantum ring with spin-orbit interaction
I. A. Kokurin
Mordovian State University, 430005 Saransk, Russia

Abstract. The one-particle energy spectrum in the one-dimensional quantum ring with the Rashba spin-orbit interaction that
contains the point δ-like defect is theoretically studied by means of numerical diagonalization of the Hamiltonian. The
presence of the point defect leads to the reduction of the crossings into the anticrossings on the energy plot versus magnetic
flux. The density matrix formalism is utilized for the persistent charge current calculation. Its dependence on the magnetic
flux is studied. The persistent current dependencies on the magnetic flux are compared for the cases of perfect and defect
ring. The new features observed for both perfect and defect rings that corresponds to the combined effect of Zeeman and
Rashba splitting. The effect of finite temperature is discussed.

Introduction

The two-dimensional electron gas (2DEG) and the systems
of reduced dimensionality based on 2DEG (quantum wires,
dots, rings) attract much attention due to spin-orbit interaction
(SOI). SOI allows to manipulate spin degrees of freedom by
means of electric field that can be used for the application in
semiconductor spintronics [1]. It is important for applications
that the SOI strength for 2DEG structures can be tunable [2,3].
Note that for narrow-gap structures such as InAs-structures
Rashba SOI [4] mechanism is dominant [3]. In general the
Rashba SOI Hamiltonian has the form [4]

HR = α

h̄

[
σ × p

]
n , (1)

where α is the Rashba SOI strength parameter; σ, p, n are the
vector of Pauli matrices, the electron momentum and the unit
vector of the normal to the 2DEG surface, respectively.

Among different spintronic device proposals it should be
mentioned the one based on the quantum ring (QR) with Rashba
SOI [5]. Moreover, the QR geometry is suitable for the ob-
servation of equilibrium effects such as the persistent charge
current (PCC) [6]. PCC in the one-dimensional (1D) QR
with Rashba SOI neglecting Zeeman splitting was theoretically
studied in Refs. [7,8] (this case takes the place if effective g-
factor is really small or in theAharonov–Bohm geometry when
there is no magnetic field in the ring area). Actually, in real
narrow-gap 2DEG structures we cannot neglect the Zeeman
splitting due to large effective g-factor.

The aim of present work is the theoretical investigation of
the electron energy spectrum and PCC in 1D QR with Rashba
SOI in the presence of the point δ-like defect in QR.We suppose
the Zeeman splitting to be sufficiently large.

1. Model and Hamiltonian diagonalization

The Hamiltonian of the perfect 1D QR of radius a is given
by [7,9]

H0 = h̄2

2m∗a2

(
−i ∂

∂ϕ
+ �

�0

)2

+ α

a
σr

(
−i ∂

∂ϕ
+ �

�0

)
− i

α

2a
σϕ + 1

2
g∗μBBσz , (2)

where m∗ is the electron effective mass, � = πa2B is the
flux of magnetic field B = (0, 0, B) through the ring, �0 =

2πh̄c/|e| is the flux quantum, g∗, μB = |e|h̄/2m0c are ef-
fective g-factor and Bohr magneton, respectively. Here we
introduced the polar Pauli matrices, σr = cosϕσx + sin ϕσy ,
σϕ = − sin ϕσx + cosϕσy .

The energy spectrum of perfect 1D QR with Rashba SOI is
given by

Ejs

E0
=

(
j + �

�0

)2

+ 1

4

+ s

√
�2

(
j+ �

�0

)2

+
[
j+

(
1−g∗m

∗

m0

)
�

�0

]2

,(3)

where E0 = h̄2/2m∗a2, j = ±1/2,±3/2, . . ., s = ±1, � =
2αm∗a/h̄2. The energy spectrum of perfect ring as a function
on magnetic flux is depicted on Fig. 1a.

The corresponding wavefunctions have the form

|js〉 = 1√
2π

(
ei(j−1/2)ϕC

(s)
j

ei(j+1/2)ϕD
(s)
j

)
. (4)

HereC(+)
j = D

(−)
j = cos(θj /2),D(+)

j = −C(−)
j = sin(θj /2),

tan θj = �λj/(�Z − λj ), with λj = j + �/�0 and �Z =
1
2g

∗μBB/E0 = g∗m∗
m0

�
�0

.
Let us consider the short-range defect in the ring that is de-

scribed by the δ-like potentialHd = V0δ(ϕ). We find the spec-
trum of the HamiltonianH = H0 +Hd utilizing the numerical
diagonalization (calculating the matrix elements ofH0 +Hd in
the perfect ring eigenfunction basis). For this purpose we use
40 × 40 Hamiltonian matrix that ensures the perfect precision.
After numerical diagonalization of the Hamiltonian H0 + Hd

the crossings that take place in the spectrum of H0 reduce into
anticrossings (but gaps can be small and undistinguishable on
the plot) on the E(�) dependence. The energy spectrum of
the defect ring as a function of magnetic flux is depicted on
Fig. 1b.

2. Persistent current

Let us first find the azimuthal velocity operator vϕ by means
of Heisenberg equation of motion vϕ = − i

h̄
[aϕ,H ] that leads

to the following expression

vϕ = h̄

m∗a

(
−i ∂

∂ϕ
+ �

�0

)
+ α

h̄
σr . (5)
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Fig. 1. (a) The energy spectrum of perfect 1D QR with Rashba SOI
as a function of magnetic flux, � = 2.3, g∗ = −4.0, m∗ = 0.05m0.
The dashed (solid) lines correspond to s = ±1 levels, respectively.
(b) The energy spectrum of QR with δ-like defect, V0 = 0.5E0.

Now we utilize the density matrix formalism in order to calcu-
late PCC

I = e

2πa
Tr

[
f0(H)vϕ

]
, (6)

calculating the matrix elements of the velocity operator in H0-
basis (4). Here f0(E) is the Fermi distribution function.

Here we produce the numerical results for the case of the
constant chemical potential μ that is the typical case (as we
guess) for QR defined in 2DEG structure. It is well-known that
PCC in the perfect ring has the following property I (−�) =
−I (�). This statement remains true in our case as well. For
this reason we plot I (�) dependencies for positive� only. The
I (�) dependencies are plotted on Fig. 2. The typical values
of PCC are the following: I0 is about 10 nA for the ring with
a = 50 nm.

One can see on the Fig. 2a the usual PCC behavior: the
monotonic decrease and the jumps on the I (�) dependence
that corresponds to the alternation of the particle number. The
V0 increase leads to repulsion of the levels and the some reduc-
tion of PCC. More interesting features appear due to complex
energy level structure for the chemical potential at the vicinity
ofμ = 0 (see Fig. 2b). The solid arrow on Fig. 2b indicates the
feature that corresponds to the level reduction due to the point
defect. The dashed arrows on Fig. 2b indicate the features that
appear due to the combined effect of Zeeman and Rashba split-
ting on the energy levels and electron velocity in the vicinity
of the Zeeman gaps. These features become apparent both for
perfect ring and defect one. As expected, the finite temperature
leads to smoothing of the jumps on the I (�) plots (see Fig. 2c).

3. Summary

We have studied the energy spectrum and PCC in non-perfect
1D QR with Rashba SOI. The presence of short-range defect
in the ring leads to drastic reduction of the 1D QR energy
spectrum and PCC. There are two types of the features in PCC
behavior (see Fig. 2b): (i) the first one deals with the defect on
the ring, and (ii) the second one appears both in the perfect and
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Fig. 2. PCC in 1D QR with Rashba SOI as a function of magnetic
flux (QR parameters are the same as on Fig. 1), I0 = |e|h̄/4πm∗a2.
(a) μ = 3.5E0. The solid (dashed) line corresponds to perfect
(defect, V0 = E0) ring, T = 0; (b) μ = 0.0. The dashed (solid) line
corresponds to perfect (defect, V0 = 0.5E0) ring, T = 0; (c) μ =
0.0. The solid (dashed) line corresponds to defect ring at T = 0
(T = 0.04E0), V0 = 0.5E0.

defect ring and corresponds to combined effect of Zeeman and
Rashba splitting on the energy spectrum and electron velocity.

Since the electrons carry spin as well as charge then there is
the persistent spin current (PSC) in QR and it can be detected by
special methods [10]. The PSC components can be calculated
in analogy with the charge current by means of replacement
evϕ → h̄

4 (σivϕ + vϕσi) in Eq. (6), (i = r, ϕ, z). These calcu-
lations and corresponding results will be published elsewhere
(as well as the results for isolated ring that corresponds to the
case of constant particle number).
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Spin Hall effect induced by sound
I. I. Lyapilin
Institute for Metal Physics, RAS, 620990 Yekaterinburg, Russia

Abstract. The kinetics of conduction electrons in magnetic field that interact with the field of sound waves is studied. The
balance equations for the macroscopic momentum, the component of spin, and energy are considered. The conditions for
the realization of the spin Hall effect under sound waves are analysed.

Introduction

Among the effects, in which the spin-orbit interaction plays a
dominant role and which recently have intensively been studied
in low dimensional system it is worth noting the spin Hall effect
(SHE) [1–3]. The effect is manifested in the form of a spin
current directed perpendicular to the normal current, which
takes place in an electric field. The SHE has been observed
experimentally [4,5]. Note that upon the SHE external electric
field which directly affects the kinetic degrees of freedom of
electrons is transmitted to the spin subsystem through the spin-
orbit interaction.

There are, however, mechanisms of interaction with exter-
nal fields under which the energy of the external field is trans-
mitted simultaneously to both electronic subsystems (kinetic
and spin). One of these interactions is the interaction of ultra-
sonic waves with free conduction electrons. The interaction of
electrons with the sound wave

u (x, t) =
∑
q

u(q) eiqx+iωt

can be summarized as follows.

Hef(t) =
∑
inq

�−n
−i (q) u

i(q) eiωt T n(q) , (1)

whereT n(q) is the tensor operator, which depends on the group
indices n = (μ, α1, α2, . . .). �

−n
−i (q) is the c-number matrix.

For the interactions which are independent from spin

T n(q) =

⎧⎪⎨⎪⎩
∑
j

eiqxj ≡ T ··(q) = N(q) ,∑
j

{Pα
j ; eiqxj } ≡ T ·α(q) = Pα(q) .

In other cases, the interactions with sound, depends both on
the translational and spin operators, hence, the tensor operator
has the form

T n(q) =
∑
j

{Sμj P α
j ; eiqxj } ≡ T μα(q) . (2)

Here, xj P α
j S

μ
j are the operators of coordinates, the momen-

tum and spin of the j-th electron, respectively. The indices
μ, α take the values (0, +, −). The brackets {. . , . . .} denote
the symmetrized product of operators. A± = Ax ± iAy .

We have considered the system of conduction electrons in a
constant magnetic field, which interact with the field of lattice
displacements and impurities. We have examined the effects
associated with the absorption and redistribution of energy be-
tween the subsystems of the kinetic and spin degrees of free-
dom in the vicinity of the resonance frequencies in the quadratic

approximation in the amplitude of displacements. The macro-
scopic equations for momentum balance, spin components and
energy balance of subsystems are obtained by the nonequilib-
rium statistical operator ρ(t) which is determined under the
linear approximation in drift velocity and intensity of sound
waves. The analysis of the macroscopical equations of balance
is carried out which evidences the possibility of realization of
spin Hall effect induced by sound waves (acoustic spin Hall ef-
fect). Besides, the resonant change of conductivity caused by
various width of channels transferring the sound wave energy
between electronic subsystems is studied.
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Characterization and physical properties of the iron silicide
nanostructures
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Abstract. The Fe silicide formation is studied both experimentally and theoretically. We have evaporated thin Fe film at the
(100) single crystal Si substrate in the ultrahigh vacuum at different substrate temperature Ts with in situ characterization by
high energy electron difraction (HEED), electron spectrometry, and ex situ by spectral ellipsometry. We have calculated ab
initio electronic structure of β-FeSi2 thin slab and β-FeSi2/Si interface by the density functional theory method in GGA
approximation and study the effect of the surface on the electronic properties of silicide.

Introduction

Ferromagnet/semiconductor nanostructures are promising
class of new materials for spintronics which provides new prop-
erties beyond ferromagnet/metal structures with giant magne-
toresistance. Among them magnetic nanostructures with Si
spacer are very promising due to possible integration into the
silicon technology. The Fe/Si nanostructures have been consid-
ered by several groups [1–3]. In addition to dimensional quan-
tum effects and the effects of interaction between neighbouring
layers, the physical properties of multilayered nanostructure
(Fe/Si)n are governed by the iron silicide phases formed at the
interface [4]. In this paper we study the Fe silicide formation
both experimentally and theoretically. We have evaporated thin
Fe film at the (100) single crystal Si substrate in the ultrahigh
vacuum at different substrate temperature Ts with in situ char-
acterization by high energy electron difraction (HEED), elec-
tron spectrometry, and ex situ by spectral ellipsometry. We
have ab initio calculated electronic structure of β-FeSi2 thin
slab and β-FeSi2/Si interface by the density functional the-
ory method in GGA approximation and study the effect of the
surface on the electronic properties of silicide.

1. Experiment

The samples were grown on the clean Si(100) 2 × 1 substrates
by thermal evaporation in ultrahigh vacuum (UHV) at substrate
temperature Ts = 320, 450, 600, 750 K using the modernized
molecular-beam epitaxy “Angara” set-up. The base pressure
in the growth chamber was 1.0 × 10−7 Pa. The component
materials were evaporated from refractory (boron nitride) cru-
cibles. The growth rate was checked-up in situ by a high-speed
laser ellipsometer LEF-751M, and is equal to was 0.16 nm/min
for Fe. The thicknes of Fe layer was 1.6–1.8 nm.

Earlier our high temperature SQUID measurements have
revealed the silicides formation in the range Ts = 400 −650 K
from the irreversible temperature dependence of magnetisa-
tion [5]. To study the initial stage of the Fe silicides formation
we have measured in situ HEED for different Ts value (Fig. 1
for Ts = 450 K).

The magnetic measurements on the Si(hkl)/SiO2/Fe(d)/
Si(1.5 nm)/Fe(d)/Si(1.5 nm)/Fe(d)/Si(10 nm) films with var-
ious values of dFe (1.2, 1.6, 2.6, and 3.8 nm) were carried out
using a SQUID magnetometer with applied fields up to 50 kOe.
The measurements in the temperature range from 4.2 to 400 K
were done with the standard plastic straw sample holder. From
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Fig. 1. HEED data for Fe/Si film at T s = 450 K.

300 to 800 K the oven option was used with the sample holder
consisting of a twisted thin aluminum foil sheet where the sam-
ple is located in the middle of the resulting rod. In the SQUID
the sample was held in a helium atmosphere of 2 mbar pressure
providing clean annealing and in situ measurements during the
annealing.

The easy axis of magnetization is parallel to the film plane
at zero field, as evidenced by the typical rectangular magneti-
zation hysteresis loops measured with applied field H parallel
to the film plane. The value of the coercivity for the samples
ranges from 60 to 200 Oe. The magnetizationM versus temper-
ature T measurements for (Fe/Si)n multilayers were carried out
in the external field H = 700 Oe sufficient to guarantee mag-
netic saturation. The diamagnetic contribution, determined in
an independent measurement on a blank substrate, was sub-
tracted from the data.

2. Results and discussions

We have performed the diffraction data analysis and found the
following phases of silicides: β-FeSi2 at Ts = 450 K, Fe3Si or
Fe2Si and ε-FeSi at Ts = 600 K; α-FeSi2, Fe2Si, and Si (100)
2 × 1 at Ts = 750 K. This conclusion is preliminary, it agrees
to some literature data and disagrees to other. The ellipsometry
spectra for Ts = 450 K sample has been fitted in the model of
the Fe silicide islands, the best fitting gives the FeSi2 islands of
the mean radii 100 nm and heights 5 nm with the 30% coverage.
The temperature dependence of magnetization on the Si(hkl)/
SiO2/Fe(d)/Si(1.5 nm)/Fe(d)/Si(1.5 nm)/Fe(d)/Si(10 nm) films
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Fig. 2. The magnetization M(T ) as a function of tempera-
ture (in heating process) of the Si(100)/SiO2/Fe(d)/Si(1.5 nm)/
Fe(d)/Si(1.5 nm)/Fe(d)/Si(10 nm) samples.

with various values of dFe (1.2, 1.6, 2.6, and 3.8 nm) is pre-
sented in the Fig. 2. Magnetization is calculated as the ratio of
the total magnetic moment of the sample to the total volume of
Fe in the film. It is evident that both the absolute magnetization
value and its temperature dependence are different in films with
various dFe; with decreasing dFe the value of magnetization at
T = 0, (M0) decreases, and the slope of the low temperature
dependence increases.

Analysis of our in situ high temperature annealing measure-
ments reveals the irreversible process that starts in the temper-
ature range of 400–650 K due to the formation of nonmagnetic
silicides, causing modification of the magnetic properties of the
sample. Indeed, the magnetization at RT, after cooling from
the high temperature region, is totally lost for thin Fe layers
below 2.5 nm on a Si(100) substrate. In contrast, for an Fe
layer thickness larger than 2.5 nm on a Si(100) substrate, the
RT magnetization is decreased but does not vanish.

At low temperatures the M(T) dependence is reservible and
is described by the spin wave theory (the Bloch law)

M(T ) = Ms0(1 − BT 3/2 − CT 5/2) .

It allows to determine such parameters as magnetization
at 0 K M0, and the value of exchange constant via parame-
ter B. This magnetic characteristics are thickness dependent,
for Fe(15 nm) M0 = (1750 ± 2) Gs, B = (4.9 ± 0.2) ×
10−6 K−3/2, C = (1.35 ± 0.01) × 10−8 K−5/2. With in-
creasing Fe layer thickness we observe that the value of the
activation energy seems to tend toward the value found for sili-
cide synthesis in bulk layers of iron and silicon. The degree
of silicide formation is strongly dependent on the crystalline
quality of the multilayers and in particular on the interface
roughness and structure. Therefore, the tendency for silicide
formation is quite different for samples of different structural
quality. The kinetic parameters for the silicide formation found
here are related to our polycrystalline samples and are not uni-
versal for all types of Fe/Si multilayers. Nevertheless, the in
situ method to study the magnetic properties by measurement
of the high temperature SQUID measurements as Fe silicides
form is universal.

To study silicide formation in the Fe/Si interface we have
performed the ab initio calculation of the electronic structure of
thin slab and β-FeSi2/Si interface by the density functional the-
ory method. The GGA band structure calculations of the thin
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Fig. 3. Layer resolution density of states in β-FeSi2/Si.

slab and have revealed metallic properties at both surfaces. For
the β-FeSi2/Si we have obtained the sharp interface between
β-FeSi2 and Si layers (Fig. 3), where the top layer is Fe, lower
layers are Si.

3. Conclusions

In summary we have found that different iron silicides are
formed depending on the substrate temperature. The β-FeSi2/
Si interface may be sharp. Reconstruction of the surface states
results in the metallic properties at the surface of β-FeSi2. Pre-
liminary results for HEED and ellipsometry data are published
in [6] and of GGA calculations in [7].
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Electron mobility and high-field drift velocity enhancement
in InAlAs/InGaAs/InAlAs quantum well heterostructures
G. B. Galiev1, I. S. Vasil’evskii2, E. A. Klimov2, D. S. Ponomarev2, J. Požela3, K. Požela3, A. Sužiedėlis3,
V. Juciene3, Č. Paškevič3, S. Keršulis3 and V. Stankevič3

1 Institute of Microwave Semiconductor Electronics, RAS, 117105 Moscow, Russia
2 National Research Nuclear University MEPhI, 115409 Moscow, Russia
3 Semiconductor Physics Institute, 01108 Vilnius, Lithuania

Abstract. We report on experimental study of electron mobility enhancement by inserting thin (1–3 nm) InAs phonon walls
in In0.53Ga0.47As/In0.52Al0.48As quantum well (QW) as well as by increasing InAs content in InxGa1−xAs/InyAl1−yAs
heterostructures. The insertion of InAs phonon walls into QW gives the increase in electron mobility by a factor of 1.1–1.3,
and enhances saturated high-field drift velocity up to 5 × 107 cm/s.

Introduction

The engineering of electron interaction with polar optical (PO)
phonons by inserting thin layers into a quantum well (QW),
which reflects PO phonons, is an useful instrument to regulate
electron transport and photoelectric properties of heterostruc-
ture QWs [1–8]. In particular, there is a great interest to in-
crease the mobility and high-field drift saturation velocity in
In0.53Ga0.47As/In0.52Al0.48As channels of HEMTs, which are
the basic elements of the microwave electronics in the range
of 102 GHz, and recently are used for detection and generation
of THz range [7–9]. In In0.53Ga0.47As/In0.52Al0.48As quantum
well with thickness in the range of about 15–20 nm, the electron
scattering by IF phonons is a predominant scattering mecha-
nism. The electron-IF phonon scattering rate is the function of
IF phonon frequencies, which are determined by a composition
of interface semiconductor materials [5,6].

In the present study we report on the possibility to in-
crease electron mobility and high-field drift velocity using
two tools for the regulation of electron-PO phonon scatter-
ing rate in InGaAs/InAlAs QW channels: (1) the tuning of
interface (IF) phonons by changing a value of InAs content
in the ternary alloys of InxGa1−xAs/InyAl1−yAs heterostruc-
tures; (2) the regulation of confined PO phonon by inserting
InAs of 1–3 nm thick into In0.53Ga0.47As/In0.52Al0.48As QW.
These thin phonon walls are transparent for electrons but reflect
confined PO phonons.

1. Calculation

The calculated dependence of electron-IF phonon scattering
rate in InyGa1−yAs QW on the composition of InxAl1−xAs
barrier layer is shown in Fig. 1. One can see that IF phonon
scattering rate can be reduced several times by means of in-
creasing the InAs content x in the barrier layer. The growth
of the structure with increased InAs content in the barrier
demanded the sufficient increase of InAs content in the QW
layer too, in order to eliminate the mechanical deformations.
The calculated scattering rate by IF phonons in the grown
In0.8Ga0.2As/In0.7Al0.3As structure is 1.4 times less than in
In0.5Ga0.5As/In0.5Al0.5As one (see Fig. 1). On the other hand,
the increased InAs content should also lead to the decrease
of electron effective mass by 1.4 times, and thus, to mobility
enhancement. But calculations show an electron mobility in-
crease as high as 1.8 times in In0.8Ga0.2As/In0.7Al0.3As QW
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Fig. 1. The dependence of electron-IF phonon scattering rate in the
InxAl1−xAs/InyGa1−yAs/InxAl1−xAs QW on x content of the Inx
component in the barrier layer. The QW width is 16 nm.

compared with the In0.5Ga0.5As/In0.5Al0.5As one.
So the increase of InAs content in the single QW In0.52Al0.48

As/In0.53Ga0.47As/In0.52Al0.48As structure should decrease
electron-PO phonon scattering rate. The other possibility is
the insertion of InAs phonon wall into InGaAs QW that di-
vides confined phonon wall into several more narrower con-
fined phonon walls. Confinement of PO phonons into several
narrow phonon walls decreases the electron-PO phonon scat-
tering rate radically.

2. Samples and the experiment

The samples were grown by MBE on InP substrates. Sample
# 1 had single In0.53Ga0.47As 17 nm thick QW. In the sample
# 2 3.5 nm central InAs phonon wall was inserted. Sample
# 3 had two 1.1 nm GaAs cladding walls at both QW inter-
faces, and in the Sample # 4 such GaAs walls were combined
with two 1.2 nm thick InAs insertions in the QW. These GaAs
thin layers in the samples # 3 and # 4 also could serve for the
phonon confinement in the QW combined with more strong
interface phonon mode origination. Sample # 5 with the high
InAs content were grown with help of metamorphic technol-
ogy and had In0.8Ga0.2As/In0.7Al0.3As single QW with thick-
ness of 16 nm. The mobility values at low fields (500 V/cm)
were experimentally obtained from the geometrical magnetore-
sistance measurements. Sample essentials and the measured
mobility and electron concentration are listed in Table 1. To
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measure the current-voltage (I-V) characteristics of the struc-
tures, mesa structures with the width of 100μm were fabricated
with Au/Ni/Ge ohmic contacts 100×100 μm in area. The dis-
tance between the source and drain contacts varied from 5 to
100 μm. To prevent sample from heating the duration of the
applied voltage pulse was less than 50 ns.

Table 1. Samples essentials and electron mobility μ and concentra-
tion n, T = 300 K.

# x, InAs Insertions n (1012 cm−2) μ (cm2/V s)

1 0.52 — 3.4 5500

2 0.52 InAs 2.5 6100

3 0.52 2 GaAs 1.0 6200

4 0.52 2GaAs+2InAs 1.2 8400

5 0.52 — 1.4 12300

3. Results and discussion

To separate the contributions from the changes in electron mo-
bility and electron density to the current dependence on the
electric fields, the mobility was determined from magnetore-
sistance measurements in short 10μm samples. The measured
mobility and sheet electron concentration in the sample # 5
achieves 12 300 cm2/V s at 300 K and 50 500 cm2/V s at 77 K.

Figure 2 shows the field dependences of the mobility in
the investigated structures. In the fields F of 0–4 kV/cm, the
mobility in samples # 2 and # 4 with the inserted InAs, as
well as in the samples with the increased InAs content in the
sample # 5 are larger than that in the structures without the
InAs barriers. At the field F < 0.5 kV/cm, the mobility in
the sample # 5 is 1.7 times larger than in samples without
the barriers. The large mobility increase coincides with the
calculated decrease of interface (IF) phonon scattering rate in
InAlAs/InGaAs structures [10]. The current non-linearity and
saturation take place at the field of 1.5–2 kV/cm, which is
significantly less than the threshold field (Ft ≈ 3.4 kV/cm) for
the intervalley � − L transfer in bulk In0.5Ga0.5As.

For the drift velocity at 5 kV/cm, we obtained vs = 2.0 ×
107 cm/s and vs = 3.2 × 107 cm/s in the samples # 3 and # 4,
respectively.

Calculations showed that insertion of InAs phonon wall
decreases the electron (with the energy of 45 meV) scattering
rate by PO phonons 4.7 times in sample # 2 and 8.7 times
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Fig. 2. Electric field dependence of the channel current in the QW
samples # 1–# 5. The channel width is 100 μm.

in samples # 3 and # 4. The total electron scattering rate by
confined PO and IF phonons is approximately 1.2 times larger
in the structures without the InAs barrier than that is in the
structures with the InAs barrier.
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Semiconductors 44, 898 (2010).



19th Int. Symp. “Nanostructures: Physics and Technology” TN.03o
Ekaterinburg, Russia, June 20–25, 2011
© 2011 Ioffe Institute

Tunneling Hall effect
P. S. Alekseev
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. Electron tunneling in a semiconductor heterostructure with a barrier in a weak magnetic field applied parallel to
the barrier interfaces is analyzed theoretically. A novel mechanism of the Hall effect in this structure is suggested. It is
shown that the Hall current in the vicinity of the wide enough barrier is determined by the orbital effect of the magnetic field
on the electron motion under the barrier, rather than by the electron E × H-drift and scattering in the conductive regions
lying to the left and to the right of the barrier.

In recent years, quite a number of papers have been devoted to
studying the effect of tunneling through semiconductor barri-
ers in the presence of a magnetic field. Attention to this issue
is related both to the fundamental interest in various aspects
of the physics of sub-barrier motion of particles, as well as to
the fact that the application of a magnetic field gives great op-
portunities to determine different parameters of the structures.
The effect of a non-quantizing magnetic field directed along
the barrier interfaces on the tunneling current through a sin-
gle barrier was experimentally and theoretically studied for the
first time in [1]. The magnetic field leads to a slight modifi-
cation of the tunneling current. The value of this modification
was explained quantitatively in [1] in terms of a semiclassical
pattern of the electron motion under the barrier modified by
the magnetic field. Such an effect can be named the tunneling
magnetoresistance.

Here I also consider the tunneling of 3D electrons through
a single semiconductor barrier in a weak in-plane magnetic
field. The tunneling probability depends on the wave vector
in the plane of the interface. It is shown that this dependence
gives rise to a surface current along the interface near the bar-
rier. I demonstrate that the density of this current for realistic
values of the heterostructure parameters may exceed the 3D
Hall current density described by the Drude formulas. Such a
generation of the in-plane electric current due to the cyclotron
effect of the magnetic field under the barrier can be named the
tunneling Hall effect [2].

Regions to the right and to the left of the barrier are equally
strongly doped with donors and the temperature is low enough.
If a biasU0/e is applied to the structure, its main part falls on the
dielectric barrier (see Fig. 1). The magnetic field is classical:
h̄ωc � EF. Hence, an electron moves along the classical cy-
cloidal trajectory in both the right- and left-hand regions. This
motion is interrupted by scattering events on the chaotic poten-
tial of donors and/or on acoustic phonons (the corresponding
scattering time τ is considered to be equal within a numerical
constant to the momentum relaxation time). The tunneling cur-
rent jz flows along the z axis, being largely controlled by the
barrier transparency, rather than by the electron scattering. Far
from the barrier, the Hall current (or the Hall voltage) is due
to the E × H-drift and scattering and is given by the classical
Drude formulas.

As the magnetic field is non-quantizing, it is true that
lmkF � 1 and rc � k−1

F (lm = √
ch̄/eH is the magnetic

length; rc = l2m kF and 2π/kF are the cyclotron radius and the
wavelength of a characteristic electron). Thus, electrons in the
right- and left-hand regions can be described as classical wave
packets with the width �x, rc � �x � k−1

F , and the center

EF

V0

V z( )

0

z

y
x

U0

z0 a

j jz ||

H

Fig. 1. Energy diagram of the heterostructure. The magnetic field
modifies the barrier as shown by use of dashed lines. In the inset:
heterostructure with a barrier, an in-plane magnetic field, and the
directions of the tunneling current (jz) and the tunneling Hall current
(j||).

r̄(t), moving as a classical particle. When the wave packet
center r̄(t) reaches the barrier (moment t1), the wave packet is
partly transmitted through, and partly reflected from the barrier
as a quantum electron with the wave vector m ˙̄r(t1)/h̄. For this
reason, the effect of the magnetic field on the electron motion
outside the barrier should be neglected when we study the tun-
neling process. Thus, in further calculations I assume that the
magnetic field exists only within the barrier.

The general concept of the tunneling Hall effect is follow-
ing. Similarly to the usual “3D” situation, the electron motion
under the barrier is accompanied by a cyclotron effect of the
magnetic field in the (y, z)-plane. Quantitatively, this is re-
flected by the fact that the incident electrons with ky and −ky
have different tunneling and reflection amplitudes. Thus, it is
reasonable to believe that, for some heterostructure parame-
ters, the Hall (y-directed) current within a distance of about
the scattering length lsc from the barrier may be determined
by a tunneling process, rather than by the 3D mechanism. It is
noteworthy that a similar effect of the “filtering” of the electron
wave vectors along the barrier interface was theoretically stud-
ied for the 2D electrons tunneling through the 1D “magnetic
barriers” formed by the inhomogeneous magnetic field [3].

Let the barrier width a be substantially smaller than rc:
rc � a. It is essential to assume that the values of EF and
U0 are on the same order of magnitude and far smaller than
the barrier height V0. The barrier is considered to be wide,
k0a � 1 (k0 = √

2mV0/h̄).
With the assumption of the absence of the magnetic field

outside the barrier, the classification of electron states is the
same as that in the absence of a magnetic field. The electron
states in the right- and left-hand regions are plane waves partly
transmitted through, and partly reflected from the barrier. It
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is convenient to take a vector potential in the Landau gauge:
A(r) = 0 in the left-hand region, A(r) = −Hzey within the
barrier, and A(r) = −Haey in the right-hand region. As the
vector potential contains only the z space coordinate, the elec-
tron wave functions are the plane waves in the (x, y)-plane:
ψk(r) = ei(kxx+kyy)uky,kz (z). It was shown that the effect of
the magnetic field can by described as the weak ky-dependent
modification of the shape of the heterostructure potential V (z)
(see Fig. 1); this modification results in the dependence of the
functions u(z) ≡ uky,kz (z) on the magnetic field and ky . The
continuity of the zeroth and first derivatives of the functions
u(z), which are u(z) = eikzz + re−ikzz and u(z) = t eik

r
zz in

the left- and right-hand regions, should be maintained to find
the tunneling coefficient D = (kr

z/kz)|t |2. Here, the quantity
kr
z = kr

z(kz, ky) is the z component of the wave vector in the
right-hand region modified by the additional potentials of the
electric and the magnetic fields.

In order to simplify calculations, it is reasonable to accept
the following additional restriction. Let me consider that the
magnetic field affects the barrier transparency only by weak
modifying the classical action in the argument of the functions
“sh” and “ch” in the electron wave function u(z) under the
barrier: δSmag/h̄ � 1. It was confirmed that this situation
takes place if the inequalities kFa � k0/kF and (kFa)

2 �
k0rc are satisfied. For this case, the transmission coefficient
D = (kr

z/kz)|t |2 = 1 − |r|2 is:

D(kz, ky) = 16 kzkr
z

k2
0

e−2k̃0a

[
1 + ky a

2

k0 l2m

]
, (1)

where k̃0 = √
2m(V0 − U0/2)/h̄.

Let me restrict the analysis to calculation of the tunneling
Hall current in the right-hand region, which is due to electrons
tunneled from the left-hand region only, with the ky-dependent
reflection of electrons in the right-hand region disregarded.
This corresponds to the case in which the applied bias is high
enough: U0 > EF (but, nevertheless, U0 ∼ EF; see Fig. 1)
and T = 0. The fact that the tunneling probability (1) depends
on ky results in that all the tunneled electrons, which had a
symmetrical distribution function in the left-hand region, will
have a nonzero mean y-directed momentum in the right-hand
region. During the motion of the tunneled electrons in the z
direction in the right-hand region, their scattering and, thus, the
relaxation of their mean momentum will occur. So, a surface
current will flow near the right-hand barrier edge in a layer with
a width of about lsc.

Following [4], I calculate the flux (in the z direction) of the
y component of the velocity of tunneled electrons as a sum of
values vzvy multiplied by the transmission coefficient over all
the populated states in the left-hand region with kz > 0. The
surface current j|| is a product of this flux by −e and τ . A
simple calculation based on (1) gives:

j|| = −C||
e h̄2 τ k8

F a
2 e−2k̃0a

m2 k3
0 l

2
m

, (2)

where C|| = C||(U0) is a numeric constant. Note that a similar
calculation for the tunneling current density yields:

jz = −Cz
e h̄ k6

F e
−2k̃0a

m k2
0

, (3)

where Cz = Cz(U0) is also a numeric constant.
On base of the Drude formulas and (2), it was shown that the

3D Hall current and the tunneling Hall current have opposite
directions. The result (2) is linear in H, whereas the magnetic
field correction to jz is quadratic in H [1].

The surface tunneling Hall current can be observed if its
density exceeds that of the 3D Hall current. To estimate the
tunneling Hall current density (near the barrier), j|| should be
divided by the scattering length lsc = h̄〈kr

z〉τ/m : j tunn
y =

j||/lsc, where 〈kr
z〉 is equal to kF by the order of magnitude.

The Drude formulas for the 3D Hall current density lead to:
j3D
y = jz ωc τ . Using this equation, (2) and (3), we obtain:

[, j tunn
y /j3D

y ] ∼ [(kFa)
2/(k0lsc)]. Now, we can formulate a

criterion for prevalence of the tunneling Hall current over the
3D Hall current: kFa � √

k0lsc. At the same time, it is nec-
essary that a < lsc for the ballistic tunneling picture to be
relevant.

To summarize all the discussed conditions, the structure
configuration must satisfy the inequalities: kF �k0 and kFa�
k0/kF. The scattering length must lie within the interval:
a < lsc � (kFa)

2/k0. The magnetic field must have a cy-
clotron radius rc � (kFa)

2/k0. Note that it follows from these
inequalities that a � k−1

F and rc � a, lsc.
In paper [1], a GaAs/AlGaAs-heterostructure with the pa-

rametersV0 = 43 meV, a = 25 nm,EF = 12 meV was studied.
It was shown that for this structure, all the required inequalities
can be satisfied with reasonable lsc and H. The surface current
calculated using (2) is j|| ∼ 3 × 10−7 A/cm for this structure
at lsc = 3 × 10−6 cm and H = 1 T.

It is reasonable to try to measure the suggested effect in a
heterostructure with several barriers (i.e., in a superlattice with
wide quantum well regions). If the distance between barriers
is about lsc, the Hall effect in the whole superlattice will be
mainly due to the sum of the tunneling Hall effects near each
barrier.
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Relevant quantum corrections to conductivity of two-
dimensional electron gas at classically strong magnetic fields
A. A. Greshnov
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. Quantum corrections to conductivity of the two-dimensional electron gas have been studied in the regime of
classically strong magnetic fields, ωcτ � 1. It is found that temperature dependence of the second-order quantum
correction exhibits unexpectedly divergent behaviour, δσ2(T ) ∝ ln2 T . This fact is in contradiction with the famous
one-parameter scaling theory of conductivity [1] and results of the previous studies focused on the so-called unitary
ensemble instead of Landau quantization [2]. Moreover, our results imply violation of the one-parameter scaling in the
arbitrary magnetic fields, including classically weak.

Introduction

Initially, when hypothesis of the one-parameter scaling of con-
ductivity had been introduced [1], it was implied to hold un-
der quite general conditions, including presence of an external
magnetic field. However, after discovery of the integer quan-
tum Hall effect it became obvious that diagonal component of
the conductivity tensor, σxx , cannot be scaled alone, without
σxy [3]. This peculiarity, contradicting to phenomenological
ideas of Ref. [1] and a theory of Ref. [2], was attributed to the
non-perturbative corrections to σxx which are called instantons
in the field-theory language [4]. Though Ref. [3] gives quite
charming recipe of the two-parameter scaling to overcome in-
consistency of the one-parameter version, it has never been
confirmed by any experimental or numerical results [5]. In the
present paper it is shown that violation of the one-parameter
scaling occurs perturabively, namely due to the quantum cor-
rection to conductivity of the second order in 1/(2N + 1),
N � 1 being Landau level number associated with the Fermi
surface. Though currently only the regime of classically strong
magnetic fields (ωcτ � 1) has been studied, we speculate that
violation of the one-parameter scaling takes place in the arbi-
trary magnetic fields due to the analytical properties of σxx .

1. Theory

In order to calculate the diagonal component of conductivity
tensor, σxx , we apply the usual impurity diagrammatic tech-
nique and Kubo formula

σxx = − e2h̄

4πS
Tr{v̂x(ĜR − ĜA)v̂x(ĜR − ĜA)} , (1)

taking into account that only dissimilar (RA) contributions are
able to give divergent contributions due to the diffuson ladder.
Here S is a sample area, GR,A stands for the retarded and ad-
vanced one-electron (non-averaged) Green functions, and the
overline implies averaging over the random impurity configu-
ration. We consider the Gaussian model of disorder with the
short-range correlatorU(r)U(r′) = Wδ(r−r′) and accept the
self-consistent Born approximation [6] leading to

G
R,A
E (r, r′) =

∑
n

GR,A
n

(
E−h̄ωc(n+1/2)

�

)
Kn(r, r′), (2)

G
R,A
N (x) = 2

�

(
x ∓ i

√
1 − x2

)
, (3)

G
R,A
N+�(x) = − 1

�h̄ωc
∓ i

�
√

1 − x2

2�2 (h̄ωc)
2 , (4)

Kn(r, r′) =
∑
k

�nk(r)�∗
nk(r

′) , (5)

in the limit of N � 1, ωcτ � 1. Here N is Landau level num-
ber corresponding to the Fermi energy EF, �nk(r) are eigen-
functions of the cyclotron motion [7], and the Landau level
width � given by

� =
√

4W

2π ł2B
=

√
2

π

h̄2ωc

τ
(6)

appears not to be just h̄/τ due to enhancement of scattering
in the ωcτ � 1 regime. Moreover, the Fermi wave-vector
kF and the scattering length l in this regime are substituted by
l−1
B

√
2N + 1 and rc = lB

√
2N + 1 so that 2N + 1 gives an

effective kFl value which is assumed to be large.
Since the logarithmical divergence of the first-order quan-

tum correction to Drude–Ando conductivity

σ0 = (2N + 1)(1 − x2)

π

e2

h
(7)

is well known to cease in the presence of a magnetic field,
hereafter we concentrate on the second-order correction δσ2
which is given by a sum of the thirteen diagrams also known
as Hikami boxes [2] (Fig. 1). In the case of zero magnetic field
each of the diagrams (A–M) are proportional to ln2 ε (ε =
τ/τφ(T )) but so that the total coefficient is zero and δσ2(B =
0) ∝ ln ε instead of ln2 ε. However, this cancellation ceases
to work in the strong magnetic fields (ωcτ � 1): in this case
almost all the contributions except (B), (C) and (D) appear to
be small in (ωcτ)

−1. For example, the diagram (A) gives

δσA = 1

ωcτ

1 − x2

4π

ln2 ε

2N + 1

e2

h
. (8)

Skipping the explicit expressions for the contributions (E–M),
which are also small in (ωcτ)

−1, we focus on the diagrams
(B–D). When these contributions are calculated using original
Hikami boxes, i.e. with single impurity RR (AA) lines instead
of the full arcs depicted at the bottom of Fig. 1, we obtain

δσ
(0)
B+C = 1

2π

ln2 ε

2N + 1

e2

h
, (9)

δσ
(0)
D = 1 − 2x2

2π

ln2 ε

2N + 1

e2

h
, (10)
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= +

Fig. 1. Relevant diagrams for quantum corrections to conductivity
of the second order in 1/(2N + 1).

so that its sum is just proportional to x2. However, self-
consistent Born approximation involves nesting of the impurity
lines, this additional dressing of the diagrams gives the factors

B
R,A
N = 1

1 −
(
�
2G

R,A
N

)2 (11)

for the retarded and advanced arcs correspondingly. Taking
this peculiarity into account we come to the final answer

δσB+C = 1

4π

ln2 ε

2N + 1

e2

h
, (12)

δσD = −1 − 2x2

2π

ln2 ε

2N + 1

e2

h
, (13)

δσ2 = 1

8π(1−x2)

ln2 ε

2N+1

e2

h
= ln2 ε

8π2σ0

(
e2

h

)2

. (14)

The plot of δσ2 as a function of the dimensionless Fermi energy
counted from the center of the corresponding Landau level N ,
x = (EF − h̄ωc(N + 1/2))/�, is presented in Fig. 2.

2. Discussion and conclusions

First of all, we note that according to Eq. (14) δσ2 can be ex-
pressed as a function of σ0 and ε which (at the first glance)
confirms the scaling hypothesis. However, it is easy to check
that equations of the renormalization group involves vanishing
of the leading logarithms. While this condition (i.e. zero coeffi-
cient before ln2 ε/(2N+1) in the perturbation series) is fulfilled
at B = 0 as checked in Ref. [8], it is not the case at B �= 0.
Thus, we argue that application of external magnetic field vi-
olates the one-parameter scaling of conductivity, especially in
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Fig. 2. Drude–Ando conductivity σ0 and the second-order quantum
correction δσ2 as the functions of the dimensionless Fermi energy
x = (EF − h̄ωc(N + 1/2))/�.

the region of classically strong magnetic fields, ωcτ � 1. Sec-
ondly, we see that sign of δσ2 is always positive (except for the
Landau level edges |x| = 1 where it diverges due to the con-
straints of the self-consistent Born approximation). This fact
is even more shocking since σxx in the regime of the integer
quantum Hall is believed to be always less than the “bare”
Drude–Ando values, going with the decreasing temperature to
zero except for the Landau level centers x = 0 (corresponding
to the plateau-plateau transitions). Evidently, these quite un-
expected features of the quantum corrections to conductivity
of the leading order in 1/(2N + 1) shed more light upon the
physics behind magnetotransport in the two-dimensional struc-
tures and challenge building a bridge between the phenomena
of weak localization and the integer quantum Hall effect.
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Interaction correction to conductivity of double quantum well
heterostructures near balance
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Abstract. The electron-electron interaction quantum correction to the conductivity of the gated double quantum well
AlxGa1−xAs/GaAs structures is investigated experimentally. The analysis of the temperature and magnetic field
dependences of the conductivity tensor allows us to obtain reliably the diffusion part of the interaction correction for the
regimes when the structure is balanced and when only one quantum well is occupied. The surprising result is that the
interaction correction does not reveal resonant behavior; it is practically the same for both regimes.

Double quantum well (DQW) structures exhibit a number of
salient features (see, e.g., Refs. [1,2,3,4] and references therein).
The quantum corrections to the conductivity are also expected
to demonstrate peculiar behavior when the population of the
quantum wells and/or the interwell transition rate is varied. The
interference quantum correction in DWQ’s is studied in [5,6,7,
9], where the specific features of the interference induced mag-
netoresistance and dephasing processes are investigated both
theoretically and experimentally. The correction due to the
electron-electron (e-e) interaction is investigated significantly
less [9,10].

The contribution of e-e interaction to the conductivity is
determined by two terms: singlet and multiplet. Singlet term
does not depend on interaction constant and it favors localiza-
tion, i.e., it leads to the conductivity decrease with lowering
temperature. In contrast, the contribution of the interaction
in the multiplet channel depends on the interaction constant
γ2 and gives antilocalization correction for ordinary semicon-
ductor structures. For diffusion regime (T τ � 1, where τ is
the transport relaxation time), the interaction correction to the
conductivity is as follows [11]

δσee = KeeG0 ln(T τ) ,

Kee = 1 +
(

4n2
v − 1

) [
1 − 1 + γ2

γ2
ln (1 + γ2)

]
, (1)

where G0 = e2/πh, nv is the number of valleys. The first and
second terms correspond to the contributions in the singlet and
multiplet channel, respectively. As seen the coefficientKee de-
pends on the valley degeneracy. For the 2D gas with the single
valley spectrum, nv = 1, at γ2 = 0.28, that corresponds to the
electron density n � 1012 cm−2 [12], the multiplet contribu-
tion is less than the singlet one and Kee � +0.6. For the case
of the two valleys electron spectrum, as it takes place in [100]
Si-MOS 2D structures, the correction in the multiplet channel
is larger than that in singlet one and the coefficient Kee for the
same electron density should have opposite sign, Kee � −0.9.

It seems that the double quantum well heterostructures based
on single valley semiconductors should demonstrate analogous
behavior. The crucial change of the interaction contribution
should be observed when changing the relation between the
electron densities in the wells with the help of gate electrode,
for example. If one naively supposes that the total correction is
the sum of the interaction contributions from each of the wells,
the value of Kee about +1 should be observed for particular
case of the different but close electron densities in the wells,
n1 ≈ n2 ≈ 5 × 1011 cm−2. When the electron density is

the same in the wells, n1 = n2 = 5 × 1011 cm−2, we should
deal with the analog of the two valleys structure, for which the
coefficient in the multiplet term becomes equal to 15, the inter-
action contribution becomes antilocalizing with Kee � −0.9.
Of course, such the giant change of Kee can be observed in
special structures only. Namely, the electron densities and mo-
bilities in the wells should be close. Moreover, the scatterers
should be common for the carriers in the different wells in the
sense that each specific impurity should scatter the carriers of
the lower and upper wells identically. In addition, the inter-
well distance d should be small, κd < 1, where κ is the inverse
screening length, but the interwell transition time t12 should be
large, t12 � 1/T . In reality, it is very difficult to fulfil all
these requirements. However, because the qualitative specu-
lation presented above predicts very huge effect, it seems that
significant change of the interaction correction in double well
structure at varying of the density should be observed easily.

The results presented in this paper have been obtained for
just the same samples, for which the weak localization effect
has been investigated in [8]. The main parameters of the sam-
ples for two regimes considered here are listed in the Table.
The regime when only the lower quantum well is occupied is
referred as SQW regime. Balance is the regime of the equal
electron densities in the wells.

The dependences of σi and �σi = σi(4.2 K)− σi(1.35 K)
(i = xx, xy) on the magnetic field taken for the structure
3243 at Vg = −1.5 V are presented in Figs. 1(a) and 1(b),
respectively. One can see that �σxx decreases strongly up to
B = 1 T therewith�σxy is not small. Such variations of�σxx
and �σxy with the changing temperature and magnetic field
is caused by the ballistic part of interaction correction, which
renormalizes the mobility.

To extract the diffusion part of the interaction correction,
we have used the unique property of the diffusion part of this
correction: it contributes to the one component of the conduc-
tivity tensor, namely, to σxx , whereas δσxy = 0. Three differ-

Table 1. Parameters of the structures investigated.

Structure #3243 #3154
regime SQW balance SQW balance
Vg (V) −4.1 −1.5 −3.6 −2.0

n (1011 cm−2) 7.0 7.5 4.0 4.5

μ (103 cm2/V s) 14.5 15 4.8 6.5

Kee ± 0.05 0.60 0.57 0.53 0.50
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Fig. 1. (a) The magnetic field dependences of σxx and σxy taken
at T = 1.35 K. (b) The magnetic field dependences of �σxx,xy =
σxx,xy(4.2 K) − σxx,xy(1.35 K). (c) The temperature dependences
of �σxx = σxx(4.2 K) − σxx(T ) at B = 1/μ = 0.67 T (squares)
and that found from the Hall effect as described in text (diamonds).
Vg = −1.5 V.

ent ways have been used. They are the following: (i) analysis
of the T -dependence of σxx at B = 1/μ (ii) obtaining of the
interaction correction from the T -dependence of the Hall co-
efficient: �σxx/σxx � −�RH/2RH (iii) obtaining of δσxx
over the whole magnetic field range with the use of the method
described in Ref. [13].

All three methods give the same results for both regimes,
when the heterostructure is in the balance and when only the
lower quantum well is occupied. In both regimes the correc-
tion δσee is logarithmic in the temperature and practically in-
dependent of the magnetic field [see Figs. 1(c) and Fig. 2]. In
the balance, the experimental value of the parameter Kee is
0.57 ± 0.05. In the SQW-regime, we have obtained Kee =
0.60 ± 0.05 that corresponds to γ2 � 0.29. This value is in a
good agreement with the theoretical estimate γ2 = 0.31 [12].

The surprising thing is that the value of Kee in the balance
practically coincides with that for the regime when only one
quantum well is occupied. Such coincidence seems strange. It
does not agree with our qualitative consideration in the begin-
ning of the paper.

The resonant change of Kee occurs quite possible within a
very narrow range of Vg and we could overlook it measuring
Kee at fixed Vg. To check such an occasion we have mea-
sured ρxx and ρxy at fixed magnetic field B = 1/μb, whereμb
stands for the mobility in the balance, and different tempera-
tures sweeping the gate voltage. The dependence of Kee vs Vg
was found as the slope of the σxx vs ln T plot. As seen from
Fig. 2(c) Kee changes monotonically and exhibits no resonant
feature within the sweeping Vg range.

Thus, all the results presented above show that the notice-
able resonant change of Kee to say nothing of change of its
sign is not observed in the structures investigated.

One possible reason of the absence of theKee resonance can
be the fact that the scatterers are not common enough in spite of
our efforts to design special structures and despite proximity
of the mobilities in the wells. The unavoidable variation in
the scatterers positions with respect to the center of the barrier
results in the fact that the specific impurity scatters differently
the carriers of the lower and upper wells. Besides, the interwell
distance is not sufficiently small in our case. The parameter κd,
where d is the distance between the centers of the well, is equal
to 3.6, so the interaction between the electrons in the different
wells is noticeably weaker than that between electrons within
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Fig. 2. The temperature dependence of the diffusion e-e interaction
correction �δσee = δσee(T )− δσee(1.35 K) for different magnetic
fields near the balance (a) and in the SQW-regime (b). (c) The Kee

values plotted against the gate voltage. The line is obtained when
sweeping the gate voltage at different temperatures.

the one well.
On the other hand, the interaction correction for the struc-

ture with the large interwell distance (κd � 1) should be equal
to the sum of the correction in wells. The value of Kee for the
case when one well is occupied is 0.60 ± 0.05 for structure
3243 (see Table). So, at Vg = −1.5 V, when both wells are
occupied and each of them has approximately the same den-
sity, the value of Kee would be expected as large as � 1.2.
In reality the Kee value is twice less. We conceive that this
paradox can be resolved by taking into account the screening
of the e-e interaction between the carriers in the one well by
the carriers of the other one, which was not taken into account
at qualitative consideration above. This screening reduces the
e-e interaction strength and, consequently, diminishes the in-
teraction contribution to the conductivity.

Thus, for the adequate understanding of the role of the e-
e interaction in the double well structures, the theory, which
properly takes into account the interaction in the singlet and
multiplet channels and specifics of the screening for different
interwell distances, is necessary.
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Electric-field control of electron interference effects
in semiconductor 1D nanostructures
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Abstract. The influence of a constant transverse electric field on penetration of quantum-mechanical current density jx(x, z)
under semi-infinite potential barrier in height V at the interference of the electron waves in semiconductor 2D
nanostructures have been theoretically studied. We have considered a situation when in the 2D nanostructure at the left,
from QW1 the electronic wave of unit amplitude with energy Ex < V on such barrier in QW2 falls. We have shown, that in
such structures the situation when under a barrier the quantum-mechanical current density ejx(x, z) �= 0 and its amplitude
exponentially dumped at x → ∞ is possible.

Introduction

At present, advances in nanotechnology allow to create semi-
conductor nanostructures in which linear dimensions 1D or 2D
of the conductive channel in the direction of propagation of the
electron wave are smaller than the mean free path of the elec-
tron. In such a channel particles move in a ballistic regime that
allows to study experimentally the effects of ballistic transport
in such structures, in particular, various electron interference
effects [1]. A large number of theoretical works were devoted
to the investigation of electron quantum ballistic transport in
1D and 2D nanostructures whose common feature is the pres-
ence in quantum channels of regions of a sharp (nonadiabatic)
variation either of the channel’s geometry or a potential relief
in it [2–4].

The basic goal of our work is to theoretically investigate be-
haviour of the probability current density jx(x, z) (or quantum-
mechanical current density ejx(x, z), e being an electron cha-
rge) at falling of the electron wave propagating along x-axis
on semi-infinite potential barrier (a potential wall) in height
V modified by a constant transverse (along z-axis; z-axis be-
ing the axis of the quantization) electric field with strength F
in semiconductor 2D nanostructure. We have considered a
situation when in 2D nanostructure at the left, from region 1
(x < 0, QW1) the electronic wave of unit amplitude with en-
ergy Ex < V on such barrier in region 2 (x > 0, QW2) falls.

We have shown, that in a situation when the electron wave
falls on the first quantum-confined electron subband in QW1
and longitudinal energy Ex of the particle less than energy of
the bottom of the second subband in this reg. 1 and reflection of
the electron wave probably only on the same first subband the
quantum-mechanical current density ejx(x, z) in reg. 2 equal
to zero. However, if energy of the particle in reg. 1 is more
than energy of the bottom of the second quantum-confined
electron subband in QW1 a situation because of the interfer-
ence of the reflected waves cardinally varies. The possibility
of the exit of the reflected wave on the second subband on
x → −∞ results to the situation, when under a barrier the
quantum-mechanical current density ejx(x, z) �= 0 (penetra-
tion of quantum-mechanical current density) and its amplitude
exponentially dumped at x → ∞. Thus under a barrier there
are two zones of distribution of the ejx(x, z): the zone (2),
in which ejx(x, z) it is directed in a positive direction of the
x-axis and zone (1), in which ejx(x, z) has a return direction.
On zone (1) there is an outflow of a charge from under a bar-

rier. Distinction of potentials U1(z) and U2(z) localizing a
particle along the z-axis in regions 1 (x < 0) and 2 (x > 0)
respectively provide nonorthogonality of the wave functions in
these regions. It results to confuse of the electronic subbands
in different regions and to appearance of the electronic inter-
ference effects. As is known [5], at falling of the free electron
with energy Ex (the x-axis is the direction of propagation of
the electron wave) on a rectangular potential wall in height V0
(x > 0) under condition Ex < V0 the quantum-mechanical
current density ejx(x, z) in the reg. 2 is equal to zero, because
of the real exponent of the wave function. Certainly, in this case
exists exponentially dumped penetration of wave function of
the particle into this region at x > 0.

1. Results

We considered the problem of scattering of a monochromatic
unit-amplitude electron wave falling along the lower quan-
tum — confined subband (m = 1) from region 1 (x < 0,
rectangular QW1) to semi-infinite potential barrier in region 2
(x > 0, QW2) in semiconductor 2D nanostructure and that has
the parameters of GaAs (m∗ = 0.067m0, wherem0 is the mass
of a free electron). Width of the structure is 300 Å. The particle
motion along all the coordinates is assumed to be separated,
and a particle wave vector is directed along the x-axis. We
also assume that the potential energy in each of the QWs does
not depend on x varying jump-wise at the point of the joint
of the QWs (x = 0). Assuming that the QWs are defined by
a infinite-height-wall potential along the z-axis, the energetic
spectrums in this direction are completely discrete.

We have obtained analytical expression for the longitudinal
component of the probability current density jx(x, z) in the
QW2:

η

2m∗

[∑
n,t

CnC
∗
t ϕn(z)ϕ

∗
t (z)

(
kn+k∗

t

)
exp

[
i
(
kn− k∗

t

)
x
]]
. (1)

Here, {ϕn,t (z)} are eigenfunctions of the Schrödinger equa-
tions in region 2, Cn,t are constant coefficients defining the
amplitudes of the waves passed to the QWR2 through the sub-
bands En,t ; kn,t = [2m∗(E − En,t − Ec)]1/2 are the wave
numbers corresponding to the motion of the particle along the
x-axis in the QW2. The energy is counted from the conduc-
tion band bottom Ec in the bulk material of the QWs. Let as
note that if E − Ec > En,t then kn,t are real, and the waves
corresponding to them are spreading; at inverse inequality kn,t
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Fig. 1. The z-dependence of the normalized probability current
density jx(x, z)/|jx(0,−64 Å)| for the cross-section at the differ-
ent X1,2,3,4,5,6 = 0, 10, 20, 30, 40, and 50 Å in region 2 (x > 0,
QW2). A = 300 Å. The positively jx(x, z)/|jx(0,−64 Å)| cor-
responds to the positive direction of the quantum-mechanical cur-
rent density along x-axis; the negative jx(x, z)/|jx(0,−64 Å)| cor-
responds to the current density in the negative direction x-axis.
F = 7 × 105 V/cm.

are imaginary, and the waves are damped, with typical lengths
of ln,t = |kn,t |−1. For the considered structures coefficients
Cn,t are defined from the system of equations following from
boundary conditions for wave functions in regions 1 and 2 and
their derivatives in point x = 0. Further on, while calculating
the jx(x, z) we will only be interested in damped at x → ∞
waves with imaginary k in the QW2. The complete probability
current density (or the complete quantum-mechanical current
density) along the x-axis Jx = ∫

jx(x, z)dz as a consequence
of the orthonormalized character of the functions {ϕn,t (z)} has
no coordinate dependence from x, as in Eq. (1) there are only
terms with n = t where the terms of the sum corresponding
to subbands with En,t > E and imaginary kn,t are equal to
zero. It should be noted that the conductance of the structure
G = |Jx/V | does not depend on x.

We have considered a problem in two situations. 1. The
particles kinetic energy E =1 Ex : E(1)

1 <1 Ex < E
(1)
2 in

QW1 and 1Ex < V = V0 +E
(2)
1 in QW2. 2. E(1)

2 <2 Ex <
(1)
3

in QW1 and 2Ex < V = V0+E(2)
1 in QW2. The energies of the

bottoms of three lower subbands in QW1 areE(1)
1 = 6.24 meV;

E
(1)
2 = 24.94 meV and E(1)

3 = 56.12 meV at E(1)
y = 0. The

energies of the bottoms of two lower subbands in QW2 are
E
(2)
1 = 51.98 meV and E

(2)
2 = 71.66 meV. The built — in

potential V0 = 36 meV.
Situations 1. In situation 1 the quantum-mechanical cur-

rent density ejx(x, z) in the reg. 2 is equal to zero, because of
the real exponent of the wave function (as in standard situa-
tion [5]). Certainly, in this case there is exponentially dumped
penetration of wave function of the particle into this region at
x > 0.

Situations 2. In this case the kinetic energy of a particle
E =2 Ex in QW1 was equal to 35 meV and was less than full
effective height of a potential barrier in QW2 V = V0 + E

(2)
1

on 16.98 meV. Results of calculations in situation 2 are given

on the Fig. 1. In this situation under the barrier the quantum-
mechanical current density ejx(x, z) �= 0 and its amplitude
exponentially dumped at x → ∞. In this case in the reg. 2 un-
der a barrier there are two zones of distribution of the ejx(x, z):
the zone (2), in which ejx(x, z) is directed in a positive direc-
tion of the x-axis and zone (1), in which ejx(x, z) has a return
direction. On zone (1) there is an outflow of a charge from
under a barrier. Figure 1 shows the results of calculation of
a penetration effect for normalized probability current den-
sity jx(x, z)/|jx(0,−64 Å)| under the barrier in the region 2
(x > 0, QW2).

At present, there are methods for injecting the quasi-mono-
energetic electron beams in 2D nanostructures. For example,
Rauch et al [6] studied ballistic transport over minibands in a
superlattice based on a GaAlAs–GaAs system by injecting a
quasi-monoenergetic beam of hot electrons into the superlat-
tice.
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Abstract. We investigate the gate voltage dependence of capacitance of a system gate — 2D electron gas (C − Vg). The
abrupt drop of capacitance at decreasing concentration was found. The possible reasons of this drop, namely inhomogeneity
of electron density distribution and serial resistance of 2D electron gas are discussed. Simultaneous analysis of gate voltage
dependences of capacitance and resistance has shown that in heavily doped 2D systems the main role in the drop of
capacitance at decreasing concentration plays the resistance of 2D gas. It is found that the investigated systems remains
homogeneous down to the low temperature conductivity about (10−2−10−3)e2/h.

Introduction

The investigation of quantum effects in 2D systems has a great
advantage due to the ability to control the concentration of
charge carriers continuously by varying voltage on the gate
electrode. With this variation, the role of electron-electron
interaction changes as well as the role of disorder. The con-
tribution from this interaction is determined by the parameter
rs — the ratio of the coulomb interaction energy at an aver-
age distance EC = e2n1/2 to the Fermi energy EF. The role
of disorder is governed by the parameters h/τ and U , where
τ is the momentum relaxation time and U is the characteristic
energy scale of smooth random disorder. In all cases with a de-
creasing electron density the mobility decrease too. There are
several different physical mechanisms of such behavior. When
EC > h/τ,U , the decreasing of carriers concentration can lead
to the Wigner crystallization. If, h/τ > EC, U , the Anderson
localization plays the central role, and at low temperatures,
one can get hopping conductivity over the states localized due
to this effect. Finally, when the fluctuations of smooth ran-
dom potential are significant (eU > h/τ,E‘), the decrease
of electron density may cause the formation of droplet struc-
tures — “metallic” regions separated by barriers — and low
temperature conductivity will be determined by carrier tunnel-
ing through those barriers. Usually, a decrease in the electron
density causes all three parameters to change, thus, in order
to appropriately interpret experimental data, one should know
which of those mechanisms plays the main role. For example,
in [1], the authors interpret the abrupt drop of conductivity σ
(for σ ≤ 10G0, G0 = e2/πh) with decreasing electron den-
sity in terms of a “droplet structures” model. At the same time,
in [2,3] the electron gas is believed to be homogeneous down
to much lower values of conductivity (σ = (10−2−10−3)G0),
and the strong temperature dependence was explained in terms
of Anderson localization. So one need a method of analysis of
homogeneity of electron gas to adequately interpret our data.
We investigate the gate voltage dependences of the capacitance
between gate electrode and 2D electron gas (C − Vg) on 2D
GaAs structures with large disorder (with delta-doped quan-
tum well, typical concentration 1012 cm−2, electron mobility
1000 cm2/V s) at different frequencies and temperatures.

1. Experimental details and discussion

Simultaneous analysis of gate voltage dependences of conduc-
tivity and capacitance shows that in the investigated structure
the 2D gas remains homogeneous, at least until a conductiv-
ity of 10−3G0, and that the drop in C∗ takes place due to the
increase of 2D gas resistivity instead of the formation of dielec-
tric regions. It should be mentioned that such behavior (the fact
that the 2D gas remains homogeneous while the value of con-
ductivity is above 10−2G0) is a consequence of the sample’s
features: high electron density and high scattering rate occur
because of impurities which have been placed directly into the
quantum well. In structures with remote impurities, the very
similar behavior of ∗ with decreasing electron density [4] is
due to the formation of droplet structures. It becomes obvious,
if one take a look at the value of conductivity, at which the
drop of 1/(ωIm(Z)) occurs. In [4] it happens at conductivity
(1−10)G0, when the resistivity of 2D gas has no influence on
C∗, according to the distributed parameters theory. Thus si-
multaneous analysis of C(Vg) and R(Vg) dependencies allow
us to test the homogeneity of 2D electron gas.
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Abstract. The nonohmic conductivity of 2D hole gas (2DHG) in single GaAsIn0.2Ga0.8AsGaAs quantum well structures
within the temperature range of 1.4–4.2 K, the carrier’s densities p = (1.5−8)× 1015 m−2 and a wide range of
conductivities (10−4−100)G0 (G0 = e2/π h) was investigated. It was shown that at conductivity σ > G0 the energy
relaxation rate P(Th, TL) is well described by the conventional theory (P.J. Price, J. Appl. Phys. 53, 6863 (1982)), which
takes into account scattering on acoustic phonons with both piezoelectric and deformational potential coupling to holes. At
the conductivity range 0.01G0 < σ < G0 energy the relaxation rate significantly deviates down from the theoretical value.
The analysis of dP

dσ
at different lattice temperature TL shows that this deviation does not result from crossover to the hopping

conductivity, which occurs at σ < 10−2, but from the Pippard ineffectiveness.

In case of conductivity over delocalized states (diffusive con-
ductivity) the electric field dependence of the conductivity orig-
inates from heating of 2DHG up to temperature Th, greater than
lattice temperature TL. In the stationary conditions Th is deter-
mined by the balance between incoming energy rate Pin and
energy relaxation rate P . Therefore, studying the nonohmic
conductivity, one can find the energy relaxation rate P , its de-
pendence on TL, Th and determine the main mechanisms of
the energy relaxation. Moreover, the study of the nonohmic
conductivity provides an opportunity to find the conditions in
which the diffusion conductivity changes to hopping conduc-
tivity with the change of density, disorder and temperature. It
is possible due to the fact that in the hopping regime of con-
ductivity σ(E) dependence results not only from the change of
the carrier distribution over energy, but also from the change
in probability of hopes along the field.

Over the past 20 years there have been published a num-
ber of experimental papers, investigating heating of 2D electron
gas in GaAs structures at high conductivities [1,2,3,4], 2D hole
gas in SiGe [4], and a few papers studying heating of holes in
GaAs [5,6], but only for lattice temperatures below 100 mK.
To the best of our knowledge, there is no experiment within a
wide conductivity range at higher temperatures in GaAs. In the
present paper, we investigate the dependence of the energy re-
laxation rate on the carrier density and the strength of disorder
in InGaAs based 2D hole structures in the temperature range of
1.4–4.2 K and a wide range of conductivities (10−4−100)G0.
We have obtained the following results. It was shown, that at
conductivities above G0 the energy relaxation rate is well de-
scribed in terms of scattering on acoustic phonons [7]. At lower
conductivities (3 × 10−2−1)G0 the energy relaxation rate de-
viates down from the theory in Ref. 7, while the regime of con-
ductivity remains diffusive. This deviation is associated with
the Pippard ineffectiveness of electron-phonon interactions. It
was shown that a crossover to the hopping conductivity with
lowering of σ occurs at σ ∼ 10−2.

From theory [7] it follows that besides coupling constants,
temperatures Th and TL, the only sample parameter which the
energy relaxation rate depends on is hole density. Let us an-
alyze the dependence of the power �P required to heat holes
from lattice temperature TL = 1.4 K up to Th = 1.9 K. It is
seen that at densities above a certain value (different for each
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sample), the experimental data is in agreement with the the-
ory. At lower densities the experimental energy relaxation rate
significantly deviates downward from the theoretical value sig-
nificantly. Such divergence for all the cases takes place when
the conductivity of 2D gas falls below G0.

A possible reason for such divergence could be the change
of a conductivity mechanism (it is commonly believed that
at σ < πG0 conductivity is hopping), and in this case the de-
scribed above treatment withP is not valid any more. To clarify
the conductivity mechanism let us analyze the derivative ∂P

∂Th
.

Hence, the conductivity remains diffusive at σ(1.4 K) >
3 × 10−2G0 and the drop in the energy relaxation rate at con-
ductivity range 3 × 10−2G0 < σ < 1G0 is caused not by a
crossover to the hopping conductivity. We believe that the it is
caused by the Pippard ineffectiveness of the electron-phonon
interactions, which takes place under the following conditions:
i) the number of carriers within the length of the thermal phonon
is sufficient to introduce the local conductivity [9] qt

kF
< 1

(qt is the wave vector of the thermal phonon), and ii) qt l < 1,
(l means free path). It was shown in Ref. [10], that the en-
ergy relaxation rate would decrease linearly in this regime.
Indeed, in the investigated structures the linear decrease of the
energy relaxation rate is observed. It begins at σ(1.4 K) ≈ G0,
when both conditions mentioned above are satisfied: qt l ≈ 0.2
(qt l = 1 at σ ≈ 8G0 ). The parameter qt

kF
remains smaller than

the unity the within whole range of temperatures. It should be
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noted that the analogous behavior was observed also on n-type
structures [11].
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A model to describe the hump-like feature in CV-characteristics
of MOS capacitors with oxide-hosted nanoparticles
V. A. Stuchinsky
Rzhanov Institute of Semiconductor Physics, 630090 Novosibirsk, Russia

Abstract. A numerical model was developed to explain the hump-like feature observed in the CV-characteristics of MOS
capacitors with oxide-hosted Si nanoparticles. The model assumes that the majority carriers tunnel through the oxide along
linear nanoparticle chains, with tunneling gaps in between nanoparticles being scattered in terms of width. Electrical
characteristics of tunneling chains formed by up to six differently spaced nanoparticles were calculated to correlate the
involvement of one or more variously located, differently penetrable ‘bottlenecks’ in the tunneling chains with the shape of
the CV-curves of the MOS capacitors.

Introduction

Charge transport in dielectrics with nanoparticles is a matter of
interest for creating favorable conditions for efficient electro-
luminescence in film structures, for developing multi-bit flash
memory cells, etc. Measured CV-characteristics of MOS ca-
pacitors with oxide-hosted Si nanoparticles were reported to
exhibit a ‘hump’ in the accumulation branch of the CV-curve;
this feature normally emerges as a single capacitance peak or
more intricately shaped structure [1]. Within this feature, mea-
sured MOS capacitance C can be notably in excess of the ca-
pacitanceCa of the ideal MOS capacitor (without oxide-hosted
nanoparticles) in accumulation. The ‘hump’ emerges within a
certain interval of bias voltages, this interval being preceded by
a portion of CV-curve exhibiting a capacitance value close to
Ca . With increasing bias voltage, measured MOS capacitance
increases to reach some maximum value, and then it decreases
to finally reach saturation at a lower capacitance level. The
above behavior of CV-curves was attributed to penetration of
majority carriers from semiconductor into oxide [1].

In the present work, we discuss a model for the formation
of the ‘hump’ based on the following quite reasonable assump-
tions: (1) the majorities (for definiteness, holes) contained in
the accumulation layer of the semiconductor may penetrate into
Si particles (say, nanocrystals (nc’s)), this penetration being
promoted by the local electric field at the oxide-semiconductor
interface; (2) the hole transport through the oxide proceeds
along linear nc chains in a self-consistent manner with the es-
tablishment of local electric field in the dielectric; (3) in the nc
chains the tunnel barriers are statistically scattered in terms of
their width, so that the widest tunneling gap presents a ‘bottle-
neck’ for the hole current. As we measure a CV-characteristic,
with raising the bias voltage the rate of hole tunneling from
the accumulation layer into nc’s adjacent to substrate grows in
value while the rate of the reverse process, hole tunneling from
the ns’s to seconductor, decreases. For charging the nc’s in
the vicinity of substrate, some critical field is required, defined
by the presence of empty hole states in downfield nc’s level in
energy with the valence-band edge of the semiconductor (with
due allowance for the difference between the pre-exponential
factors of the two processes). The latter circumstance accounts
for the initial ‘traditional’ behavior of the CV-curve of the ca-
pacitor with nc’s in accumulation at low bias voltages. With fur-
ther increase of bias voltage, at a sufficiently low measurement
frequency the nc’s in between the bottleneck and the substrate
in individual transport chains grow charged with injected holes,

and the capacitance C increases. This charging promotes an
increase of the electric field in the least penetrable gap with sub-
sequent elimination of the ‘bottleneck’, especially if emission
of nc-bound holes into the valence band of the dielectric de-
velops. After the ‘bottleneck’ is open, the hole current jh flows
along the chain in a state with a reduced oxide charge. With
several bottlenecks in the chain arranged so that the width of
widest gaps increases in the direction from substrate to metal
the bottlenecks will turn gradually eliminated by increasing
voltage in the direction from gate to substrate (since the field
increases in the opposite direction). It can be speculated that
each bottleneck opening will result in partial emptying of elec-
tronic states in nc’s located in between the opening bottleneck
and an upfield bottleneck, with the capacitance C decreasing
in value.

In our study, we attempted making the above schematic
model more tangible by performing calculation of ac and dc
characteristics of MOS capacitors with oxide-hosted Si nc’s
evenly or unevenly distributed over the oxide thickness. Pri-
mary motivation was to correlate the structure of conducting
chains with the shape of CV-characteristics of MOS capacitors.
First, electrical characteristics of MOS capacitors with evenly
spaced nc’s were calculated to be compared with the same char-
acteristics of an ideal MOS capacitor. Then, the width of one
of the tunneling gaps was increased so that to trace the effect
this increase will produce on the CV-curve. In further calcu-
lations, the effect was examined as a function of bottleneck
position in the chain. In a similar manner, effects due to two
or more bottlenecks differently arranged within one nc chain
were examined.

1. Calculation procedure

In our calculations, we treated the case of MOS capacitors on
p-Si substrates (Na = 1015 cm−3) with oxide-hosted Si nc’s
arranged in layers. The sheet density of nc’s in each layers was
2.5×1013 cm−2 (nc’s sized 1 nm with lateral spacing 1 nm). In
the MOS-normal direction various arrangements of tunneling
gaps comprising one, two or more bottlenecks were consid-
ered. Continuity equations for the current coupled with field
matching conditions were solved for nc chains comprising up
to six nc’s. Each nc was treated as a 1D rectangular quantum
well. Since major attention in our study was focused on study-
ing the effect due to nc arrangement in the chain, we did not
treat the discrete electronic spectrum of nc’s (and, hence, such
things as the Coulomb staircase), assuming instead that each nc
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Fig. 1. The capacitanceC of MOS capacitors 1–3 as calculated from
the current jd versus bias voltage. Oxide capacitance in capacitors
1–3 — 4.3 × 10−7, 4.3 × 10−7, and 4.1 × 10−7 F/cm2.

had a uniform distribution of hole states over energy above the
ground state of nc-bound hole. Physically, such smearing of
the discrete hole spectrum in nc’s could be thought of as result-
ing from dispersion of nc sizes. The energy density of states in
the nc’s was taken equal to the average energy density of hole
states in 1-nm nc’s. In a schematic model, the electric potential
in the oxide could be assumed dropping only across the tun-
nel barriers, the drops across nc’s being ignored. An nc-bound
hole could tunnel, at constant-energy level, into a downfield nc
provided that an empty state for this hole was available there.
Alternatively, in high fields or at high occupations of host nc’s
tunneling emission of holes into the valence band of the oxide
was possible. The emitted holes were assumed to rapidly drift
to the gate without contributing to the space charge (in a simple
version of the model, trapping of emitted holes at downfield
nc’s could also be ignored). The equation system for the dc
quantities was a system comprising, for n nc’s, n + 1 linear
and n + 1 nonlinear equations. This system was solved using
the MATHCAD software by applying a minimization proce-
dure to some target function. For generating a first-guess initial
approximation for the MATHCAD iterative process, in some
cases the relaxation method was employed. The ac quanti-
ties were found by solving the system of linearized equations.
Then, the total current (displacement plus hole current) could
be calculated at each cross-section in oxide to finally obtain the
capacitance C.

2. Results and discussion

Figure 1 shows the low-frequency CV-characteristics of MOS
capacitors with nc chains comprising six nc’s as calculated
from the displacement current jd in the gap between the metal
and the nc layer nearest to the metal. In capacitors 1 and 2,
the nc’s were spaced evenly (at 1-nm spacing) except for one
gap located in between the fourth and fifth nc (as counted from
semiconductor) in capacitor 1 and in between the second and
third nc in capacitor 2; the width of this gap was increased to
2 nm. In capacitor 3, the nc chain contained two bottlenecks,
of widths 1.5 and 2 nm, provided at the same locations (the 2-
nm bottleneck closer to the gate). We adequately covered with
our calculations the range of bias voltages from 4 to 8–10 V, in
which the space charge accumulated in the oxide grew in value
with V . At lower and higher voltages, we met difficulties in
generating successful guesses for the solution, presumably be-
cause to involvement of too many local minima in the function
whose minimization was used in solving the nonlinear equa-

tion system in 14 variables. At V > 8 V the calculated C-data
were additionally affected by inaccuracies in the calculated re-
active component of the current j∼

h , small against the active
component yet at many calculated points comparable in value
with the displacement current. Yet, at points calculated to best
achieved accuracy the C-values calculated with allowance for
the current j∼

h proved to lie close (within 10%) to the data rep-
resented in Fig. 1 with solid lines. It is seen from Fig. 1 that
obtained data closely resemble known experimental findings.
The dashed portions of the curves in Fig. 1 show less reliable
data. Seemingly, at V > 8 V the capacitance C calculated
from the displacement current in the gap between the fifth and
sixth nc goes below Ca , possibly reflecting the fact that incre-
mental voltages applied to the capacitor first preferred to drop
across the oxide layer in between the bottleneck and the metal
and afterwards, when the charge accumulated in the dielectric
started decreasing, to a greater extent in between the bottleneck
and the semiconductor. We believe that taking the current j∼

h
into account would compensate, at least partially, the dip in
the CV-curves at voltages V > 8 V. Interestingly, the maxi-
mum capacitance in calculated capacitors 1–3 was observed at
relatively low voltages (≤ 4 V) although the films kept accu-
mulating holes up to 10–12 V. With one bottleneck available in
the chain, the closer lies the bottleneck to the metal the more
pronounced is the capacitance peak. In moderately thick films,
involvement of two bottlenecks in the tunneling chain does not
alter appreciably the general shape of CV-characteristics. We
also tried to calculate an nc chain with evenly spaced nc’s (1-
nm spacing). In the latter case, the capacitance due to current
jd remained at a level of 5.5 × 10−7 F/cm2 up to V ≈ 21 V, at
which depletion with holes started developing in the nc chain
from the side of the metal. However, in the latter situation the
inaccuracies in determining the hole current j∼

h largely deteri-
orated the C-values calculated from the total current.

Generally, the hole charge accumulated in the oxide screens
the local electric field at the oxide-semiconductor interface,
thus diminishing the injection capacity of the contact. With
electron injection out of metal being substantial, good condi-
tions for efficient electroluminescence in films with nc’s could
be produced in an nc system formed by two counter-inserted
3D comb structures with teeth having alternate tunneling cou-
pling either with metal or semiconductor. However, in the
absence of well-established methods for nanoscale structuring
of dielectrics in lateral direction a closest approximation to the
latter configuration still remains given by film systems with
randomly scattered nc’s.

The present approach can be employed in treating more
complicated transport models involving electron injection out
of metal, electron-hole recombination in nc’s, and trapping of
free carriers at downfield nc’s. It can also be used in examining
the effect due to dead-end side branches of conducting chains
and in calculating more evolved tunneling configurations.
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Abstract. Conductivity of fullerite C60, single-wall carbon nanotubes (SWNT) and graphite have been studied at pressures
20–50 GPa and temperatures 77–400 K. The kinetics of resistivity of C60 at changing pressure was also studied. Transport
phenomena were used as a tool for revelation and interpretation of phase transitions arisen under high pressure.

During last ten years, carbon materials under high pressure
have been the subject of considerable studies. The pressure
range below 20 GPa was studied in details. Attention has been
mainly focused on the structure of high-pressure phases. In
most works, the samples were previously agglomerated un-
der high pressures and high temperatures, i.e., in fact, ones
studied a new material rather than initial material during the
pressure treatment. Many investigators noted that appearance
of different phases of fullerenes depends on pressure treatment
duration; nevertheless, the temporal processes of phase trans-
formation were not ascertained up to now. Electrical properties
of fullerenes C60 and carbon nanotubes under high pressure
are not adequately explored, and available data are contradic-
tory [1].

In this work conductivity of fullerite C60, single-wall car-
bon nanotubes (SWNT) and graphite has been studied at pres-
sures 20–50 GPa and temperatures 77–400 K. The kinetics of
resistivity of C60 at changing pressure was also studied.

Three types of SWNT samples were investigated: samples
produced by the graphite thermal dispersion method (SWNT
percentage is 70%), the chemical vapor deposition method
(SWNT percentage is 80%) and HiPco method (SWNT per-
centage is 90%).

Transport phenomena were used as a tool for revelation and
interpretation of phase transitions arisen under high pressure.

High pressures have been generated in the high pressure cell
with synthetic carbonado-type diamond anvils [2]. The anvils
are good conductors and can be used as electric contacts making
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Fig. 1. Time dependence of resistance of C60 after increase the
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Fig. 2. Time dependence of resistance of graphite after increase the
pressure from 17 to 47 GPa. Room temperature.

possible to measure temperature and pressure dependences of
resistance. The method used allows us to study the same sample
at successive increasing and decreasing pressure and also to
keep it loaded during a long time.

Resistivity peculiarities were identified with the known phase
transitions of fullerite. Successive phase transitions of fullerite
C60 appeared in the course of HPHT treatment were accompa-
nied by changes in resistance, which can be of quite different
magnitude (from hundreds Ohm to hundreds MOhm) and of
different temperature dependence.

The scheme of consequent phase transformation under high
pressures and/or temperatures is suggested to be as follows:
the molecular crystal C60 (fcc structure) → polymerized 2D
and 3D conductive phases → a mixture of polymerized and
amorphous phases → an amorphous phase.

1. The transition from “dielectric” state (with resistivity
more than 100 MOhm cm) to a conductive state. A hysteresis
in dependences of the resistance of fullerite on pressure and
temperature, as well as growth of fluctuations and the increase
in relaxation time near the transition point show that this is the
first-kind phase transition. At not so long pressure treatment,
this transition is reversible.

2. A transition to low-resistivity (∼200 Ohm) phase at the
pressure above 45 GPa, which is attributed to formation of
polymerized phases of fullerite. This phase is metastable and
disappears after long exposure under pressure.

3. The resistance of phase appeared after long pressure
and/or temperature treatment is of semiconductor character and
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can be attributed to an amorphous state of C60.
Figures 1 and 2 show the temporal dependence of resistance

of C60 and graphite at room temperature. It is seen that relax-
ation time of resistivity of fullerene is about two hours. The
relaxation time for graphite after change of pressure was much
shorter than that for fullerene. Even after increase in pressure
from 17 up to 47 GPa, the time for conductivity saturation does
not exceed 1 minute.

Critical pressures for the transitions depended on conditions
and duration of preliminary HPHT treatment. This fact, as
well as smeared character of the transitions are connected with
long relaxation times, which turned out to be of ∼140 min.
The different phase compositions of fullerite obtained after
preliminary HPHT treatment may be a result of the existence
of the long relaxation times.

Three types of SWNT samples were investigated. Electric
properties of the samples under high pressure were dependent
on SWNT percentage. The electric characteristics of SWNT
samples remained of the same character with the increasing of
SWNT percentage, but the additional features appeared (inter-
mediate region in the temperature dependences of resistance;
additional extremums in the baric dependences of activation
energies in the pressure range of 40–45 GPa).

As an example, the baric dependences of activation energies
for the samples with 70 (a) and 90 (b) SWNT percentage are
shown in Fig. 3 at temperatures T > 250 K (triangles) and
T < 250 K (squares).

Thus, the dependences obtained are connected with electric

characteristics of SWNT rather than with the impurities con-
tained in the sample. The irreversible changes of the electric
properties of the samples observed in the pressure range 27–
45 GPa can be connected with both the structure modification
and partial destruction of the sample.

In the pressure range from ∼16 to ∼30 GPa, the sharp
change in the termo EMF value of graphite was observed.
Impedance measurements of graphite were carried out by
means of RLC-2000 impedance analyzer at room temperature
in the frequency range of 1–200 kHz. The impedance features
found for all samples at pressures of ∼18 to ∼32 GPa confirm
also the existence of the phase transition in this pressure range,
which is confirmed by previous data obtained at d.c. conditions.
The transition is irreversible.
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Abstract. Changes in surface electrical conductance of Si(111)α-
√

3 × √
3-Au surface phase have been studied at

deposition of gold atoms and fullerene molecules. Deposition of Au onto Si(111)α-
√

3 × √
3-Au with 3 ML of adsorbed

C60 has been reason of smooth increase in conductance up to 3 ML of Au. Adsorption of C60 on Si(111)α-
√

3 × √
3-Au

doesn’t lead to any changes in electrical conductivity. Conductance changes were explained by changes in concentration of
charge carriers in surface space-charge layer.

Introduction

It is known fullerenes make thin films consisting of large well-
ordered domains on some surface phases, for example on
Si(111)

√
3 × √

3-Ag [1] and Si(111)
√

3 × √
3-B [2]. Nev-

ertheless fullerene’s influence on electrical conductivity of sil-
icon surface phases was studied only in [3]. We also haven’t
the clear answer on question: is the layer of C60 makes con-
ductance channel like surface states or surface space-charge
layer? In which way C60 molecules influence on electrical
conductivity: either fullerenes change concentration of charge
carriers or they make changes in carrier’s mobility? To avoid
latter case it is chosen system with layers of fullerenes with rel-
atively ordered structure observing in STM and weakly bond
with underlying surface. We have chosen Si(111)α−√

3×√
3-

Au (hereafter
√

3-Au) because deposition of C60 onto it leads
to well-ordered layers of fullerenes without any visible in STM
degradations of

√
3-Au surface (Fig. 1a).

In this paper we studied electrical conductance of systems
containing fullerene layers which weakly bond with underlying
surface. Passivation of surface with

√
3-Au allows avoiding

strong interaction C60 and silicon surface.

1. Experimental

In this paper, we report our results in measuring of electri-
cal conductance Au/C60/

√
3-Au system by four-point probe

method. Probes have around 1 mm spacings and arranged on
cones of square. Electrical conductance was measured in situ in
ultra-high vacuum chamber equipped with low energy electron
diffraction (LEED) and evaporation sources. We used silicon
wafers 15 × 5 × 3 mm3 in size and 2–15 �cm resistivity of
n-type. All data presented here were obtained at RT. α

√
3-Au

was prepared by depositing of 0.9 ML gold atoms on silicon
surface with Si(111)7 × 7 surface phase at 520 ◦C. The Au
coverage was calibrated with Si(111)5 × 2-Au phase with ad-
sorbate coverage of 0.4 ML [4]. Fullerenes were evaporated
from Knudsen cell with deposition rate 0.1 ML/min. 1 ML
of C60 corresponds to full coverage layer formed on α

√
3-Au

and it’s structure has been visible in LEED pattern presented on
Fig. 1b. This LEED pattern corresponds to wholly covered sur-
face by 1 molecule of fullerene in height which has been visible
in STM (Fig. 1a). The scanning tunneling microscope images
were recorded in separate UHV chamber equipped with LEED
system. All conductance measurements were carried out at

Fig. 1. STM image of α
√

3-Au with fullerene monolayer, 20 ×
20 nm2 (a), LEED pattern of sample with 1 ML of fullerenes on
α
√

3-Au, source energy was 24.3 eV (b).

RT after 1h cooling down of samples with prepared surface
phases. Then additional Ag, Au atoms or C60 molecules were
deposited.

2. Results and discussions

Fig. 1a shows STM images of α
√

3-Au with monolayer of
fullerenes. It is seen that deposited fullerenes form ordered
layer without any visible reconstruction of α

√
3-Au. Fullerene

layer is very ordered though α
√

3-Au is characterized by pres-
ence of domain walls [5]. Therefore it is supposed that fullere-
nes don’t change surface bonds in the phase. It could be sup-
posed that we observe physisorption of C60 on this surface
phase. Nevertheless this proposal requires careful considera-
tion and additional experimental evidence from photoemission
spectra. Monolayer of C60 molecules on α

√
3-Au has lattice

of 1 fullerite’s layer, following layers grow in the form of ful-
lerite with fcc lattice and intermolecular spacing 1.005 nm. It
is known that fullerite has energy gap 1–1.5 eV [6]. Therefore
it can be supposed that electrical conductance through layers of
fullerenes would be very low in comparison with conductance
of α

√
3-Au. It is confirmed in Fig. 2b. Opened squares rep-

resent electrical conductance depending on fullerene coverage
(upper abscissa in graphics). Adsorption of fullerenes doesn’t
change electrical conductivity of sample with surface phase.

Fig. 2a shows STM image of α
√

3-Au with 1 ML of fulle-
renes on which gold atoms were deposited. Gold adatoms
penetrate under the layer of fullerenes due to weak bonding of
latter with substrate as one can see on STM image.
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Fig. 2. STM image of α
√

3-Au with fullerene monolayer after de-
position of 4 ML of gold atoms (a), electrical conductance changes
after deposition of Au and/or C60 onto α

√
3-Au (b) at the stages

shown in Fig. 1.

Fig. 2b shows measured conductance changes of the sam-
ple depending on adsorbate coverage up to 3 ML gold atoms
or 2 ML fullerenes. Deposition of gold atoms onto α

√
3-Au

shows negative change in conductance up to around 0.7–1 ML
of adsorbate coverage. Then conductance increases steeply. In
the case of deposition of gold atoms ontoα

√
3-Au with 2 ML of

fullerenes deposited previously it can be seen that conductance
increases starting with very small coverage of Au.

We have carried out measuring conductance after deposi-
tion of various amounts of gold atoms on α

√
3-Au. Electrical

conductance data of specimen with gold surface phase during
Au adsorption were obtained by Hasegawa et al [7]. In the same
work it has been proposed the explanation of such behavior.
α
√

3-Au have so strong band bending that the surface Fermi
level is very close to the valence band maximum, meaning
hole-accumulation layer under the surface. The surface phase
has surface state which lying at Fermi level and is observed
only at several regions in k space, and its density of states is
very small revealing a weak metallic character. In spite of said
above conductance through surface space-charge layer makes
main contribution in to electrical conductance of α

√
3-Au [7].

It has been proposed that this layer changes to depletion layer
by additional Au adsorption due to charge compensation lead-
ing to decreasing of measured conductance. In this case gold

adatoms play role donors of electrons. Minimum conductance
we can observe at about 0.2 ML. With further adsorption ofAu,
the space-charge layer returns to hole-accumulation layer, and
simultaneously a metallic Au-silicide layer is formed, result-
ing in the steep increase in electrical conductance. As noted in
the mentioned work, this explanation demands direct photoe-
mission studies of Si 2-p core-level signal for determination
of band bending. But in the next experiment we showed that
this conductance decreasing cannot be explained in terms of
destruction surface states of α

√
3-Au and creation of gold sili-

cide layer.
In Fig. 2a conductance changes of α

√
3-Au with 2 ML

fullerenes depending on adsorbate coverage up to 3 ML gold
atoms are shown. It can be seen that there is no any decrease in
conductance during gold deposition and the electrical conduc-
tance increases starting with very small coverage of adsorbate.
It could be supposed that gold adatoms donate their valency
electrons to fullerenes. This proposal requires additional pho-
toemission spectra evidence from fullerenes. Therefore C60
plays role as acceptor adsorbate for Au adatoms. There is no
charge compensation in space-charge layer in this case as seen
from conductance measurements.

Acknowledgements

This study was supported by the Russian Foundation for Basic
Research (project No. 09-02-00094), the Presidential Program
of Support for Leading Scientific Schools in Russia (project
No. NSh-4634.2010.2), and the Federal Agency for Science
and Innovations (project Nos. P1420 and 02.740.11. 0111).

References

[1] T. Nakayama et al, Phys. Rev. B 50, 12627 (1999).
[2] T. Stimpel et al, Mater. Sci. Eng. B 89 394 (2002).
[3] S. Hasegawa et al, Appl. Surf. Sci. 162, 42 (2000).
[4] V.G. Lifshits et al, Surface Phases on Silicon, Wiley, Chichester,

UK (1993).
[5] D.V. Gruznev et al, Phys. Rev. B 73, 115335 (2006).
[6] L.N. Sidorov et al, Fullerenes (in russian), Eksamen, Moscow

(2004).
[7] S. Hasegawa et al, Prog. Surf. Sci. 60, 89 (1999).



19th Int. Symp. “Nanostructures: Physics and Technology” EN.01o
Ekaterinburg, Russia, June 20–25, 2011
© 2011 Ioffe Institute

Dynamics of exciton and trion photoluminescence
in GaAs/Al(Ga)As quantum wells
V. G. Lyssenko1, V.Ya. Aleshkin2, L. V. Gavrilenko2, D. M. Gaponova2, Z. F. Krasil’nik2, D. I. Kryzhkov2,
D. I. Kuritsyn2, S. M. Sergeev2 and C. B. Sorensen3

1 Institute of Microelectronics Technology and High Purity Materials, RAS, 142432 Chernogolovka,
Moscow Region, Russia
2 Institute for Physics of Microstructures, RAS, 603950 Nizhny Novgorod, Russia
3 Mikroelektronik Centret, Danmarks Tekniske Universitet, DK-2800 Lyngby, Denmark

Abstract. In this work exciton and trion kinetics in quantum wells have been investigated under different excitation power
and temperature. The study of trion photoluminescence dynamics helps us to separate exciton formation time and cooling
time.

Introduction

The process of free electron-hole pairs binding into excitons
and trions (charged excitons) has been debated for more than
ten years and is not completely clear yet. Dependencies of
exciton formation time on the concentration of photoionized
charge carriers have been considered in different works (see,
for example, [1]) and to a first approximation this dependence is
following: formation time is proportional to n−1. This depen-
dence has been determined from the photoluminescence (PL)
rise [1]. But authors of recent works [2] report of the opposite
power dependence of the exciton formation time on excitation
power at low power. Note that in III–V semiconductors optical
methods are sensitive to a subset of excitons with momentum
K = 0 only, revealing information about exciton thermaliza-
tion rather than formation. Therefore the measurement of the
exciton formation time is a quite difficult task, as hot excitons
are not take part in PL process. But trions can participate in PL
even with K �= 0 due to the third particle takes away momen-
tum excess. It enables us to separate exciton formation time
and cooling time using trion PL dynamics investigation.

In comparison with excitons, the PL dynamics of trions has
been even less studied. It is largely believed that trions can
be formed only if a population of excess carriers is trapped in
the well, producing exclusively trions with the same charge.
But authors of [3] suggest a double path mechanism for the
formation of trions. This directly implies that both negatively
and positively charged excitons coexist in a quantum well, even
in the absence of excess carriers. In this work exciton and
trion kinetics in quantum wells (QW) and asymmetric double
coupled quantum wells (DQW) have been investigated under
different excitation power and temperature.

1. Experimental details

Our GaAs/Al(Ga)As n-i-n heterostructure consisted of 5 DQW
(AlGaAs/GaAs/AlAs/GaAs/AlGaAs) placed in i-region and
separated by Al0.3Ga0.7As barriers of 300 Å width. Widths of
each QW and thicknesses of AlAs barriers between them dif-
fered from pair to pair (GaAs/AlAs/GaAs: 121/11/124, 99/17/
102/,85/23/88, 73/28/76, 62/34/65 Å) that allowed us attribute
peaks in spectra to fixed DQW and coordinates in the sample
depth. Besides that near highly doped GaAs layers (with con-
centration of 1018 cm−3) undoped GaAs QWs of 300 and 350Å
width were situated. The lithography-made mesas with metal
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Fig. 1. The general view of PL spectra under various bias voltage at
4 K and excitation power 0.5 mW. Voltage values and corresponding
QW and DQW widths are noted. Arrows point out separated and
fixed lines for each DQW (see text below).

contacts were on surface of the sample. The sample was cooled
down to 4–50 K and photoexcited with 100 fs-long pulses by a
tunable Ti:sapphire laser with wavelength of 730 nm. The PL
was energy- and time-resolved by a synchroscan streak cam-
era in conjunction with a spectrometer. The setup enables us
to determine the spectral positions with 0.2 nm accuracy. The
time resolution was 10 ps in substructive spectrometer mode
and about 70 ps in mode without dispersion compensation. The
excitation power was varied from 0.1 up to 5 mW.

2. Results and discussions

Figure 1 shows the general view of PL spectra at different
bias voltage. The corresponding width of QW and DQWs
(GaAs/AlAs/GaAs) are lettered near the spectra lines. It is
seen that one peak separates from each DQW peak group and
shifts linearly with bias to long-wavelength side. This peak
corresponds to indirect exciton in DQW while fixed peaks
are attributed to direct excitons. The wide QWs (QW 300 Å
and QW 350 Å) contain residual electron concentration which
varies from 1016 up to 5×1017 cm−3 with applied field. In Fig-
ure 2(a) one can see changes in PL spectra under various electric
field at low carrier’s concentrations. Peaks Xlh and X are light
hole and heavy hole excitons, correspondingly. Trion peak is
lettered with T . It is seen that PL type is mainly excitonic at
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bias voltage U > −1.6 V and is mainly trionic at U < −2 V.
Trion line shifts with bias voltage due to quantum confined
Stark effect. Under high concentration the long-wavelength
peak form at 4 K differs from trionic and by now is the subject
of discussion (see Fig. 1 for U > 0 V). Note that trion peak
disappears if temperature grows up to 8 K (see Fig. 2(b)).

Kinetic measurements show that at transition from exci-
tonic to trionic luminescence radiative lifetime decreases from
approximately 1 ns down to 0.3 ns which is in agree with [3–5]
(see Fig. 3(a)).

We also investigated the power dependence of exciton and
trion PL kinetics characteristic rise time. For exciton in QW
and DQWs the rise time increases with power in power range
0.1–5 mW. This dependence is opposite to results of [1] but is
in according with work [2]. Fig. 3(b) shows PL kinetics of the
same QW in bias region of exciton-trion transition (it looks like
in Fig. 2(a) but the bias voltage is different) at higher excitation
power (5 mW). It is clearly seen that this curves are resulted
by both kinetics: excitonic (slow) and trionic (fast). And long
rise time component appears when kinetic become mostly exci-
tonic. Note that trion kinetics rise time almost has not changed
with excitation power. So we suppose that increase in the ex-
citon rise time is manly concerned with the slower carriers
cooling at higher excitation power due to phonon recycling
processes.
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Abstract. Excitonic waves propagating in thick GaAs/AlGaAs quantum wells form an interference pattern, which is
observed as oscillations in the reflectance spectra. Coherence of these waves can be disturbed by an external electric field
thus destroying the interference. An experimental observation of this effect as well as its theoretical modeling are presented.

Introduction

Effect of electric field on the bulk excitons in semiconductors as
well as on the two-dimensional excitons in thin quantum wells
was studied previously [1–4]. Progress in growth technologies
and experimental researches of polaritonic states in thick quan-
tum wells allows one to observe in reflectance spectra excitons
with large wave vector and to study effects of various fields on
them. In particular, the effect of magnetic field was studied in
Refs. [5,6].

In this work we present the results of experimental and
theoretical studies of the electric field effect on the exciton
energy in the quantum well whose width L � aB where aB is
the Bohr radius of free exciton.

1. Experiment

A GaAs/AlGaAs heterostructure containing quantum well of
thickness L = 330 nm was grown on the silicon-doped GaAs
substrate. To apply an uniform electric field, a transparent
indium-tin oxide electrode was deposited on the sample sur-
face. Reflection spectra were measured under normal inci-
dence, that is the light propagated collinearly with the electric
field. The sample temperature was T = 10 K. Polaritonic
states were studied in the 1.510 ≤ h̄ω ≤ 1.530 eV spectral
range, where the energy of fundamental transition of GaAs
bulk exciton is EX = Eg − RX = 1.515 eV. Here Eg is the
bandgap and RX is the exciton binding energy.

The reflection spectra (see Fig. 1) demonstrate oscillations
caused by an interference of exciton-light (polariton) modes in
the GaAs/AlGaAs quantum well similar to those studied pre-
viously [6]. Dominating spectral feature (that with maximum
amplitude) corresponds to the anti-crossing between exciton-
like and photon-like dispersion branches where wave vector
K ≈ 0. Smaller oscillations diverge and diminish towards
higher energies. They originate from the interference of the
heavy exciton-like polariton branch and correspond to the ex-
citons whose wave vector K is much larger than that of pho-
tons [6]. Upon application of an electric voltage U to the sam-
ple, the oscillation amplitude gets smaller until they vanish
completely. Meanwhile, the main spectral feature near K ≈ 0
is observed at any value of U . The effect takes place for both
positive and negative voltages U .

2. Theory and discussion

The simplest explanation of disappearance of the oscillations
could be the exciton wave scattering on free carriers injected
in the structure by an electric current. Whereas such an effect

indeed takes place (and is responsible for the earlier disappear-
ance of oscillations at positive U ), it is not sufficient to explain
all the observed phenomena.

There is another fundamental reason for dephasing of the
excitonic wave propagating along the electric field vector E and
in reverse direction. To describe this effect theoretically, let us
choose Z-axis along the [001] crystallographic direction, as it
is in the experiment. Thus the components of excitonic wave
vector are: K = Kz and Kx = Ky = 0. Similarly, electric
field has the components: E = Ez and Ex = Ey = 0.

Using expressions for excitonic Hamiltonian [7], it is possi-
ble to derive an expression for excitonic energy in the presence
of electric field. It contains, apart of standard terms, also a
matrix element proportional to KE :

E = Eg − R(n) + h̄2K2

2M
+ 2eh̄2

(cM)2
KE , (1)

where M , c, and e are the exciton mass, the light velocity, and
the electron charge, respectively.

It follows from equation (1) that the dispersion law of
excitons in electric field deviates from symmetric parabola.
Namely, it depends not only on K2, but also on K , and hence
depends on the direction of wave vector. This brakes the sym-
metry between exciton propagation in the direction of electric
field and in opposite direction for K �= 0. Effect is absent for
K = 0, as it follows from (1). This asymmetry destroys the
interference of excitonic-like waves with K �= 0 in quantum
wells. In optical spectra this will manifest itself in destruction
of high-energy oscillations, whereas the main feature atK ≈ 0
should not be affected by the electric field (at least to a weak
field approximation), which agrees with experimental findings.

To verify the model described above we calculated reflec-
tion spectra using the theory of interference of the polari-
tonic waves in thick quantum wells [6] and taking into ac-
count equation (1). For these calculations, we used the follow-
ing material parameters of GaAs crystal: the dielectric con-
stant ε0 = 12.56 [8], and the mass of heavy hole exciton is
M = 0.52m0 [9,10]. The electric field magnitude was ad-
justed to reproduce the experimentally observed oscillation’s
damping. Results of these calculations are shown in the Fig. 1b
and labeled by corresponding values of the electric field. The
total extinction of oscillations is obtained in the calculations at
the field of E = −20 kV/cm, which qualitatively agrees with
the voltage U = −2 V applied to the 1 μm undoped layer of
the structure.

The developed theory predicts the symmetric oscillations
damping for positive and negative voltages. However in the
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Fig. 1. Experimentally measured (a) and theoretically calculated (b)
reection spectra of a structure with the L = 300 nm GaAs/AlGaAs
quantum well. The electric bias ranged from −2 V to 0.9 V was
applied to the sample surface.

experiment they decay considerably faster under positive bias.
We attribute this effect to the additional scattering of excitons
on free carriers of the electric current, which was observed to
rapidly grow at positive voltages.
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Spectral features in reflection of thick quantum wells
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Abstract. Excitonic waves interference in thick GaAs/AlGaAs quantum wells is observed as oscillations in the reflection
spectra. In the high quality samples this oscillations can be observed in broad spectral range with enough accuracy to
perform sophisticated analysis of their energies, amplitudes and even shapes. This analysis yields details of the dispersion
law of the interfering entities, in particular dependence of their mass on the energy.

Reflection spectra of the epitaxial GaAs/AlGaAs heterostruc-
tures were studied previously [1] at T = 4.2 K. The samples
contained a 333 nm GaAs layer embedded betweenAlAs/GaAs
superlattices. Reflection spectra were recorded using fem-
tosecond Ti:sapphire laser as a source of spectrally broad
(“white”) light. Reflection was observed under Brewster’s
incidence angle in P -polarization in order to suppress back-
ground reflection from bulk GaAs. Monochromator MDR-23
equipped with homebuilt CCD camera was used as recording
device giving resolution of about 80 μeV. Obtained spectra
demonstrate a series of prominent oscillations in the 1.516–
1.530 eV energy range. High optical quality of heterostructures
under study (and hence small linewidth of the reflection lines,
comparable with resolution of the experimental setup) allowed
to perform an analysis of the spectra with enough accuracy to
determine the quantization mechanism — interference of the
polariton waves in thick quantum layers — and to interprete the
observed features. Quantum numbers n were determined and
their energies E(n) and increments dE/n were plotted against
n2. From the analysis of this plots it follows that an effective
mass of the excitonic state depens on the transition energy.

Here we present results of the same type of analysis of
the oscillations in photo- and electroreflection spectra of an-
other sample containing 150 nm GaAs quantum well between
AlAs/GaAs superlattices which were measured in the previ-
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Fig. 1. Dependence of the inverse mass 1
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on the square of quantum
numer n2 for two different quantum wells (widths indicated).

ous work [2] covering wider spectral range 1.516–2.1 eV. The
spectral dependense of the effective mass is quite similar in
both samples, but not identical, as can be seen from Figure 1.
Physical mechanisms of the observed anomaly is discussed.
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Abstract. Exciton luminescence was studied in CdTe quantum wells with ultrathin MnTe interface layers on the temperature
range 5–50 K. Magnetic shift of the luminescence bands in the narrow quantum wells shows linear dependence up to 5 T in
Faraday configuration. This proves a weak frustration in magnetic MnTe 2D layers. The exciton localization parameters
change strongly under the increasing magnetic field at low temperature.

Introduction

A growing interest in semiconductor 2D structures with specif-
ically arranged ultrathin magnetic interlayers ranges from fun-
damental physics to the promising applications in nanoelec-
tronics and spintronics [1]. The magnetic planes with the nom-
inal thickness about several monolayers (ml) are able to im-
part some new properties to the quantum well (QW) structures
depending on magnetic component concentration, thicknesses
and their position relative to the interfaces. Moreover, such
studies help to elucidate the peculiar properties of the 2D mag-
netic layers, in particular, their magnetization in the external
field, as well as evaluate the magnetic atoms vertical diffu-
sion beyond the magnetic layer. In this work we present the
data concerning optical and magnetooptical characterization of
MBE grown QW structures CdTe/CdMgTe with the ultrathin
layers MnTe incorporated on the interfaces.

1. Experimental

Growth was carried out by MBE on GaAs (100) substrate. We
grew the 4μm CdTe and 1.4μm CdMgTe buffer layers and four
CdTe QW with varying thicknesses bounded by layers MnTe
and separated by the barriers CdMgTe with Mg concentration
about 35%. We studied two structures with the following nom-
inal parameters:
Sample #1: 1 ml MnTe/31 ml CdTe/1 ml MnTe/62 ml CdMgTe/
1 ml MnTe/16 ml CdTe/1 ml MnTe/62 ml CdMgTe/1 ml MnTe/
8 ml CdTe/1 ml MnTe/62 ml CdMgTe/1 ml MnTe/4 ml CdTe/
1 ml MnTe/62 ml CdMgTe.

Sample #2 is identical with the Sample #1 but the thickness
of MnTe layers is 2 ml.

The ultrathin interface layer MnTe not only imparts the new
magnetic properties to the structures under consideration but
also contributes to the interface quality. Cation ionic radii
R(Cd2+)= 0.099, R(Mn2+)= 0.091, R(Mg2+)= 0.074 nm,
that is the interface manganese layer is able to attenuate the
strains caused by the lattice mismatch between CdTe and Cd-
MgTe.

2. Temperature dependence of QW luminescence

The comparison of the emission spectra of QW1 in samples #1
and #2 yields the following results (Fig. 1). In sample #1, the
only bandE2 originated from the localized states is observed at
T = 5 K. The bandE1 which corresponds to the light emission
from the “regular” area of QW1 appears at higher temperatures,
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Fig. 1. Temperature dependence of QW1 exciton emission (a —
sample #1, b — sample #2). T = 5 (1), 30 (2) and 40 K (3).

the bands E1 and E2 becoming equal at T = 35 K. In Sam-
ple #2, both bands E1 and E2 are observed just at T = 5 K
and they are equal at T = 20 K. This suggests that the in-
crease of MnTe thickness on the interfaces is favorable for the
extended exciton states, that is potential fluctuations decrease.
The QW exciton localization is due to 1) QW width fluctua-
tions, and 2) barrier potential fluctuations. In the case of thick
QW1 the wave function penetration in the barrier is weak, thus
the first mechanism is a dominant one. One can conclude that
CdTe/CdMgTe interface quality is better when the ultrafine
MnTe layer is incorporated between the QW and barrier.

3. QW luminescence in magnetic field

The study of light emission in the external magnetic field H

makes it possible to clarify the influence of MnTe internal field
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on the QW exciton states. This influence depends, firstly, on
the magnetic layer structure and, secondly, on the amplitude
and gradient of the exciton wave function on magnetic layer.
The MnTe Layer magnetization can be modified significantly
by a vertical diffusion of the Mn2+ ions in QW and barrier due
to an appearance of noncompensated moments which impart
the paramagnetic properties to our system.

The exciton emission bands from QW3 and QW4 show a
strong low-energy shift which is stronger in the Sample #2. It
is well known that the exciton magnetic polarons (MP) form
in diluted magnetic (paramagnetic) semiconductor systems at
low temperature [2]. The external magnetic field about 5 T sup-
press MP effect completely resulting, in particular, in a strong
exciton band narrowing [3]. The Fig. 2 makes it clear that
the shape and width of the symmetric exciton bands are not
affected noticeably by the magnetic field in our case. The en-
ergy shift of the exciton bands in QW3 and QW4 (Sample #1)
depends linearly on the magnetic field value (Fig. 3) whereas
the exciton Zeeman splitting is already saturated in the diluted
magnetic semiconductors at H = 5 T. These two points in-
dicate that the samples under consideration do not exhibit the
paramagnetic behaviour. On the contrary, the ordered 2D mag-
netic layer produces the internal field which depends linearly
on the external field value in Faraday configuration [4].
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Fig. 4. Exciton emission from QW1 (Sample #2) at H = 0 (dotted
line) and H = 5 T (solid line); T = 2 K.

Surely, a small portion of the Mn2+ ions penetrates in QW
as determined by a weak magnetic shift of the wide QW2 ex-
citon band which saturates at H which exceeds 3 T (Fig. 4).

The peak energy of emission band maximum E1 does not
depend noticeably on magnetic field up to 5 T because a weak
Zeeman shift of the QW1 exciton lowest component is com-
pensated by its diamagnetic shift. As expected, the exciton
states in wide QW1 are only slightly affected by the magnetic
field due to low wavefunction amplitude on the MnTe inter-
face layers. However, the magnetic field modify strongly the
luminescence from localized states, namely, the emission band
weakens and its maximum shifts towards the band E1 (Fig. 4).
The relative increase of the high-energy band E1 is explained
in the following way. The magnetic field deflects the photo-
carriers thus restricting their diffusion in the QW plane, and
consequently their access to the localization areas. Moreover,
the island-like monolayer fluctuation is able to localize the ex-
citon if its radius is about three times larger as compared to the
exciton radius. The exciton size reduces significantly in Fara-
day configuration, and as a consequence the smaller fluctuation
is able to capture the exciton. The concentration of fluctuation
depends inversely on their size, when the Gauss distribution
is the case. In such a situation an average localization energy
decreases along with an exciton shrinkage in the increasing
field.
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Radiative decay rate of excitons in high-quality InGaAs
quantum wells
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Abstract. Excitonic reflection in InGaAs single quantum wells has been measured using Brewster’s geometry. Record
values of resonant excitonic reflection coefficient up to 0.24 were found. Experimental data were used to determine the
dependence of radiative decay rate of excitons on indium fraction and quantum well width. Obtained values of radiative
decay rate are weakly dependent on these parameters and in average give magnitude 65 ± 10 μeV. This value is
correspondent to radiative lifetime of excitons 10 ps.

Introduction

Semiconductor nanostructures with quantum wells are con-
sidered as a promising material for devices that can process
digital information in a pure optical way [1]. To realize this
task the nanostructures should possess of very high efficiency
of resonant interaction with light and high stability of opti-
cal properties. In this communication we present the results
of detailed study of coherent optical properties of excitons in
InGaAs quantum wells by means of well-developed method
of resonant excitonic reflection using the Brewster’s geome-
try [2,3]. In particular, we have measured the value of radia-
tive decay rate of excitons, h̄�0, which is universal property
of individual quantum well. This parameter is proportional
to the specific oscillator strength and is one of the most im-
portant parameters required for creation the digital cell based
on the excitonic systems coherently interacting with light. In
the Lorenz approximation the ratio between this quantity and
exciton linewidth (FWHM) taken from optical susceptibility
spectrum of quantum well reflects the fraction of coherence
conserved during the processes of optical excitation and radia-
tive recombination of excitons.

We have studied the dependence of radiative decay rate,
h̄�0, on two main parameters of InxGa1−xAs quantum well,
indium concentration, x, and well width, LZ .

1. Samples and experimental technique

To obtain this dependence the reflection spectra from 15 sam-
ples containing totally 29 single quantum wells were measured
and analyzed. The indium fraction and quantum well width val-
ues were in the ranges of x = 0.02−0.1 andLZ = 1−31 nm,
respectively. x-Range is limited because of the requirement of
good stoichiometric growth of (In,Ga)As/GaAs heterostruc-
tures.

The reflection spectra were measured in the Brewster’s ge-
ometry using p-polarized femto-second (fs) pulses of Ti:Sa
Tsunami laser and CCD-based spectrometer with apparatus
function FWHM of 20 μeV. Samples were mounted in closed-
cycle cryostat and cooled down to temperature 8 K.

Using of the Brewster’s geometry of excitation allows to
obtain spectra without background associated with light reflec-
tion from sample surface. As a result, recorded spectral lines
of HH-excitonic transitions rather well conformed to Lorenz
curves. Fig. 1 shows resonant reflection spectra measured on
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Fig. 1. Reflection spectra taken from two spots of P550 sample con-
taining three quantum wells having following parameters: QW1:
x = 0.03, LZ = 2 nm; QW2: x = 0.03, LZ = 3.3 nm; QW3:
x = 0.036, LZ = 4 nm. Dash-dot line — normal excitation geome-
try; solid line — Brewster’s geometry; dot line — fitting of HHQW1

exciton line with Lorenz curve having FWHM 165 μeV and ampli-
tude 0.19. Difference in HHQW3 line positions is, apparently, due to
large spatial variation of indium concentration.

high-quality P550 sample containing three quantum wells with
LZ = 2, 3.3 and 4 nm and indium fraction of about 3%. To
illustrate the Brewster’s geometry advantage, the figure shows
also a reflection spectrum measured in traditional normal ge-
ometry. It is seen that the last is much harder for analysis.
Spectral lines observed at energies higher than 1.513 eV are,
presumably, connected with LH-excitonic transitions as well
as GaAs bulk excitonic transition.

The values for radiative decay rate are extracted from re-
flection spectra in the same way as it was done earlier on GaAs
quantum wells [2]. Namely, we use Lorenz approximation
while analyzing spectral lines of excitonic resonances. Then,
the value of h̄�0 can be calculated using formula derived for
normal light incidence on quantum well (the formula for am-
plitude reflection coefficient is given in [4]):

h̄�0 =
√
KRR h̄�total ,

where KRR is the peak resonant reflection coefficient (the line
amplitude), and h̄�total is FWHM of spectral line. We do not
take into account the modification of h̄�0 associated with exci-
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Fig. 2. Experimental values of h̄�0 with scatters for different indium
fractions x and quantum well widths LZ .

tation geometry: light refracted by the sample surface travels
through heterostructure under the incidence angle of about 16◦,
which is small enough to neglect it. Absolute scale for reflec-
tion coefficient is obtained by normalizing spectra measured
in p-polarization to the spectrum of fs-pulses reflected in s-
polarization from sample surface.

2. Results

The magnitude of KRR measured for a number of samples at
temperature 8 K has a significant spread. For highest-quality
samples it reaches the record value of 0.24. Narrowest spectral
line has FWHM 130μeV. For comparison, best parameters for
GaAs single quantum wells measured earlier with the resonant
reflection spectroscopy were 0.1 and 290 μeV for KRR and
FWHM, accordingly [2,3].

Results of h̄�0 measurements for all samples under study
are shown on Fig. 2. Each experimental point is averaged over
approximately 10 measurements performed in different spots
of the sample. Standard deviations are indicated.

As opposed to GaAs quantum wells, where monotonic
growth of oscillator strength with diminishing of quantum well
width was observed [2], here we do not see any evident depen-
dence of this quantity on both parameters, x andLZ . Resultant
average value of radiative decay rate is h̄�0 = 65 ± 10 μeV.
This value corresponds to radiative lifetime of excitons T0 =
10 ps.

Detailed analysis of reflection spectra over the samples sur-
face revealed that large scatter of h̄�0 values caused by presence
of large-scale growth defects which strongly influence the local
optical properties of excitons. Surprisingly, this defects do not
result in inhomogeneous broadening of spectral lines which are
quite narrow and reach in the highest-quality samples width of
70 μeV.
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Abstract. Uniformity improvement of InAs/GaAs QDs caused by boron incorporation was oberved. 1.32 μm room
temperature photoluminescence emission from BInAs/GaAs QDs capped by In0.16Ga0.84As SRL was reported.

Introduction

Recently, the incorporation of boron into conventional III–V
binary and ternary compounds (e.g., GaAs, AlAs, GaP and In-
GaAs) has gained special attentions of many research groups to
develop novel material systems for various potential applica-
tions [1–3]. Unfortunately, very limited experimental studies
on boron incorporation into InAs quantum dots (QDs) are avail-
able [4,5]. In this paper, low pressure metalorganic chemical
vapor deposition (LP-MOCVD) growth of boron-incorporated
self-assembled InAs/GaAs QDs was reported. Particularly,
the effects of boron incorporation on the critical thickness and
uniformity of InAs QDs were investigated, and 1.32 μm room
temperature photoluminescence from BInAs/GaAs QDs was
demonstrated.

1. Experimental procedure

Samples were grown on exactly-oriented silicon-doped (100)
GaAs substrates by LP-MOCVD. All the growths were per-
formed in a vertical reactor with the constant pressure of
133 mbar (100 Torr). Triethylboron (TEB), trimethylindium
(TMIn), trimethylgallium (TMGa) and pure arsine (AsH3)
were used as B, In, Ga and As precursors, respectively. A
400 nm GaAs buffer layer was first grown at 650 ◦C. The
substrate was then cooled down to 530 ◦C for the growth of
self-assembled QDs. In this study, InAs QDs with nominal
coverage of 2.4, 3.0 and 3.6 ML were grown under S-K mode,
respectively. Moreover, in order to form BInAs QDs as com-
parison, TEB source with flowrate of 6.8 × 10−6 mol/min was
simultaneously introduced into the reactor during InAs depo-
sition. Growth rate of 0.06 ML/s and V/III ratio of 10 were
fixed during (B)InAs/GaAs QD growth. For the surface mor-
phology characterization, the uncapped (B)InAs/GaAs QDs
were cooled down to room temperature rapidly. For the pho-
toluminescence measurement, after 30 seconds growth inter-
ruption (GRI) under AsH3 ambient, (B)InAs/GaAs QDs were
capped with 5 nm In0.16Ga0.84As strain-reducing layer (SRL)
deposited at 530 ◦C and additional 50 nm GaAs deposited at
600 ◦C, respectively.

2. Results and discussions

AFM images of uncapped InAs QDs (sample A, C) and BInAs
QDs (sample B, D) are shown in Fig. 1. When InAs coverage
was increased from 2.4 to 3.0 ML, the dot density decreased
from 4.93 × 1010/cm2 to 3.65 × 1010/cm2 (not counting large

Fig. 1. 1 × 1 μm2 AFM images of uncapped (a) 2.4 ML InAs QD,
(b) 2.4 ML BInAs QDs, (c) 3.0 ML InAs QDs and (d) 3.0 ML BInAs
QDs.

islands), and several large coalesced islands were observed. In
addition, InAs QDs grown in this study have a bimodal size
distribution. Meanwhile, the reduction of InAs QD density
and improvement of the uniformity caused by the boron in-
corporation have been found. For BInAs coverage of 2.4 and
3.0 ML, the dot density was reduced to 3.28 × 1010/cm2 and
2.73 × 1010/cm2, respectively. This result demonstrated that
boron incorporation caused the increase of critical layer thick-
ness, which was attributed to the decreased lattice mismatch
between BInAs and GaAs.

Room-temperature PL (RT-PL) spectra of InAs QDs (sam-
ples E) and BInAs QDs (sample F) grown using the nominal
coverage of 3.6 ML are shown in Fig. 2. We obtained the peak
wavelength of 1328 nm and FWHM value of 44 meV from PL
of InAs QDs. Beside the reduction of PL intensity, the peak
wavelength was blue-shifted to 1322 nm and FWHM value was
narrowed to 40 meV after the boron incorporation. These re-
sults also demonstrated the decrease in the density and height
as well as the improvement in the uniformity of QDs.
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Fig. 2. Room temperature PL spectra of 3.6 ML InAs QDs (dash
line) and 3.6 ML BInAs QDs (solid line). (B)InAs/GaAs QDs were
capped by 5 nm In0.16Ga0.84As SRL and 50 nm GaAs capping layer.

3. Conclusions

In summary, the experimental results show that boron incor-
poration can improve the uniformity of self-assembled InAs/
GaAs QDs. Further investigations on the growth mechanism
and key properties of BInAs/GaAs QDs are still ongoing.
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Properties of semiconductor nanoparticles (quantum dots —
QD), embedded in the wide-gap dielectric matrix, are of in-
terest as from the fundamental point of view and for device
applications. Based on these structures one can create: a mem-
ory with the capture of charge carriers in quantum wells (flash
memory), the single-electron transistors, optical interference
filters, diffraction gratings, optoelectronic devices working on
the effects of luminescence (light-emitting diodes, lasers, quan-
tum dots displays — QD-LED), photonic crystals, the volume
holograms. Analysis of the properties of GeO(s) layers and
heterolayers, consisting of GeO2 dielectric film with embed-
ded Ge-nanoclusters (GeO2〈Ge-NCs〉), shows that from the
position of the physics and technology requirements they are
promise for making of the most of the above devices [1]. Give
examples.

By variation of the properties of GeO2〈Ge-NCs〉 hetero-
layers one can create optical interference filters based on mul-
tilayer systems, where not only the optical constants of al-
ternated layers vary widely, but a new effects reveal that can
not be achieved using traditional materials and technologies.
New properties can be given to such filters due to layers with
refractive index changed in thickness [2], or forming a layer
system, in which the complex refractive index varies smoothly
and continuously from layer to layer. Taking into account that
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Fig. 1. Variation of n and k of GeO2〈Ge-NCs〉 heterolayers after
annealings due to 3D confinement effect in Ge-nanoclusters and
growth of their sizes: 1, 2, 3, 4 — GeO(s) as deposited and annealed
at 260, 290, 320 ◦C, 5 — LP CVD GeO2〈Ge-NCs〉, 6 — Bruggeman
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Fig. 2. Photo, scheme and transmission spectra of interference filters
on the base of GeO2〈Ge-NCs〉/SiO2 multilayer system on glass,
recorded in different point.

such filters are one-dimensional photonic crystals, the interest
to this effect increases.

The optical constants of GeO2〈Ge-NCs〉 heterolayers can
be widely varied by three main technological methods:

— variations in chemical composition (i.e. part of each com-
ponent in the GeO2〈Ge-NCs〉 system);

— using of 3D quantum confinement effect in Ge-nano-
particles and their crystallization;

— chemical and structural modifications of the GeO2 ma-
trix in heterolayers due to easily activated chemical reac-
tions at its contact with different inorganic agents (gases
and condensed matters such as NH3, SiO2, Si2N4, etc.).

On the basis of GeO2〈Ge-NCs〉 heterolayers a working pro-
totypes of multilayer interference filters and diffraction grat-
ings have been fabricated. The optical filter was made of al-
ternating thin CVD SiO2 layers (8–9 nm) and GeO2〈Ge-NCs〉
heterolayers (from 10–13 to 25–30 nm) on the glass. In Fig. 2
is shown the photo of such filter, scheme of its layers and trans-
mission spectra registered in two points with different thick-
nesses of GeO2〈Ge-NCs〉 layers. Changes in the light transmis-
sion at these points are caused by the differences of interference
conditions due to different thicknesses of heterolayers. With
the growth of Ge-nanoparticle size by annealing, the absorption
of filter increases in the UV region.

Diffraction gratings is formed by dry, maskless femtose-
cond (fs) laser lithography, where GeO2〈Ge-NCs〉 heterolayers
used as a resist. Its local modification was induced when scan-
ning by a focused beam of pulse fs laser. They were 2 types
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Fig. 3. GeO2〈Ge-NCs〉 heterolayers as material for diffraction grat-
ings formation: a, b, c — optical micrograph; d, e — SEM image.

depending on the laser beam energy. High laser beam energy
activated partial or complete “evaporation” of the resist mate-
rial due to the reaction GeO2 + Ge → 2GeO (gas). In this
case, grooves were formed in the resist layer, which are easily
detected by SEM (Fig. 3d and e) and optical microscopy. The
minimum width of visible grooves was 200 nm. Scanning on
the resist when the energy of the laser beam was below the
threshold of its evaporation, in the bulk the beam could initi-
ate other local chemical and structural modifications of second
type. They were easily observed under an optical microscope
(Fig. 3a, b and c) because in the resist layer the optical con-
stants were changed locally. But such processes are slightly
distorted the topography of GeO2〈Ge-NCs〉 layer and the SEM
couldn’t reveal the traces of them. The process of the second
type includes the decomposition of atomic net of metastable
GeO(solid) layer, the nucleation and growth of amorphous Ge-
nanoparticles and their crystallization, shrinkage of heterolayer
and, seem, the crystallization of the GeO2 matrix. These pro-
cesses can also be used for the formation of diffraction gratings
(the minimum width of the diffraction lines ∼15 − 30 nm).

New data were obtained in favor of application of GeO2
〈Ge-NCs〉 heterolayers and germanium monoxide (GeO(s))
layers in 2D and volume holography as shown in 1978 [3]. Ac-
cording to estimates, when the thicknesses of the studied films
∼0.3 − 0.6 μm, the Klein parameter Q ∼ 10 (the theoretical
criterion of the degree of voluminosity of the elementary holo-
grams), while the threshold energy of most processes in these
films activated by radiation does not exceed 40–60 mJ/cm2

(which should speed up the recording of holograms, a mini-
mum of the line width of the diffraction ∼15−30 nm (Fig. 3e)).

1. Conclusion

Approaches to the formation of some elements of modern op-
tical devices based on thin films of GeO(solid) and GeO2 were
found. It was shown that unique properties make them promis-
ing materials for nano-and optoelectronics. The use of hetero-
layers consisting of an insulating matrix GeO2 and embedded
in it Ge-nanoclusters for fabrication of new types of diffraction
gratings, interference filters and holograms were demonstrated.
These technologies are a simple and low cost, that indicates a
high efficiency of their using in development of nanoindustry.
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Introduction

Traditional optical lithography will reach its limit in the near
future. The transition from optical lithography to other kinds
of nanolithography goes through the search for new materi-
als that can serve effectively as a resist in these processes.
So, one uses both well-known common resists and completely
new materials, whose properties appear suitable for this role
in a particular lithographic problem. It is obvious that there
is no universal resist for all kinds of nanolithography. But the
complex of properties of some materials makes them especially
favorable for use under certain conditions of nanolithography.
As such material we study thin layers of germanium monoxide
(GeO(s)), which can be used in intensively developed SPM and
laser nanolithography. Curiously, that GeO(s) layers attract at-
tention due to its property, which is not allowed to take them
a notable place among other traditional protective dielectrics
used in microelectronics — the structural, chemical, thermal
and electrical instability of GeO(s). In spite of this, the prelim-
inary results of applying GeO(s) and GeOx layers (x = 1, 2)
as a resist in SPM and laser nanolithography appeared have
much promise. Thanks to structural instability, GeO(s) layers
have low thresholds for modification and ablation processes
under local impacts. In the film there is no too many chemical
elements which could be responsible for undesirable chemical
activity of the resist while the local modifications in it. This
restricts the range of possible chemical and structural trans-
formations in the resist layer that facilitates their separation,
processes control and management.

1. GeO(s) films — as a resist for SPM nanolithography

The new experiment on the patterning of GeO(s) layer, used as
a positive nanoresist, was performed in MIPT (Moscow). The
lithography process includes three operations:

1) AFM-tip-induced local anodic oxidation (LAO) of
GeO(s) layer: 2GeO(s)+ O2 → 2GeO2;

2) thermal decomposition of GeO(s) layer into GeO2 and
Ge throughout the substrate: 2GeO(s) → GeO2 + Ge;

3) removal of GeO2 by selective etching from the decom-
posed GeO(s) layer, which converts into a matrix of
GeO2 with Ge-nanoclusters (GeO2〈Ge-NCs〉).

Homogeneous nondecomposed layer of GeO(s) (of ∼9 nm
thick) was obtained on Si-substrate by re-evaporation of GeO2
〈Ge-NCs〉 heterolayers in a high vacuum. Electrostimulated
AFM modification of GeO(s) layer was carried out by probes
DCP11 (curvature radius 50 nm, with a heavily doped con-
ductive diamond-like coating). The lithography process was
performed in contact mode of AFM at a constant voltage (−V )
on the probe with respect to the substrate. Modification of the
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Fig. 1. AFM image of GeO2 strips in GeO(s) resist formed by LAO
method and their relief profile.

local details of the resist relief, formed by the probe, was con-
trolled step by step. The average roughness of the film didn’t
exceed ∼0.4 nm at the beginning and 0.8 nm in the end of
the nanolithography process. By LAO method the strips of
GeO2 were formed, which was prominent above the surface
of the GeO(s) resist. Their heights, depending on the probe
voltage, varied from 0.8 to 3 nm, while the minimal width
of strips was ∼78−90 nm (Fig. 1) and spacing between them
∼35−40 nm. After the operation (3) a thin layer (∼3−3.5 nm)
of agglomerated together Ge-nanoclusters is formed through-
out the substrate. In places where GeO2 strips were selec-
tively removed from resist, grooves of ∼1.5−3 nm in depth
remained in Ge-agglomeration layer. Their minima width was
∼30−60 nm (Fig. 2). Further optimization of the lithography
regime described is possible. There is different way of SPM
nanolithography, where GeO(s) film can be used as a negative
resist [1].

2. GeO(s) films — as a resist for laser nanolithography

The best way to use of GeO(s) layers or GeO2〈Ge-NCs〉 het-
erolayers as a resist in dry, maskless laser nanolithography is a
local initiation by beam of the reaction of their “evaporation”
(i.e. GeO(s) transformation into vapor GeO(g)): 2GeO(s) →
GeO2 + Ge(I) → 2GeO(g)(II). For GeO(s) the process has I
and II stages, and as for GeO2〈Ge-NCs〉 heterolayer — stage
II only. In GeO(s) and GeO2〈Ge-NCs〉 heterolayer ultra-short
laser pulses cause the processes of structural reconstruction
and chemical reactions such as: film shrinkage; decomposi-
tion of GeO(s) layers due to the reaction I; Ge-nanoparticles
growth and their crystallization in heterolayer; crystallization
of glassy GeO2 matrix; the reaction of GeO vapor formation
(II) from matter of GeO2〈Ge-NCs〉 heterolayer; the films and
substrate ablation (i.e. an explosive destruction) [2]. All of
these processes take place at irradiation of studied layers by
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Fig. 2. AFM image of grooves in Ge-agglomeration layer after
operation 2 and 3.

femtosecond (fs) Ti:Sa laser with λ = 800 nm (hν = 1.55 eV)
and pulse duration of 30 fs. In different layered structures
and conditions of irradiation with increasing of fs pulse energy
these processes of modification of the film structure are excited
by one to another.

Laser radiation is absorbed in heterolayers GeO2〈Ge-NCs〉
only by Ge-nanoclusters, which have a relatively narrow effec-
tive optical gap Eeff

g (Ge-NC) < 2 eV whereas matrix GeO2

have optical gap Eeff
g (GeO2) ∼ 4.5−5 eV. So one can quickly

heat only Ge-nanoclusters and leave “cold” the carrier matrix.
But Ge-NCs could be heated so that they will react due to reac-
tion (II) with matter of glassy GeO2 surrounding of them. Thus
released the gaseous GeO should be localized around each Ge-
cluster in the form of nano-bubbles. Then without freedom
of exit, hot GeO(g) can push by its pressure the heated glassy
GeO2 which became viscous. When Ge-nanoparticles heat-
ing by laser pulses stops, bulk glassy GeO2 cools and hardens.
Herewith viscosity of the glass will grow very rapidly, so that
nanocavities in GeO2, formed by hot gas, have no time to col-
lapse to the end. As a result it is expected to obtain a layer in
the form of frozen nano-foam from the mass of glassy GeO2
with nano-bubbles filled with GeO(g).

Unprotected GeO2〈Ge-NCs〉 heterolayer of 70 nm thick
were scanned by fs laser beam, focused to a spot size 2r0 ∼
λ ∼ 1 μm. Sample was placed perpendicular to the beam on
the optical bench, which vibrated with amplitude of ∼1 μm
in the sample plane and vertically. With vertical vibration of
the sample the focus of the laser beam in first turning point 1
(Fig. 3b) was on the film, and when turn back (point 2) focus
lifts over the surface. In the point 1 the spot had a minimal
diameter on the sample (2r1 = 2r0 ∼ λ) and top energy E′

max
in the center of beam exceeded threshold of foaming (E1) in
GeO2〈Ge-NCs〉 heterolayer and threshold of its evaporation
(E2) (Fig. 3a). In point 2 defocused beam on the film surface
had the largest diameter 2r2 > 2r1 and the minimum value
of E′

max < E1 and E2. Therefore, in these points both pro-
cesses didn’t proceed in heterolayer, while in the points 1 they
were activated by beam. Passing the points 1, the beam evap-
orated the material of heterolayer (along motion of its center
on the film), opening in it up to the substrate a nanosize holes
(∼11−45 nm) in the form of circular or long cavities (Figs. 3b
and 3c). For tens or hundreds of nm away from the cavities
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Fig. 3. a — Gaussian energy distribution; b and c — SEM image of
local foaming of GeO2〈Ge-NCs〉 heterolayer without cap layer.

in GeO2〈Ge-NCs〉 heterolayers the process of their transfor-
mation into nano-foam proceeded. The length of the holes in
heterolayer was not great because beam, shifting, was defo-
cused. Vibration revealed a high sensitivity of the processes,
activated by a scanning beam in heterolayers, to weak varia-
tions of its local intensity, the flexibility and rate of reaction to
these changes.

3. Conclusions

Thus the possibility to form nanoscale cavities in a thin GeO(s)
layer was proved, when the size of the focused beam and its
wavelength in 20–70 times exceed cavity width. All data ob-
tained on this effect surely showed promise of using these lay-
ers as resist in laser nanolithography. Confinement effect in
a semiconductor quantum dots was used not in the format of
study of details of the transfer kinetics in the electron subsystem
of the solid, but for the chemical and structural modification of
its state. Thin GeO(s), GeOx layers and GeO2〈Ge-NCs〉 het-
erolayers also can be used as a resist in SPM nanolithography.
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Growth of n-doped and p-doped GaAs nanowires
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effect of dopants flux rates
Jingwei Guo, Xiaomin Ren, Hui Huang, Shiwei Cai, Xia Zhang, Xin Guo, Qi Wang and Yongqing Huang
Key Laboratory of Information Photonics and Optical Communications Ministry of Education
Beijing University of Posts and Telecommunications, 100876 Beijing, China

Abstract. N-doped and p-doped GaAs nanowires (NWs) are grown on GaAs (111) B substrate by means of
vapor-liquid-solid (VLS) mechanism in a metalorganic chemical vapor deposition (MOCVD) system. It is found that for
n-type doping NWs growth rate is proportional the flux rates of dopant and the structure is pure zinc blende without any
stacking faults. For p-type doing, in high II/III ratio range, there exists a critical length, beyond which the kinking takes
place.

Introduction

In recent years, semiconductor nanowires (NWs) have drawn
considerable interest due to their potential applications in elec-
tronic and optoelectronic devices [1]. Nanowier-based lasers,
photo detectors, field effect transistors, and single-electron
memory devices have already been demonstrated. The vapor-
liquid-solid (VLS) mechanism, using gold (Au) nanoparticles
as catalyst, is a commonly used method for semiconductor
NWs growth [2]. GaAs NWs used for lasers and photodetec-
tors is one of the most popular NWs.

In this paper, the growth and characterization of n-doped
and p-doped GaAs nanowires are investigated. The related
growth mechanisms are discussed.

1. Experimental procedure

The growth was performed in a THOMAS SWAN CCS-
MOCVD system at a pressure of 100 Torr. Prior to NWs
growth, an Au film with thickness of 4 nm was deposited on
the GaAs (111) B substrate by magnetron sputtering. Then
the Au-coated substrate was loaded into the MOCVD reactor
and annealed in situ at 650 ◦C in arsine and hydrogen ambient
for desorption of surface contaminants and formation of alloy
droplets as catalyst. After ramped down to the growth tem-
perature, GaAs NWs were firstly grown for 500 s at 470 ◦C.
Trimethylgallium (TMGa, 15 sccm, sccm = stand − ard cu-
bic centimeters per minute) and AsH3 (30 sccm) were used as
group III and V precursors for GaAs NWs. The carrier gas
was hydrogen (H2). During n-type doping, the flux rates of
dopant SiH4 were 80 and 40 sccm for sample A and B, respec-
tively. For comparison, undoped GaAs NWs sample C was
grown at the same conditions.During p-type doping, the flux
rates of dopant diethyl zinc (DEZn) were 80, 40 and 1 sccm
for sample D, E and F, respectively.

The morphologies of as-grown NWs were studied using a
HITACHI S-5500 scanning electron microscope (SEM). The
structure of single NW was characterized using JEOL 2100F
and FEI TECNAI F30 field-emission transmission electron mi-
croscope (TEM). The acceleration voltage was 300 kV. For
TEM samples preparation, the NWs were removed from the
substrate by sonication into ethanol suspension for 2 minutes.
A small volume of the NWs suspension was left to dry onto a
holey carbon film supported by a Cu mesh TEM grid.

2. Results and discussions

SEM images of as-grown NWs are shown in Fig. 1. It shows
that all n-doped NWs are vertical to the substrate and there is
no lateral growth occurs. The average lengths of samples A, B
and C are 6.3, 6.1 and 5.3μm, respectively. The growth rates of
samples A, B and C are 12.6, 12.3 and 10.6 nm/s, respectively.
The growth rate is proportional the flux rates of n-type dopant
SiH4. Larger SiH4 flux rate results in larger growth rate of
NWs.

For VLS growth, there are two major contributions, i.e.,
direct impingement of the precursors onto the alloy droplet and
adatom diffusion from the sidewalls and substrate surface to the
top. It has been demonstrated that the adatom diffusion will
result in lateral overgrowth and tapering when the wire length
is longer than the diffusion length of adatom, and the growth
rate inversely dependent on the diameter. In Fig. 1 (a)–(c), it is
observed that lateral overgrowth and tapering of NWs do not
occur, since the NW has a constant diameter from base to top.
Thus, it can be concluded that NWs were grown with negligible
contribution from adatom diffusion and main contribution from
catalytic pyrolysis of the precursors impinging onto the alloy
droplet. In other words, the droplet acts as a catalyst rather
than a collector of adatom.

For p-type doing, with large DEZn flux rate (more than
10 sccm), there exists a critical length, beyond which the kink-
ing takes place, as shown in Fig. 1(d) and 1(e) for sample D
and E, respectively. A possible reason may influence on the
bending of p-GaAs nanowires is that excess Zn atoms may
segregate on the sidewalls forming deformation area.

From the top view SEM image (not shown), it is found
that the sidewalls of all samples are hexagon and the sidewall
facets belong to (112) families of planes, which are the same
as Moewe [3] and Wacaser [4]. It is a different result than
the one reported by Tambe et al [5] and Noborisaka et al [6]
whose facets are (110) families of planes. The (112) facets
have a larger number of surface dangling bonds with respect
to the (110) facets that tend to reconstruct (Ga-Ga and As-As
dimers) [7]. This may lower the surface energy of (112) facets
less than that of (110) facets.

High-resolution TEM (HRTEM) images (not shown) of
sample A, B and C indicate that all samples have pure zinc
blende structures, and no stacking faults from bottom to top.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Cross-sectional SEM images of (a) Sample A; (b) Sample B;
(c) Sample C; (d) Sample D; (e) Sample E; (f) Sample F.

Fluctuations in the composition of would result in stacking
faults or twins in the NW due to the change of tension and
supersaturation in droplets. However, NWs’growth conditions
such as the high growth rate and the relatively high V/III ratio
may all contribute to the reducing of planar defects such as
stacking faults and twins in the NWs [8]. Moreover, in our
case, the number of Si atoms dissolved in droplets is too small
to affect the crystallographic quality of NWs.

3. Conclusions

In summary, n-doped and p-doped GaAs nanowires were
grown on GaAs (111) B substrate by means ofVLS mechanism
in a MOCVD system, respectively. From SEM figures, we can
find that all n-type doping NWs are vertical to the substrate and
no lateral growth occurs. The growth rate is proportional the
flux rates of dopant SiH4. Larger SiH4 flux rate results in larger
growth rate of NWs. The contribution from adatom diffusion
can be negligible and almost all contribution comes from cat-
alytic pyrolysis of the precursors impinging on droplets. For
p-type doing, in high II/III ratio range, there exists a critical
length, beyond which the kinking takes place. From TEM im-
ages, pure zinc blende structures without any stacking faults
from bottom to top for all n-doped samples were achieved.
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Unconventional semiconductor superlattices —
inorganic-organic hybrid nanostructures —
with unusual electronic, optical and thermal properties
Yong Zhang
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Abstract. N-doped and p-doped GaAs nanowires (NWs) are grown on GaAs (111) B substrate by means of
vapor-liquid-solid (VLS) mechanism in a metalorganic chemical vapor deposition (MOCVD) system. It is found that for
n-type doping NWs growth rate is proportional the flux rates of dopant and the structure is pure zinc blende without any
stacking faults. For p-type doing, in high II/III ratio range, there exists a critical length, beyond which the kinking takes
place.

Superlattice, proposed by Esaki and Tsu in 1970 [1], has been
a major force in providing man-made solids with unique prop-
erties that are not readily available in nature. Since the super-
lattice research was launched, the concept of the superlattice
has been extended far beyond the originally proposed materi-
als and structures. Taking this concept to the extreme in terms
of the layer thickness, one has ultra-thin superlattices, such as
(GaAs)n/(AlAs)m with n(m) = 1−4, where n and m stand
for the number of monolayers. The material properties of such
superlattices are shown to be very different from either GaAs
or AlAs [2], although, despite many decades of effort, it re-
mains a great challenge to produce a superlattice with abrupt
interfaces (i.e., without inter-diffusion) [3]. Furthermore, the
chemical bonding at the interface of a typical semiconductor
superlattice remains more or less the same as that in a bulk
semiconductor. An unconventional superlattice with drasti-
cally different chemical bonding and thinnest possible layer
thickness, a graphene/(2-D Si) superlattice, has recently been
proposed [4], but not yet been realized.

Fig. 1. Atomic structure of an inorganic-organic hybrid superlat-
tice, β-ZnTe/(en)0.5, determined by X-ray diffraction. H atoms are
omitted in the plot for clarity.
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Fig. 2. Low temperature absorption spectra of β-ZnTe(en)0.5 with
polarizations perpendicular to the superlattice axis.

50

100

150

200

250

300

350

3.66 3.68 3.70 3.72 3.74
Energy (eV)

E || y
E || x

3.7193 eV

3.7192 eV

β−ZnTe(en)0.5 E y||

PL
 in

te
ns

ity
 (

a.
u.

)

A
bs

or
pt

io
n

Fig. 3. Low temperature PL spectra of β-ZnTe(en)0.5 with polariza-
tions perpendicular to the superlattice axis.

In this talk, we will report the research effort on another un-
conventional type of superlattice, namely an inorganic-organic
hybrid superlattice that also has very short period and atypical
chemical bonding, and has been successfully synthesized and
well characterized structurally [5,6]. Shown in Fig. 1 is the
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and c for ZnTe(en)0.5, measured on both powder and single-crystal
samples and on different x-ray diffraction systems.

atomic structure of a hybrid superlattice, ZnTe(en)0.5, based
on ZnTe and ethylenediamine (en = C2N2H8). It is a prototype
of a large group of hybrid superlattices that share the simi-
lar structure of II–VI(Mo)0.5, i.e., thin II–VI slabs intercon-
nected by small organic molecules. They have obtained by
using a low cost chemical synthesis method [6]. Specifically,
for ZnTe(en)0.5, two mono-layer thick (110) ZnTe slabs are
interconnected by en molecules, with the period along the su-
perlattice direction being only 17.2 Å.

Such a hybrid superlattice has been shown to exhibit a num-
ber of unique aspects compared to the conventional inorganic
semiconductor superlattice: for instance, (i) extremely high
degree of structural perfectness (e.g., Raman width <1 cm−1

and XRD width <0.01 degree) [7,8]; (ii) drastically different
chemical bonding situation from that of the inorganic compo-
nent (e.g., the inorganic anions is only three- instead of four-
fold coordinated) [6]; (iii) strongly enhanced inter-band optical
absorption [7]; (iv) very large bandgap tuning [6,9]; (v) zero
thermal expansion along the superlattice stacking direction and
novel way of tuning thermal expansion [8,10]. Fig. 2 shows
the low temperature (1.5 K) absorption spectra for two non-
equivalent polarizations perpendicular to the superlattice axis.
It show an excitonic absorption peak at 3.7192 eV, a 1.325 eV
blue shift from that of ZnTe (2.394 eV); and strongly en-
hanced absorption, ∼3 × 105 cm−1 for the y polarization and
∼106 cm−1 (estimated) for the x-polarization. Fig. 3 shows
the low temperature PL spectra in two in-plane polarizations.
For the y-polarization, the PL peak (3.7193 eV) is found at
nearly the identical position of the excitonic absorption peak,

indicating the exciton-polariton nature of the emission. This is
the very first unambiguous observation of the exciton-polariton
emission in an inorganic-organic hybrid crystal [7].

The unique combination of the inorganic and organic leads
to another interesting property, zero-thermal expansion ob-
served along the superlattice axis in ZnTe(en)0.5, because of
the delicate compensation of the thermal expansion of the in-
organic and organic components [8]. Fig. 4 shows the thermal
expansion of the hybrid superlattice along the three symmetry
axes. The thermal expansion coefficient for the superlattice
axis b is extremely small: |α| < 4.3 × 10−7 K−1 in a broader
temperature range of 4–400 K. This finding provides a new
mechanism for designing materials in a nanoscopic scale with
desirable thermal expansion properties, from negative to posi-
tive thermal expansion [8,10].
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New electromagnetic metamaterials based on precise
metal-semiconductor shells
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Electromagnetic metamaterials are artificial materials compo-
sed of resonant elements whose interaction with electromag-
netic radiation provides for extraordinary electromagnetic
properties of such materials not found in their natural coun-
terparts. Electromagnetic metamaterials offer much promise
in many important applications, ranging from lenses with sub-
wavelength focusing to cloaking. Metamaterials for terahertz
(THz) range are especially important, because this range is
missing devices for handling radiation. THz metamaterials will
find application in security screening, medical imaging, nonde-
structive diagnostics, spectroscopy, communication technolo-
gies etc. The state-of-the-art achievements in the field of THz
metamaterials composed of flat elements were reviewed in [1].
In the present study, six novel THz metamaterials with chiral,
magnetic and bianizotropic properties, including flexible meta-
mateirials and metamaterial-based systems, were developed.
During development of the metamaterials, a key problem in
the field of interest was solved, namely, passage from flat to
three-dimensional precise elements was achieved, the latter el-
ements offering a broader scope of opportunities in handling
radiation in comparison with flat elements. In solving the prob-
lem, we used the previously developed approach for forming
3D nanoshells [2], which proved to be highly efficient in the de-
sign of many useful functional devices in Russia and abroad,
from tubular lasers [3] to sensors and nanoscale instruments
for biological and medical applications [2]. We have designed
and fabricated two-dimensional arrays of highly-ordered, pre-
cise 3D resonant elements that could not be prepared by other
presently known methods. Our first developments in the field
of THz metamaterials composed of 3D helical elements were
previously described in [4]. In the present study, electromag-
netic properties of three of the six created metamaterials were
thoroughly examined in the THz region using a Bruker Fourier-
spectrometer (model IFS-66v) and the Novosibirsk free elec-
tron laser. The study showed that precise chiral materials were
capable of rotating linearly polarized radiation through giant
angles amounting to 35 degrees for a 30-μm thick metamate-
rial. Ellipticity and transmission spectra of the metamaterials
in THz range have been measured. A specific feature exhibited
by such spectra was sharp resonances, allowing smooth tun-
ing of electromagnetic properties of fabricated systems through
variation of substrate characteristics. A 0.5-% change in fre-
quency or dielectric permittivity was shown capable of provid-
ing a 15-deg change of polarization angles. An original sys-
tem for handling THz radiation using modulation of substrate
properties was developed. This system forms a basis for fu-
ture development of various smart systems and metamaterials
with improved properties. Several important applications of
developed metamaterials, and also physical models to describe
the experimental data obtained for them, are outlined. Imprint

lithography was used to demonstrate scalability of fabricated
metamaterial elements.
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Novel graphene — N-methylpyrrolidone monolayer hybrid
material with tunable electronic property
I. A. Kotin1,2, I. V. Antonova2, R. A. Soots2, V. A. Volodin2,3 and V.Ya. Prinz2

1 Novosibirsk State Technical University, Novosibirsk, 630092, Russia
2 A.V. Rzhanov Institute of Semiconductor Physics, SB RAS, Lavrentjeva 13, 630090 Novosibirsk, Russia
3 Center of Science and Education, Novosibirsk State University, Novosibirsk, 630090, Russia

Abstract. Novel technology for fabrication of hybrid structures by means of intercalation of N-methylpyrrolidone into a
few-layered graphene and with use of annealing in the range 125−250 ◦C as technological step was developed. Fabrication
temperature was found to strongly determine combination of electronic properties of this hybrid material: opening of the
band gap, high resistivity, relatively high mobility and sp2 or sp3 hybridization of carbon atoms are attributed to our hybrid
material created at different temperatures.

Introduction

Chemical functionalization of graphene (a few-layered gra-
phene) becomes now a focus of special interest for creation
of complementary materials with wide spectrum of electronic
properties [1]. The main motivation of this studies are modifi-
cation of electronic properties via opening the energy band gap
in the electron spectrum of single and few-layered graphene,
the functionalization of graphene edges, decoration (passiva-
tion) of the defects. This approach can also be used as a tool
to create graphene nanostructures of given shape and other ap-
plications. In conventional materials, the band gap is fixed
by their crystalline structure, preventing such band gap con-
trol. A tunable band gap would be highly desirable because
it would allow great flexibility in design and devices opti-
mization. In present study we have used intercalation of N-
methylpyrrolidone (NMP) into a few-layered graphene with
the aim to create a new graphene-based material with vari-
able properties in controllable manner. Such approach as in-
tercalation provides a pure and two-side functionalization of
graphene. A choose of intercalation agent is based on well-
known property of the NMP to penetrate between every gra-
phene layers and a wide spectrum of NMP applications in mod-
ern nanotechnology. As a result, we have created a novel mul-
tilayered hybrid material with tunable electronic properties.

1. Experimental details

Fabrication process of the hybrid structures includes the fol-
lows technological steps: (1) An electrostatic exfoliation of the
few-layered graphene (FLG) films from highly oriented py-
rolytic graphite (HOPG) and transfer it on the 300 nm SiO2/Si
substrate. Then we have obtained the few-layered graphene
flakes with sizes up to 50 × 100 μm and thickness ∼2−4 nm.
(2) An intercalation of the NMP (C5H9NO, see Fig. 1c) into
graphene flakes. (3) Annealing of the intercalated structures
at temperature in the range of 125−250 ◦C was the final oper-
ation which creates the hybrid structures. Fig. 1 presents the
schematic diagrams of created structures, optical micrograph
one of our structures and schematic image of NMP used for
graphene functionalization.

2. Results and discussion

Strong increase in resistivity (in 105−107 times) was revealed
for hybrid material in comparison with pristine FLG (Fig. 2a).

Resistivity of hybrid material as a function of the temperature
used for structure fabrication is given in the Figure 1d. Increase
in the NMP intercalation time leads to slight increase in resis-
tivity of hybrid material (Fig. 2a,b). Strong non-monotonic
dependence of resistivity and other properties of hybrid struc-
tures on the fabrication temperature caused by including of a
special temperature of ∼200 ◦C (boiling point of NMP) in in-
terval of temperature used. Hybrid structures created at 200 ◦C
have properties similar to the pristine FLG flakes due to NMP
evaporation from the interlayer spaces. Hybrid structures cre-
ated in temperature ranges of T < 200 ◦C and T > 200 ◦C
was found to demonstrate different properties. The first type of
hybrid structures created at the temperatures of 125−175 ◦C
have high resistivity (∼102−103 � cm), p-type conductivity,
a strong temperature dependence of resistivity in the range
of 77−300 K. The band gap ∼3−3.5 eV were revealed by
a room temperature scanning tunneling spectroscopy and by
current-voltage measurements in transistor regime for struc-
tures created at temperature of 150 ◦C. Relatively high carrier
mobility were extracted for this structure (1360 cm2/V s for
holes and 3600 cm2/V s for electrons) from I-V characteristics
measured transistor configuration with use of the substrate as
a gate electrode. We have presumed for structures created at
T < 200 ◦C that bonds between NMP and graphene are formed
through oxygen atoms. The second type of hybrid structures
and graphene — NMP interaction corresponds to T > 200 ◦C
and distinguishes by appearance of the sp3 hybridization of
carbon atoms typically observed in the case of graphane for-
mation. Fig. 1d shows the Raman spectra of hybrid structures
created at different temperatures. According [2] the develop-
ment of sharp D peak, appearance of a peaks at ∼1620 cm−1,
called D′, and around 2950 cm−1, combination mode (D+D′),
are attributed to interruptions of the π electron delocalisation
consequent to the formation of C–H sp3 bonds. In our case
this process can be caused by NMP polymerization or poly-
condensation with releasing of hydrogen atoms. The band gap
(∼3.5−4 eV) is revealed for structures created at 250 ◦C (see,
Fig. 1e).

3. Conclusions

New technology for fabrication of hybrid structures from the
few-layered graphene and N-methylpyrrolidone monolayers
with using of annealing in the range of 125−250 ◦C as techno-
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Fig. 1. (a) Schematic diagrams and (b) the optical micrograph one
of our structures on SiO2/Si substrate with two contacts. Such
structures can be measured in a two terminated configuration and
in a transistor one with use of the substrate as a gate electrode.
(c) Schematic image of N-methylpyrrolidone, NMP, used for a few-
layered graphene functionalization. (d) Raman spectra of hybrid
structures created at different temperatures. Spectra are shifted in
vertical direction. (e) Drain current at Vds = 150 mV as a function
of the gate voltage Vg for structure created at 250 ◦C.

logical step was developed. Opening of the band gap, strong
and non-monotonic dependence of resistivity (up to 107 times)
on the fabrication temperature, relatively high mobility (up to
3600 cm2/V s), and sp2 or sp3 hybridization of carbon atoms
were revealed for hybrid material. Combination of the prop-
erties is found to determine by temperature used for structure
fabrication.
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Elastic stress relaxation in nanostructures and its role
in monolithic integration of III–V semiconductors
on silicon and sapphire substrates
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Abstract. Due to efficient relaxation of elastic stress on free sidewalls, the use of laterally confined nanostructures such as
quantum dots (QDs), nanowires (NWs) and nanoneedles (NNs) enables a radical increase of critical thickness for
dislocation-free growth in lattice mismatched material systems. This is of paramount importance for monolithic integration
of dissimilar semiconductor materials, in particular, of optically active III–V semiconductors on Si. In this talk, we review
some recent achievements in fabrication of coherent III–V nanostructures on silicon. We then discuss theoretical models of
elastic strain relaxation in semiconductor nanostructures of different geometries, the critical dimensions for coherent
epitaxial growth of those nanostructures on lattice mismatched substrates and present our newest results regarding the
synthesis and physical properties of III–V QDs, NWs and NNs on foreign substrates including Si and sapphire.

Lattice mismatch persists as one of the most challenging bot-
tlenecks for heterogeneous integration of dissimilar semicon-
ductor materials. Electrical and optical properties of thin films
grown on a foreign substrate are strongly impeded by high
density misfit dislocations. QD nanoheterostructures is one
of the well established methods to overcome the lattice mis-
match issue. As was demonstrated in Ref. [1] in the case of
InAs/GaAs(100) and further explored in other material sys-
tems, the ensembles of strained 3D crystal islands form spon-
taneously during the heteroepitaxy on a lattice mismatched sub-
strate with no preliminary surface treatment. The small size of
such islands and the presence of free lateral surfaces enable
a coherent growth within a certain thickness interval prior to
the onset of dislocations. The dominant driving force of co-
herent islanding is the relaxation of elastic stress: the islands
are formed because the elastic energy in a 3D island is smaller
than in a 2D wetting layer.

As follows from theoretical calculations of Ref. [2], the crit-
ical thickness increases infinitely when the lateral dimension is
decreased to a certain threshold value. Coherent growth can be
therefore realized in the NW geometry, with a small footprint
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Fig. 1. Elastic relaxations in different geometries (dashed lines),
compared to the Glas formula [3] for the cylinder, the Ratsch–
Zangwill formula for the rectangular QD and the Gill–Cocks formula
for the full cone, all calculated for cubic materials.

Fig. 2. Average experimental (squares) and theoretical dependences
of preferred aspect ratio on the elastic energy, fitted by theoretical
approximation of Ref. [8], the insert showing the saddle point of
formation enthalpy.

being dictated by a metal catalyst particle assisting the NW
growth in a bottom-up manner via the vapor-liquidsolid (VLS)
mechanism [3]. Indeed, the Au-assisted metal organic chem-
ical vapor deposition (MOCVD) [4] and molecular beam epi-
taxy (MBE) [5] have recently enabled the fabrication of coher-
ent III–V NWs on the Si(111) substrate, with critical diameter
of only 24–26 nm for 11.6% lattice mismatched InAs/Si(111)
system. Another important example is given in Ref. [6], where
catalyst-free, single crystalline wurtzite (WZ) GaAs NNs with
6–90 hexagonal pyramid shape and an ultra-sharp 2–4 nm tip
were obtained by MOCVD on roughened Si substrates. Later
on, similar GaAs NNs were grown on sapphire substrates with
the extreme lattice mismatch of 46%. In our talk, we will
review some of the abovementioned achievements.

We then present a theoretical model for the elastic en-
ergy relaxation in coherent strained nanostructures of different
isotropic geometries [7]. In particular, a general analytical ex-
pression for the stress field in a 2D symmetrical geometry is
presented, which, unlike previous results, is not restricted by
the small aspect ratio or particular geometry. It is shown that,
at large enough aspect ratio, the relaxation of both vertical and
radial displacement fields with the distance from the substrate
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Fig. 3. Experimental and model droplet geometries in the novel
VLS mode with the real NW diameter of 100 nm (a); TEM data
showing absence of WZ phase in GaAs NWs on Si(111) inside the
NW body (b) as well as at the top (c).

is exponential. Exponential approximation allows us to find
analytical expressions for the stress and strain field. The cases
of rigid and elastic substrates are considered simultaneously.
By minimizing the total energy, we obtain the strain energy
density as a function of vertical and radial coordinates. The
end result is compared to the known analytical approximations
and finite element calculations. We present simple analytical
expression for the elastic relaxation where the fitting coefficient
depends on the nanostructure geometry. Our data indicate that
the elastic energy is highly depended on the aspect ratio and
the island shape, with the relaxation becoming faster as the
contact angle of island facets increases (Fig. 1). The calcula-
tions of critical thickness for the onset of plastic deformation in
NWs, obtained with the abovementioned results for the elastic
energy, are also discussed.

Next, we consider the formation enthalpy of a coherent
strained 3D island as a function of two independent variables,
the base dimension and the aspect ratio [8]. It is shown that
the minimum nucleation barrier relates to a saddle point of
formation enthalpy. The energetically preferred aspect ratio is
obtained as a function of the lattice mismatch, material con-
stants and supersaturation. The preferred aspect ratio increases
with the lattice mismatch from modest values typical for QDs
at 4–12% mismatch to very large values of the order of ten
at 46% mismatch, corresponding to the case of GaAs NNs
on sapphire (Fig. 2). It is shown that those NNs should adopt
hexagonal wurtzite phase. Overall, the stress-driven nucleation
of highly anisotropic islands offers a new growth mechanism
for the fabrication of catalyst-free NWs and NNs, in particular,
GaAs NNs on sapphire and GaN NWs on Si.

Finally, we present our newest experimental and theoreti-
cal results regarding the controlled synthesis of self-catalyzed,

pure zincblende (ZB) GaAs NWs on Si(111) substrates cov-
ered by native oxide [9]. Different surface preparation tech-
niques enabling coherent growth of GaAs NWs on Si are dis-
cussed. We then briefly describe a new mode of the VLS NW
growth with the droplet wetting the sidewalls and surrounding
the nanowire rather than resting on its top. It is shown the-
oretically that such unusual configuration happens when the
growth is catalyzed by a lower surface energy metal. Theoret-
ical predictions are compared to the experimental data on the
Ga-catalyzed growth of GaAs NWs by MBE on Si substrates.
In particular, it is demonstrated that the experimentally ob-
served droplet shape is indeed nonspherical (Fig. 3a). The new
VLS mode has a major impact on the crystal structure of GaAs
NWs, helping to avoid the uncontrolled ZB-WZ polytylism
under optimized growth conditions. Since the triple phase line
nucleation is suppressed on surface energetic grounds, all our
NWs have pure ZB structure along the entire length, as demon-
strated by the structural studies of our GaAs nanowires (Figs. 3b
and c).
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Abstract. We report on the new mode of the self-catalyzed nanowire growth with the droplet wetting the sidewalls and
surrounding the nanowire rather than resting on its top. It is shown theoretically that such unusual configuration happens
when the growth is catalyzed by a lower surface energy metal. We have shown that the nanowires are single crystals having
the zincblende structure along their length apart from a thin wurtzite region near the tip. We attribute the observed phase
purity to the sidewalls wetting by the catalyst. A model of a non-spherical elongated droplet shape in the wetting case is
developed. Theoretical predictions are compared to the experimental data on the Ga-catalyzed growth of GaAs nanowires
by molecular beam epitaxy. In particular, it is demonstrated that the experimentally observed droplet shape is indeed
non-spherical. These results can provide a distinct method for the fabrication of chemically pure and stacking-fault-free
zincblende nanowires.

Semiconductor Nanowires (NWs) have recently drawn much
attention due to their importance for nanoscale electronics,
photonics and sensing [1]. NWs are usually fabricated via
the vapor-liquid-solid (VLS) mechanism [2,3], using modern
epitaxy techniques such as metalorganic chemical vapor depo-
sition(MOCVD) [1,2] or molecular beam epitaxy (MBE) [4].
The key factor underlying the VLS mechanism is the catalytic
effect of a liquid metal particle assisting the NW growth from
a supersaturated liquid alloy [4,5]. Gold is the most com-
monly used among other metal catalysts [1–3,5]. However,
Au-catalyzed VLS NWs may suffer from several drawbacks
such as the unwanted Au contamination [6].

During the VLS growth, two-dimensional (2D) NW mono-
layers (MLs) nucleate and extend laterally. Growth of small
enough NWs is mononuclear [3,7]. There is much experimen-
tal evidence that, in the Au-catalyzed growth, the droplet wets
the growth front but not the sidewalls [8]. The triple phase line
(TPL) separating the vapor, liquid and solid phases is therefore
shifted upwards upon the completion of each ML. Nebol’sin
and Shchetinin [9] formulated an inequality for the surface en-
ergies under which the TPL position at the NW top is stable
and, consequently, the standard VLS growth occurs.

γSV < γLV sin β + γSL . (1)

Here γSV, γLV and γSL are the surface energies of solid-vapor,
liquid-vapor and solid-liquid interface correspondingly, β is
contact angle. Later, Glas and co-authors [3,10] introduced
a concept of the TPL nucleation and presented an inequal-
ity for the surface energies under which 2D islands emerge
at the TPL rather than at the liquid-solid interface. Glas and
co-authors [10] also showed that a lower surface energy of
wurtzite(WZ) NW sidewalls could lead the WZ formation in-
stead of cubic zinc blende(ZB) crystal phase which is typical
for bulk GaAs. They also show that the formation of WZ struc-
ture requires two conditions: (i) the TPL nucleation to gain the
surface energy and (ii) high enough supersaturation of liquid
alloy to overcome the stacking fault(SF) [10,11]. This view
has gained much support [12,13] and is now widely used for

Fig. 1. SEM image of self-catalyzed GaAs NWs on Si(111) substrate
grown at 610 ◦C (a) and 630 ◦C (b).

tuning the crystal phase of Au-catalyzed III-V NWs [3,13,14].
Therefore convenient NW growth leads the formation of WZ
phase and SF.

Here we present the results which allow us to solve both
of these problems: gold contamination and SF. This paper is
devoted to self-catalyzed NW growth directly on Si(111) sub-
strate by a special MBE procedure [4,15] and describes some
distinctive features of this process. Here we present pure ZB
NWs excluding the very tips just beneath the Ga droplet, where
SF and WZ phase exist.

Our growth procedure and in situ diagnostics are as fol-
lows [15]: the GaAs NWs are grown by MBE using EP1203
setup directly on Si(111) substrates. Before the growth of NWs,
the substrate temperature is increased to the desired in the range
560–630 ◦C [5,15,16] and kept constant during the openings
in the native oxide layer growth run. After the formation of
openings, the Ga flux is supplied to the surface for 5 s while
the As shutter is closed. This initiates the formation of Ga
droplets in the openings. When the As flux is switched on, the
NW growth is started after incubation time. The examples of
obtained GaAs NWs are presented in Fig.1.

Our data clearly show the presence of a Ga droplet on top of
most NWs. We therefore propose the following growth mecha-
nism: initial droplets are formed in the openings and consist of
pure liquid Ga. When the As deposition is started, the growth
species are supplied to the droplet by direct impingement and
by surface diffusion. Rather than being a chemical catalyst as in
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Fig. 2. Standard VLS growth involving surface energies SEM (a);
VLS growth in the wetting case (b); Geometry of elongated droplet
with height more than diameter — solid line and spherical; shape
transformation of Ga droplet (c).

the MOCVD case, the droplet acts as a material collector [12].
Since stoichiometric GaAs cannot be formed in the liquid vol-
ume because of its low As content, Ga and As are transferred
through the droplet to the solid surface initially Si and then
GaAs, where a supersaturated liquid crystallizes in the VLS
fashion via 2D nucleation [10,12,13]. After the steadystate
growth mode is achieved, the droplet size and shape remains
constant due to dynamic balance between the GaAs arrival to
the droplet and the GaAs sink at the liquid-solid interface.

The standard VLS growth in the non-wetting case is shown
schematically in Fig. 2a. When the TPL is randomly shifted
downwards, the vertical restoring force F = γLV sin β+γSL −
γSV arises. The contact angle could be obtained from the bal-
ance of horizontal forces at the TPL [14,16]:

γSL < −γLV cosβ . (2)

If inequality (2) is not fulfilled, than droplet will be disrupted.
For gold catalyst both conditions (1) and (2) are satisfied. How-
ever, liquid gallium has less surface energy than gold and it is
become impossible to satisfy both of these conditions.

Let us now consider what happens if the condition (1) is
unsatisfied. In this case, whenever the TPL moves slightly
downwards, the surface force is also directed downwards and
tends to increase the part of NW wetted by the liquid. Un-
der the constraint of fixed liquid volume � and radius R, the
penetration of NW cylinder into the droplet leads to the in-
crease of contact angle β. As β increases, the vertical force
F = γLV sin β + γSL − γSV can only increase. Therefore, the
droplet will continue sliding down until the cylinder hits the
droplet surface, see Fig. 2b.

When droplet reaches bottom position, as shown in Fig. 2c,
the surface energy force continues stretching down the droplet.
This force gives rise to further evolution of system morphology.
The shape of the droplet became elongated. The shape of the
droplet corresponds to the minimum of surface energy of the
system droplet-nanowire. To find the new shape of droplet [3]
we assume that the shape droplet surface is given by a Figure
of rotation around the nanowire axis r2 = f (z)2. For simplic-
ity we also assume that Pf (z) − rP � r . In this case the
parabola is a good approximation for description of the droplet
lateral sides the top of the drop remaining spherical. This con-
sideration is confirmed by SEM images of GaAs NWs, which
is presented in Figure 3.

In conclusion, we have developed kinetic model of the NW
growth with the droplet wetting the sidewalls. We have given
possible explanation of suppression of SF formation in self-

Fig. 3. Plan view SEM images of GaAs NWs grown after 15 min
of growth (a) and (b), showing elongated droplet shape; scale bar
represents 500 nm. Arrow in Figure (b) points at the NW having lost
a part of the droplet. Figure (c) shows the NW extending towards
the top.

catalyzed NW. We have obtained the shape of the droplet on
the tip of NW.
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Abstract. Nanostructures consisted of GaAs and ZnSe buffer layers, sacrificial layer of MgS, and strained ZnSe/ZnSSe
bilayer with CdS (ZnCdSe) quantum well incorporated were proposed as an active media for visible range micro lasers with
a ring resonator. Proposed structures were grown by molecular-beam epitaxy and investigated by cathodoluminescence.
Good luminescence properties were demonstrated. From strained nanostructures three dimensional nanoobjectcs were made
by selective etching technique. Scanning electron microscope investigation has shown that the shape of three dimensional
nanoobjects is close to the ring resonator one.

Introduction

Incorporation of quantum dots (QDs) or quantum wells (QWs)
in high Q optical microcavities leads to microlasers with poten-
tially ultralow or near-zero threshold. Such devises have good
temperature stability and can operate at ultrahigh frequency
providing the basic building blocks for chip-level optical com-
munications.

In this regard, remarkable progress has been made in pho-
tonic crystal and microdisk lasers, however most of these de-
vises operate under low temperature and/or pulsed mode [1,2].

Recently, a new type of microcavities was proposed. These
microcavities are formed using rolled-up micro- and nanotubes
(so-called ring microresonators). The key role was played here
by a new technique of fabrication of three dimensional (3D)
objects from strained epitaxially grown semiconductor struc-
tures [3,4,5].

The significant achievements have been made in develop-
ment of lasers based on the ring microresonators. Nevertheless,
the main effort was focused on producing near infra-red devises
based on AIIIBV or SiOx /Si materials [6].

To apply this conception toAIIBVI materials, which are able
to emit the light in the visible range we propose semiconductor
nanostructures represented in Fig. 1. The structures consist
of GaAs and ZnSe buffer layers, a sacrificial MgS layer, and
strained ZnSe/ZnSSe bilayer. A CdS QW was incorporated
into the structure emitting at 540 nm (green) while a ZnCdSe
QW was incorporated into the structure emitting at 460 nm
(blue).

MgS

ZnSSe

ZnSe (Buffer)

GaAs

ZnSe

GaAs (Buffer)

25 nm

45 nm
10 nm

15 nm

ZnCdSe 10 nm

MgS

ZnSSe

ZnSe (Buffer)

GaAs

ZnSe

GaAs (Buffer)

25 nm

45 nm
10 nm

15 nm

CdS ~5 nm

Fig. 1. Proposed AIIBVI nanostructures with strained ZnS0.33Se0.67/
ZnSe bilayer and CdS (ZnCdSe) QW.
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Fig. 2. LT CL spectrum of the structure with the CdS QW at T =
18 K, Ee = 3 and 10 keV, de = 0.03 and 1 mm.
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Fig. 3. RT CL of the structure with the CdS QW at Ee = 3 and
10 keV, de = 1 mm.

1. Experimental

All structures were grown by Molecular-Beam Epitaxy (MBE)
on GaAs substrates misoriented by 10◦ from (100) to (111)Ga.
Growth runs were accomplished on a TSNA 18 MBE machine
with solid Zn, ZnS, CdS, Mg, Se and Cd sources. The substrate
temperature during growth was 250 ◦C. The cathodolumines-
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Fig. 4. LT CL spectrum of the structure with the ZnCdSe QW at
T = 23 K, Ee = 10 keV and de = 0.03 and 1 mm.
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Fig. 5. RT CL of the structure with the ZnCdSe QW atEe = 10 keV
and de = 0.03 and 1 mm.

cence (CL) spectra were recorded at T ∼ 20 K (LT) and 300 K
(RT), electron energy Ee = 3, 10 keV, current Ie = 1 μA
and electron beam diameter de = 0.03 and 1 mm. To form
the 3D objects the surface of the samples were scratched and
the sacrificial layer was etched away with HCl:H2O solution.
Scanning Electron Microscope (SEM) images were made using
JSM5910LV (JEOL ServingAdvance Technology) microscope
at electron energy 20 keV.

2. Results and discussion

Low temperature CL spectra and CL spectra at room tempera-
ture for structures with CdS QW are presented in Figs. 2 and 3
respectively. The same spectra for structures with ZnCdSe
QW are presented in Figs. 4 and 5. One can see that even at
low temperature there are no lines except ones from the QWs.
Therefore it is possible to conclude that the structures provide
reliable carrier transport and confinement. SEM images of
formed 3D objects are presented in Fig. 6. In the upper scan,
scratches and a film rolled-up from scratches are clearly seen.
It should be mentioned that although the lithography technique
was not applied the shape of 3D objects formed is close to the
targeted result.

Fig. 6. SEM images of the formed 3D objects. In the upper scan,
scratches and a film rolled-up from scratches are clearly seen. The
lower scan show the enlarged edge of the rolled-up film.

3. Conclusion

In summary, we have proposed strained semiconductor nanos-
tructures as an active media for ring microresonator lasers op-
erating in visible range. These nanostructures have been grown
by MBE and characterized by LT and RT CL. The CL spec-
tra demonstrate good optical quality of the structures grown.
From strained nanostructures the 3D objects have been made
and investigated by SEM. The SEM images evidence that shape
of the formed 3D objects is close to the ring resonator one.
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Studies of Si nanostructures are currently an area of intense
investigations. The ongoing drive for smaller Si device dimen-
sions coupled with the discovery of strong luminescence from
quantum-size Si nanocrystals stimulates research into the pro-
cesses of Si nanostructures formation and modification. The
nanocrystals have been conventionally fabricated by high tem-
perature annealing of Si-enriched silica. It is tempting to find
the way to preparation of the light sources in the widely used
thermally grown stoichiometric SiO2 layers. We have made
an attempt to form the luminescent Si nanostructures in stoi-
chiometric SiO2 layers by disproportionation of the material in
tracks of swift heavy ions. In such several nm in diameter tracks
for the time of 10−13−10−11 s occur the excited carrier con-
centrations more than 1022 cm−3, temperatures up to 5000 K
and high pressures. 320 nm-thick SiO2 layers were thermally
grown on the Si substrates. The layers were irradiated with
700 MeV Bi ions (ionization losses ∼24 keV/nm, 99.73% of
the total ones) to the doses of 3 × 1012−1013 cm−2. Photolu-
minescence (PL), optical absorption, Raman and XPS spectro-
scopies were used for the characterizations. Optical and XPS
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Fig. 1. PL spectra of SiO2 layers before (solid line) and after Bi bom-
bardment to the doses of 3×1012 cm−2 (circles) and 5×1012 cm−2
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Fig. 2. XPS spectra of the layers before (solid line) and after Bi
bombardment to the dose of 1013 cm−2 (dashed line). Thin lines —
deconvolution of the dashed line into the components with the max-
ima: 103.6 eV (Si-4O), 102.4 eV (1Si-Si-3O), 99.8 eV (Si-4Si).

measurements have shown the stoichiometric composition of
the as-grown SiO2 layers. The PL band centered at ∼600 nm
appeared after the ion bombardment (Fig. 1). Its intensity grew
with the dose, saturating between the doses of 3 × 1012 cm−2

and 5×1012 cm−2. When passivated by annealing at 500 ◦C for
30 minutes in forming gas (6% H2 + 94% Ar), the maximum of
the PL intensity increased for 5 times. The XPS spectra demon-
strated after irradiation a decrease in number of Si-O4 bonds in
favour of Si-coordinated Si atoms (Fig. 2). Optical absorption
in the region of 950−1150 cm−1 evidenced scission of the Si-O
bonds, and in the Raman spectra the band at ∼480 cm−1, typi-
cal of scattering on Si-Si bonds in amorphous Si, was seen after
the ion dose as low as 3×10−12 cm−2. The results obtained are
interpreted as the formation of the light-emitting Si nanostruc-
tures in the tracks of swift heavy ions. The nanostructures are
believed to be responcible for the PL band at ∼600 nm, their
production cross-section is assessed from the ion dose depen-
dence and is found to be about 10 nm. The mechanism of the
oxide reduction via disproportionation of the chemical compo-
sition, including Knotek–Feibelman process and desertion of
oxigen atoms out of the tracks, is considered.
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Abstract. Formation of Ge–Si radial heterostructures in nanowires (NW) during CVD process was analyzed using Monte
Carlo simulation. Effect of precursor type, flux intensity and temperature on axial to radial heterogrowth transition was
investigated. Different ways to create core-shell NW structure were considered: proper choice of growth conditions or
introduction of additional chemical species. These species can work as surfactants decreasing adatom diffusion length, or
decrease activation energy of precursor dissociation, or initiate solidification of catalyst drop that prevents axial growth.

Introduction

Semiconductor nanowires with heterojunctions (HJ) have great
potentials in future electronics, optoelectronics and medicine.
It is possible to form axial and radial junctions in nanowires
on the base of different materials [1]. Peculiarities of axial
Ge–Si HJ formation were investigated earlier [2]. Increas-
ing interest to Ge–Si nanowire structures with heterojunctions
is due to their compatibility with conventional CMOS tech-
nology. Radial heterostructures are the base for unique de-
vices, such as nanowire FETs with promising device perfor-
mance [3,4]. There are several experimental works demon-
strating radial core-shell Ge–Si heterostructure formation, with
radial shell growth turned on by variation of temperature, gas
composition and pressure [5–7]. Usually such structures are
formed as follows: Ge core grown via vapor-liquid-solid (VLS)
mechanism is covered with uniform Si shell. In spite of prog-
ress in core-shell structure formation the exact limitations of
such growth have not been fully understood. In this work
atomic-scaled analysis of Ge–Si core-shell NW growth was
carried out using lattice Monte Carlo model. Effect of precur-
sor type, flux intensity and temperature on transition from axial
to radial heterogrowth was investigated.

1. Monte Carlo model and simulation results

Simulation of radial Si–Ge heterojunction formation in NW
was carried out using the software that has been developed
to investigate axial heterostructure growth [2]. In [2] VLS
mechanism of NW growth was realized. Similar to axial HJ
formation for radial heterojunction growth seven-component
system was considered: substrate and wire material (Si); wire
material (Ge); catalyst (Au); Si- and Ge-containing precursors
(PSi and PGe); liquid semiconductor materials dissolved in cat-
alyst drop (Siliq and Geliq). Input parameters of the model are
initial substrate (composition, orientation, morphology), en-
ergy of covalent bonds Ei−j (i, j — matter sorts), activation
energies of chemical reactions (Er) and desorption (Esub), tem-
perature T (K), flux intensityF (ML/s). When choosing values
of model energy parameters we take into account that interac-
tion energies of semiconductor and catalyst (EAu−Si, EAu−Ge)
should be lower than interaction energy ESi−Si, EGe−Ge and
EAu−Au to provide the weak wetting between Si–Au and Ge–
Au. The relationshipEGe−Ge < ESi−Si < ESi−Ge was chosen
for Si–Ge interaction on the base of the literature data [8–11].
Simulation was carried out using following energies of covalent
bonds: ESi−Si = 1 eV, ESi−Ge = 1.2 eV, EGe−Ge = 0.95 eV,
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Fig. 1. a) Radial growth rate of silicon shell versus activation energy
of precursor dissociation Ediss P at T = 800 K; b) cross-sections
of Ge–Si core-shell NW for Ediss P = 1.0 eV (1) and 0.3 eV (2);
τ = 100 s. Si(s) is marked in light-gray, Ge(s) — in dark-gray,
Au — in black and Siliq, Geliq — in white color.

EAu−Si = EAu−Ge = 0.6 eV, EAu−Au = 1 eV. As the first
step on Si(111) substrate activated by Au drop Ge containing
precursors were deposited. So Ge core growth via VLS mech-
anism was simulated. The next step was Si shell formation.
Simple precursor switching from PGe to PSi does not result in
silicon shell growth. Instead axial NW elongation occurs. Such
phenomenon was observed experimentally too [12]. We con-
sidered several ways to stimulate radial growth: introducing
additional species in the system leading to alteration of silicon
precursor dissociation rate (1) or to solidification of catalyst
drop and preventing VLS growth (2).

Effect of precursor dissociation activation energyEdiss P on
radial growth rate V was analyzed. Fig. 1a demonstrates this
dependence: radial growth rate increases with Ediss P decreas-
ing. In Fig. 1b cross-sections of model Ge–Si core-shell struc-
ture are shown for two Ediss P values: 1 and 0.3 eV. Images (1)
and (2) correspond to the same deposition time τ of silicon
precursor. At high Ediss P axial growth dominates and at low
Ediss P silicon shell formation is clearly seen. Experimentally
radial shell growth was “turned-on” by the addition of dibo-
rane, which serves to lower the decomposition temperature of
silane [6,13].

Introduction of additional chemical component can influ-
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(b)(a)

Fig. 2. Cross-sections of Ge–Si core-shell NW for two Er values:
2.7 eV (a) and 5.0 eV (b); T = 800 K, τ = 500 s. Si(s) is marked in
light-gray, Ge(s) — in dark-gray, Au — in black and Siliq, Geliq —
in white color.

ence not only on precursor dissociation rate but also on cata-
lyst drop properties. We consider effect of catalyst drop so-
lidification on the process of Si-shell formation. In this case
instead of VLS mechanism vapor-solid-solid (VSS) growth
mechanism takes place and axial growth rate dramatically de-
creases. Dissolution rate of silicon in catalyst drop in the
model was determined by activation energy Er of reaction
Si(s) + Au → Si(liq) + Au. Fig. 2 demonstrates influence
of Er value on the silicon shell thickness. Value Er = 2.7 eV
corresponds toVLS growth mechanism when axial heterojunc-
tion is formed. PSi deposition leads to silicon fragment of NW
growth, with Si shell thickness being negligible. ForEr = 5 eV
silicon is practically insoluble in catalyst drop and VSS growth
starts. In this case, precursor dissociation results in the increase
of silicon atom concentration on NW wall surface initiating
Si shell formation. Moreover some impurities being surfac-
tants can decrease Si adatom diffusion length and so provoke
shell growth. There is some other way to create silicon shell.
Growth temperature increase stimulates uncatalysed precursor
decomposition leading to shell formation when right choosing
precursor flux. So for given precursor type one should choose
proper range of temperatures and flux intensities to grow the
shell.

2. Summary

In this work atomic-scaled analysis of Ge–Si core-shell NW
growth was carried out using lattice Monte Carlo model. It was
demonstrated that radial growth can be stimulated by adding
chemical species that decrease activation energy of precursor
dissociation. Dependence of radial growth rate on activation
energy of precursor dissociation was obtained. Impurities can
provoke catalyst drop solidification resulting in transition from
VLS to VSS growth mechanism or decrease silicon adatom
diffusion length leading to shell formation.
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Numerical study of fluctuation-induced effects during
first-order phase transitions
M. V. Nazarenko1, N. V. Sibirev1, S. M. Suturin2 and V. G. Dubrovskii1,2
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Abstract. The continuum Zeldovich equation of the second order that accounts for fluctuation effects is solved numerically
using implicit method. The solution covers both the nucleation stage and the growth stage. Different power-law growth laws
and dimensions of the embryos are considered. The results obtained are compared with the analytical model developed
earlier. It is shown that the average embryo size and the supersaturation at the growth stage are consistent with the analytical
expressions, but the dispersion of the embryo distribution increases faster than predicted by the analytical model.
Theoretical results are illustrated by AFM images of Co quantum dots (QD) on CaF2(111) surface.

Introduction

The first-order phase transitions are common occurrences ob-
served in nature and exploited in many engineering techniques.
Considering epitaxial nanotechnology, first-order phase tran-
sitions result in growth of different nanostructures such as
thin films, quantum dots (QD), nanowires, etc [1,2]. Classi-
cal nucleation-condensation theory is based on the Zeldovich
equation in partial derivatives of the second order for the dis-
tribution of embryos over sizes. This equation is obtained as
a continuous approximation of finite-difference master equa-
tions in the monomer limit, where the growth-evaporation rates
are related via the detailed balance with the known minimum
work of embryo formation. This work deals with numerical
solutions of this equation for different systems and then com-
parison of these numerical result with analytical asymptotic
expressions, obtained earlier in Ref. [3].

1. System of equations

Let n(i, t) be the distribution function for embryos over size,
i is the count of monomers in the embryo, t is the time and ∂i ,
∂t are the corresponding partial derivatives, then the Zeldovich
equation can be written as [4]:

∂tn(i, t) = −∂t [A(i)n(i, t)− B(i)n(i, t)] .

HereA(i) describes the regular growth andA(i)— fluctuation
effects. Using F(i) — the corresponding minimum work of
formation and W+

i — the corresponding growth rate we can
write [1,5]

A(i) = W+
i

[
1 − exp (dF(i)/di)

]
,

B(i) + 1

2
W+
i

[
1 + exp (dF(i)/di)

]
.

We assume that F(i) = a(i(d−1)/d − 1) − ln(ζ + 1)(i − 1),
where a is the dimensionless surface energy, d is dimension
of the embryo, ζ = n(1, t)/neq − 1 is the supersaturation and
neq is the monomer equilibrium concentration. As for W+

i ,

we consider power-law dependence: W+
i = ζ+1

τ
mi(m−1)/m,

where τ is the characteristic growth time and m is the growth
index. Invariant size ρ (the regular growth rate in terms of ρ is
ρ-independent) is then equal to ρ = i1/m. Some data for d
andm in different systems in diffusion (DR) and ballistic (BR)
regimes of growth is presentment in the Table 1 (cf. Ref. [4]).

Let ic and ρc be the critical embryo size and radius. We
then define U as

U ≡
(
ic

i

)1/d

≡
(
ρc

ρ

)
= (d − 1)a

d ln(ζ + 1)

1

ρm/d
,

so U account for near-critical region and allows us to consider
Ostwald ripening.

Following [4] we assume (1 − U) ln(ζ + 1) � 1, then
g(ρ, t) = mρm−1n(i, t) — the distribution function in terms
of invariant size — obeys the following equation:

∂g(ρ, t)

∂t
= − ∂

∂ρ

[
ζ(1 − U)

τ
g(ρ, t)

− [2 + ζ(1 + U)]

2τ

∂

∂ρ

(
g(ρ, t)

mρm−1

)]
. (1)

The material balance equation can be written as

� = ζ +G, (2)

here � = t/t∞ is the ideal supersaturation,

G = 1

neq

∞∫
2

dρρmg(ρ, t)

is the amount of material in all the embryos, t∞ is the character-
istic time of the material flux into the system. As for boundary

Table 1. Embryo dimensions and growth indexes for different ma-
terial systems.

Material system d m

Growth of 2D embryos from 2D adatoms, DR 2 1

Growth of 2D embryos from 2D adatoms, BR 2 2

Growth of 3D embryos from 2D adatoms, DR 3 1

Growth of 3D drops from vapor, DR 3 3/2

Growth of 3D embryos from 2D adatoms, BR

(Stranski–Krastanow growth of QD) 3 3/2

Growth of 3D drops from vapor, BR 3 3
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Fig. 1. The average size z against time t for d = 3 and different
m. Dark gray — m = 1, light gray — m = 3/2, black — m = 3.
Dotted lines correspond to analytical asymptotic expressions, solid
lines — numeric results, dashed — numeric asymptotics.

Fig. 2. The dispersion of supercritical embryos D againt the aver-
age invariant size z for d = 2 and different m. Gray — m = 1,
black — m = 2. Dotted lines correspond to analytical asymp-
totic expressions, solid lines — numeric results, dashed — numeric
asymptotics.

conditions, we assume that the distribution function goes to
zero as ρ goes to ∞ faster than power-law, so

lim
ρ→∞ g(ρ, t)ρk = 0 , ∀k ∈ N . (3)

On the other hand, distribution of sub-critical embryos must be
quasi-stationary:

n(i, t) = I (ζ ) exp (−F(i))
+∞∫
i

dj

W+
j

exp (F (j)) , (4)

where I is the nucleation rate (cf. Ref. [5]).

2. Numeric results and analytic predictions

Equations (1)–(4) were solved using implicit grid method and
variable time step (cf. Ref. [6]). During the nucleation stage the
time step �t was adjusted so as Iδ ≈ const, afterward �t was
constant. As for system parameters, the following values were

Fig. 3. Co QD on CaF2(111) surface at 13, 30 and 45 nm of Co
exposition.

Table 2. Numerical results and analytic predictions.

m d Determination z D (z)

1 2
numeric 240t1.01 166z0.62

analytic 575t 2.16z+ 1.16z0.5

2 2
numeric 64t0.506 0.73z1.38

analytic 80t0.5 0.1z

1 3
numeric 560t1.05 1970z0.434

analytic 1060t 1.4z+ 0.4z1/3

3/2 3
numeric 325t0.67 200z0.57

analytic 587t2/3 0.047z+ 1.4z0.5

3 3
numeric 103t0.35 0.33z1.6

analytic 181t1/3 Ostwald ripening

used: neq = 4.38 × 1016, a = 7.75, t∞ = 0.06 s, τ = 0.003 s
for all the systems considered. Some of the obtained results
are presented on Figures 1 and 2.

The numerical results obtained were compared with earlier
analytical predictions from Ref. [3], which considered asymp-
totic expressions for the average invariant embryo size z as a
function of time t and the dispersion D as functions of z. The
results of comparison are presented in Table 2.

3. Effects of spectrum spreading on QD arrays

As seen from Table 1 Stranski–Krastanow QD formation cor-
responds to d = 3, m = 3/2. where both analytical predic-
tions and numerical results show spectrum spreading should
be noticeable. Figure 3 shows evolution of Co QD array on
CaF2(111) surface. As can be seen from Fig. 3, spectrum
spreading is indeed present. This show a possibility for a ki-
netically controlled engineering of QD array with the desired
properties for different applications.
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Ge nanoclusters grown on GexSi1−x layer
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Abstract. Critical thicknesses of the layers, when 2D to 3D growth and morphological hut–dome cluster transitions occur,
were measured. The observed decrease in the critical thicknesses of 2D–3D and hut–dome transitions against the growth on
the pure Si(100) surface results from accumulation of elastic strains with increasing Ge percentage or thickness of the GeSi
solid solution. Dependence of the density and size of Ge nanoclusters on the solid solution composition is determined. The
presence of a thin strained layer of the GeSi solid solution not only causes changes in the critical thicknesses of the
transitions but also affects properties of the germanium nanocluster array.

The silicon structures with germanium quantum dots are of
practical interest for optoelectronics due to their potential cov-
ering the regions from IR through the wavelengths used in
fiber-optic communications. Reflection high-energy electron
diffraction (RHEED) is the most used technique in MBE. This
technique enabled oscillations of the in-plane lattice constant to
be detected for the Ge film growing according to the 2D mech-
anism on the silicon surface [1]. There are available numerous
papers that report studies of early stages of Ge growth on the
Si(100) surface but only few data on the influence of GexSi1−x
layer on the wetting layer thickness and “hut”–“dome” transi-
tion [2,3].

A Katun-C MBE installation equipped with two electron
beam evaporators for Si and Ge was used for synthesis. As the
deposited layer increases in thickness, elastic strains induced
by mismatching of the Si and Ge lattice constants also increase.
Starting with some critical thickness, from two-dimensional
to three-dimensional growth mechanism (2D–3D) and from
“hut”-clusters to “dome”-clusters (hut–dome) transitions is ob-
served, a part of strains being relaxed that is energetically fa-
vorable due to a decrease in the free energy of the system.
Thus, identifying the moment of 2D–3D and “hut”–“dome”
transitions at various thickness of GexSi1−x layer at 500 ◦C
allowed the 2D–3D and “hut”–“dome” transitions thickness of
Ge film to be determined as a function of GexSi1−x thickness
for different Ge content in GexSi1−x layers (Fig. 1) and the
2D–3D transitions thickness of GexSi1−x layer as a function
of Ge content in GexSi1−x layers (Fig. 2).
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Fig. 1. Critical thicknesses of Ge film for 2D–3D and “hut”–“dome”
transitions as a function of GexSi1−x thickness and Ge content in
GexSi1−x layers.
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Fig. 2. Size and density of Ge nanoclusters on GexSi1−x as a function
of GexSi1−x thickness.

The critical transition thicknesses are observed to decrease
to reach saturation as the solid solution layer thickens or its
content increases. The observed decrease in thicknesses is
accounted for by strengthening the strain deformation in the
solid solution layer.

The presence of a thin strained layer of the GeSi solid so-
lution not only causes changes in the critical thicknesses of the
transitions but also affects properties of the germanium nan-
ocluster array. STM technique was used to analyze morpho-
logical changes in the surface of Ge/GexSi1−x /Si systems with
different Ge percentage in the solid solution layer. In Fig. 2,
dependence of the size and density of Ge islands on GexSi1−x
solid solution surface is resulted.

A STM image in Fig. 3 shows the surface morphology of
the 2.3 nm thick Ge film over the underlying layer of Ge0.5Si0.5
solid solution. There are only observed islands in the form of
“hut”-clusters on the surface, their shape and size being char-
acteristic of Ge islands on the Si(100) surface. Therefore, it
is reasonable to suppose similar mechanism of their forma-
tion, while the strained layer of the solid solution is the main
factor affecting the critical thicknesses of the morphological
transitions. The influence of the solid solution composition
on properties of the array of Ge islands was determined by
plotting the dependence of island density and size on the Ge
content in the range from 10 to 20% (Fig. 3). The uncertain
choice the solid solution thickness due to difficulties in identify-
ing the 2D–3D transition made it impossible to obtain relevant
data on smaller Ge contents (Fig. 1). The islands decrease in
size and increase in density with an increase in the Ge con-
tent in the solid solution layer. Understanding the reasons for
this kind of dependence needs more detailed studies. Crystal
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Fig. 3. STM image (400×400 nm2) of Ge hut-clusters on a GexSi1−x
layer (x = 0.5, dGeSi = 1 nm).
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Fig. 4. Fragment of the high-resolution TEM image of Ge quantum
dots on the Ge0.4Si0.6 15 nm thick.

structure of Ge/GexSi1−x /Si heterolayers with quantum dots
was analyzed using cross section high resolution TEM. Fig-
ure 4 shows such a TEM image. Layers of germanium, solid
solution and silicon are rather different in contrast to allow
them to be inspected individually. Neither of the layers con-
tains any defects. Hence, the structure is elastically strained,
plastic relaxation does not occur, and the germanium islands
are of the characteristic “hut”-cluster shape.

Thus, the critical thickness of 2D–3D transition was deter-
mined as a function of composition during the growth of solid
solution GexSi1−x . Non-relaxed atomically smooth GeSi lay-
ers were used as an initial surface to fabricate Ge nanoislands.
The influence of germanium content in the solid solution on
properties of the island array was studied. Based on the re-
sults obtained, it becomes possible to obtain dislocation-free
strained heterostructures GexSi1−x which contain germanium
quantum dots in quantum wells formed by layers of GeSi solid
solution.
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Synthesis of silver nanoparticles by laser ablation in liquid
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Abstract. The stable suspension with silver nanoparticles were produced by irradiation with a 1064-nm laser of Ag target
drown in deionized water. The dependence of the nanoparticle sizes and suspension stability on the energy density, ablation
time and condition of the target surface were studied. The appropriate experimental conditions allow to produce the
particles with a typical size of 5 ± 2 nm. The spectral position of the plasmon resonance maximum and size distribution
function measured by dynamic light scattering were used for characterization of nanoparticles. It was shown experimentally
that increasing of the laser irradiation time and decreasing of the laser fluence lead to decrease of the nanoparticle size.

Introduction

The size dependence of the properties of silver nanoparticles
opens their wide application in microelectronics, optics, catal-
ysis, and medicine [1,2]. Among physical methods of the laser
ablation of metals in vacuum or liquid is the most effective
method of synthesis of the metal nanoparticles. In the last
decade, the pulse laser ablation in liquids has proven to be a
unique and efficient technique for generation and fragmenta-
tion of nanoparticles. Wide variety in nanoparticle material
and used liquids leads to unlimited variety of colloid solution
(suspensions) which can be produced by laser within a few
minutes [1–3]. The laser ablation in liquid possesses such ad-
vantages as high purity and stability of colloidal solutions, due
to production of charged nanoparticles and relative simplicity
of the procedure [4].

The narrow distribution function of nanoparticle sizes can
be achieved as a result of their multiply evaporation and con-
densation due to coming back into a laser beam during collec-
tive motion in the close liquid volume and sufficient absorption
of the laser radiation. Laser ablation method allows to pro-
duce nanoparticles with given size and shape by choosing the
proper laser wavelength, fluence, pulse duration, ablation time,
mixing conditions and light focusing. The mechanisms of the
influence of these factors are still not clear [4–6]. The main
target of a laser ablation method is the synthesis of the stable
suspensions of nanoparticles with narrow size distribution.

1. Experimental

The silver target was irradiated by a pulse Nd:YAG fiber laser
system Fmark-20 RL. The laser beam was focused by a lens
(F = 254 mm) on the surface of a silver target (purity 99.99%,
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Fig. 1. Dependence of average hydrodynamic diameter (zav) and
mean diameter (dN) on laser fluence for laser ablation during 60 s.
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Fig. 2. Absorption spectra of silver colloidal solutions produced by
60 s laser ablation for different fluences.

thickness about 1 mm) placed on the bottom of glass vessel
with 4 ml of pure deionized water. The thickness of water
layer above the target was about 5 mm. The target was cleaned
by deionized water in an ultrasonic bath before laser ablation.

The used laser fluence ranged from 15 to 80 J/cm2 with
laser spot diameter at the target surface about 40 μm.

The duration of the ablation experiments ranged from 1 to
60 min. The scanning by a laser beam was carried out on the
surface of a target along the area about 5×5 mm2 with velocity
about 270 mm/s.

The sizes of nanoparticles were measured by dynamic light
scattering using Zetasizer Nano-ZS, Malvern Instruments, UK.
The average size of nanoparticles has been estimated also from
absorption spectrum of the colloidal solution measured in a
spectral range from 300 to 700 nm using a spectrophotometer
Helios Alpha, TermoSpectronic, USA.

2. Influence of laser fluence

We have measured the monomodal size distribution function of
the nanoparticles with polydispersity below 0.3. The depen-
dence of the average hydrodynamic diameter zav and corre-
sponding mean diameter (dN) (the position of a peak of the
number-weighted distribution function) on laser fluence for
laser ablation during 60 s was carried out (Fig. 1).

The measurements of the absorption spectra of the col-
loidal solution (Fig. 2) allow to reveal the absorbance resonance
around 400 nm which typical for surface plasmon resonance
(SPR) of Ag nanoparticles. The existence of the single SPR
peak maintains that the shape of the synthesized nanoparticles
is close to spherical [7].

The revealed decrease in the wavelength corresponding to
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Fig. 3. Dependence of average hydrodynamic diameter (zav) and
mean diameter (dN) of silver nanoparticles on laser ablation time for
laser fluence 30 J/cm2.

SPR maximum with decreasing of the laser fluence can be
attributed to formation of silver nanoparticles with smaller
sizes [5].

The mechanism of nanoparticle formation during laser ab-
lation represents not only nucleation and growth of particles
in a dense plasma cloud, but also ejection of metal drops or
solid fragments from the target (“explosive boiling”) [5]. This
is the reason to increase the agglomeration probability with in-
crease of the laser fluence as it increase the melting depth of
on the target surface and amount of target material simultane-
ously appeared in liquid. As a result the smallest and the most
homogeneous nanoparticles have been produced at low laser
fluence however decrease of ablation efficiency with reduction
of laser fluence imposes restriction on nanoparticle synthesis
at low laser energy.

3. Influence of laser ablation time

The dependence of the efficiency of ablation and concentration
of colloid solution on ablation time the synthesis of nanoparti-
cles has been studied at laser fluence 30 J/cm2 in the time range
from 5 up to 60 min.

The obtained dependence of the sizes of nanoparticles zav
and dN on laser ablation time (Fig. 3) demonstrates essential
decrease of both sizes during first 30 minutes. It is natural to
attribute this effect to fragmentation of nanoparticles in colloid
solution due to absorption of laser irradiation and ablation of
target by laser beam scattered by nanoparticles (“screening ef-
fect”). The absence of further decreasing of sizes for longer
ablation is caused by decreasing efficiency of fragmentation at
1064 nm for nanoparticles with diameter below 50 nm.

The decrease in the wavelength corresponding to SPR max-
imum with increasing of the ablation time was found for time
below 30 min only without any measured change for longer ab-
lation time (Fig. 4). This fact agrees with the earlier discussed
result.

The colloid solutions produced at laser fluence 30 J/cm2

and ablation time ranged from 15 to 60 min are very stable.
The measured mean value of zeta potential is above 35 mV.
Which is typical for the stable colloidal solutions [4].

4. Influence of surface state

The dependence of the nanoparticle sizes on the parameters
of the target surface has been studied by comparison of the
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Fig. 4. Absorption spectra of silver colloidal solution produced at
laser fluence 30 J/cm2 for different laser ablation time.

nanoparticles produced at the subsequent scanning of the tar-
get by the laser beam. It was shown that the proper preparation
of the target surface after several scanning cycles allows to pro-
duce the spherical silver nanoparticles with average diameter
extracted from of the number-weighted distribution function
equal to 5 ± 2 nm.

The obtained results open up the possibilities for synthesis
of colloid solution of spherical silver nanoparticles with needed
sizes using ablation by pulsed 1064 nm laser.
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Abstract. Furnace and pulse laser treatments were applied for crystallization of amorphous nanoclusters in silicon-rich
nitride films, Si-SiO2 multilayer nanostructures and a-Si:H films. The as-deposited and annealed structures were studied
using optical methods and electron microscopy techniques. The influence of hydrogen on crystallization and formation of Si
nanoclusters was studied. Regimes of crystallization of amorphous Si nanoclusters and nanolayers were found. This
approach is applicable for the creation of dielectric films with semiconductor nanoclusters and silicon nanostructured films
on non-refractory substrates.

The constant interest to amorphous, nano- and microcrystalline
silicon films on non-refractory inexpensive substrates and their
crystallization is stimulated by demands of giant microelec-
tronics. For example, the enlargement of sizes of flat panel dis-
plays with active thin film transistor matrix can be described as
“reverse Moor’s low” [1]. Dielectric films with amorphous or
crystalline Si clusters show promise as a material for optoelec-
tronic and flash-memory applications [2]. Ultrathin Si-SiO2
multilayer nanostructures with tunnelling barrier have perspec-
tives in novel solar cell devices with enhanced efficiency [3].
Modern technique of deposition allows the production of di-
electric films on substrates with temperature of plasticity as
low as 100 ◦C. The problem of formation of amorphous Si
nanoclusters, nanolayers and its crystallization is a topic of
current research. The laser pulse crystallization has advan-
tages in comparison with long time high temperature furnace
annealing [4,5]. The present work is devoted to the develop-
ment of furnace and laser assisted crystallization of amorphous
Si based nanostructures.

The silicon reach nitride (SRN) films were deposited us-
ing low frequency (55 kHz) plasma enhanced chemical vapour
deposition (LF-PECVD) technique. The stoichiometric pa-
rameter x in the SiNx :H films was varied from 0.6 to 1.3 using
various ratios of SiH4 and NH3 gases in the reactor during de-
position. Ultrathin Si-SiO2 multilayer nanostructures, which

Fig. 1. HRTEM image of an as-deposited a-Si-SiO2 multilayer
nanostructure.
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Fig. 2. Raman spectra of an as-deposited Si-SiO2 multilayer nanos-
tructure and after furnace annealing (1100 ◦C, 30 min).

consist of alternating layers of a-Si:H and SiO2, were deposited
on n-type (100) Si substrate with a resistivity of 4.5 �cm and
on glass substrates. The experimental setup with source of
wide aperture and high-density inductively coupled RF plasma
(13.56 MHz) was used. Prior to the deposition of a-Si:H, a
SiO2 layer was deposited by plasma oxidation (gas flow into
the reactor 60 sccm, RF power 300 W, substrate temperature
150 ◦C). Subsequently, a-Si:H layer with thickness of 200 Å
was deposited. Afterwards the part of amorphous silicon layer
was processed by plasma enhanced oxidation, so that the thick-
ness of the remainder of the a-Si:H after that was about 70 Å.
These alternative procedures (thin-film depositions and plasma
enhanced oxidation) are repeated as many times as the planned
periods. Thus, a structure containing 6 layers of a-Si:H with
thickness of 70 Å, inserted between the layers of SiO2 with
thickness 130 Å (Fig. 1) has been created.

Excimer XeCl laser with wavelength of 308 nm and pulse
duration of 25 ns and triple harmonic of YAG:Nd laser (λ =
335 nm, pulse duration of 10 ns) were used for laser treatments
of the as-deposited films. Some films were annealed at tem-
peratures 1100−1130 ◦C at atmosphere pressure (105 Pa) and
under pressure 1.1 GPa. High resolution transmission electron
microscopy (HRTEM) and Raman spectroscopy technique was
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Fig. 3. Raman spectra of as-deposited and annealed SRN film on Si
substrates.

Fig. 4. HRTEM image of SRN SiN0.7−0.9 film after annealing at
temperature 1130 ◦C at under pressure 1.1 GPa.

used to identify the structure (amorphous or crystalline) of the
Si nanoclusters in the films. Raman spectra were recorded in
the back-scattering geometry and the 514.5 nm Ar+ laser line
was used as a source. Triple spectrometer (T64000 Horiba
Jobin Yvon) with a micro-Raman setup was used. For some
samples the photoluminescence (PL) and IR-spectroscopy
were studied.

From Raman spectrum of an as-deposited a-Si-SiO2 mul-
tilayer nanostructure (Fig. 2) one can see only broad amor-
phous peaks at 480 cm−1 (transverse optical — TO) and at
150 cm−1 (transverse acoustical — TA). The thermal anneal-
ing leads to crystallization of amorphous Si layers — one can
see “shoulder” from nanocrystalline Si (curve 2). The position
and the width of the Raman peaks strongly depend on size of
the nanocrystals.

According to Raman scattering data SRN films with rela-
tively high concentration of additional silicon contained amor-
phous Si clusters whose density increased with the concentra-
tion of the additional silicon [5]. One can see from Figure 3 that
as-deposited SRN film with stoichiometry SiN0.7−0.9 contains
only amorphous Si nanoclusters. Narrow peak at 520 cm−1

from monocrystalline Si substrate is observed (the films are
semitransparent). Furnace annealing (1130 ◦C, 5 hrs) leads to
crystallization of a-Si nanoclusters — one can see “nanocrys-
talline” shoulder close to peak from monocrystalline Si sub-
strate. No visible difference in Raman spectra of the SRN films
annealed at atmospheric pressure and under pressure 1.1 GPa
were observed. But dramatic differences in PL spectra of SRN
films annealed under high pressure and without pressure were
observed. Supposedly, pressure acts on defects (recombination
centres) in SRN. According to IR spectra, in nearly stoichio-
metric SRN films, amorphous silicon nitride has crystallized
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Fig. 5. Raman spectra of as-deposited a-Si-SiO2 multilayer nanos-
tructure and after excimer laser annealing.

under furnace annealing.
According to position of “nanocrystalline” Raman peak

(518 cm−1) the size of nanocrystals should be 6–7 nm. The
HRTEM data confirm this conclusion (see Figure 4).

But, furnace annealing can be applied only for the case
of very refractory substrates (fused silica or mono-crystal sil-
icon). To crystallize amorphous silicon hydrogenated films,
amorphous nanoclusters in SRN films and Si-SiO2 multilayer
nanostructures on cheap non-refractory glasses the pulse laser
treatments were used. In the case of a-Si hydrogenated films
for both XeCl and triple harmonic of YAG:Nd lasers the laser
fluences needed for film crystallization were found. The laser
fluences depend on hydrogen concentration. But, for multi-
layer a-Si-SiO2 nanostructures, the threshold for crystalliza-
tion was very close to threshold of laser ablation. As one can
see from Figure 5, using one-step pulse laser treatments one
can get only partial crystallization.

Presumably, it is due to high hydrogen concentration in
these as-deposited films. From Raman spectra as-deposited
multilayer nanostructure contain mostly Si-H2 bonds, because
the position of Si-H2 peak is about 2100 cm−1. Frequency of
Si-H peak is about 2000 cm−1. According to our estimates,
atomic concentration of hydrogen reach up to 40%, and this is
enough for blistering (and film breakaway) during pulse laser
treatments. After laser treatments with fluence lower than ab-
lation threshold, the most part of hydrogen abandon the film.
So, multi-step laser treatments should be applied for full crys-
tallization of such films.
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Abstract. An analytic stress-driven nucleation model of nanoislands grow on mismatched vicinal substrate is proposed.
This model is only applied to the initial stage of nucleation. It is demonstrated that the formation enthalpy of nanowires
(NWs) and nanoneedles (NNs) is function of three independent variables, the base radius, aspect ratio and miscut angle of
vicinal surface. The theoretical analysis shows the minimum nucleation barrier of nanoislands which relates to a saddle
point of formation enthalpy is lower on vicinal substrate than on flat substrate.

Introduction

The nucleation and growth of strained NWs and NNs on lattice-
mismatched vicinal substrate have attracted great interest re-
cently because the phenomenon is not only of fundamental
interest but also has significant technological application. The
NWs and NNs are often grown via the vapor-liquid-solid (VLS)
mechanism activated by the drop of a metal catalyst. The nu-
cleation process takes place at the interface of catalyst droplet
and solid atomic III–V bilayers. Nucleation occurs because
the liquid supersaturated in group III and group V elements.

In this letter, we consider a self-consistent model of stress-
driven growth of coherent 3D islands in lattice mismatched
systems at the initial nucleation stage. Theoretical analysis
shows that the step effect of vicinal substrate has tremendous
influence on the nucleation enthalpy of nanostructure. It is
demonstrated that the formation enthalpy is function of three
independent variables, the base radius, aspect ratio and mis-
cut angle of vicinal surface. The result of our proposed model
demonstrated that nucleation barrier of NWs and NNs on vic-
inal substrate is lower than that of flat substrate. So, it is much
easier for island nucleation on vicinal substrate.

1. Theoretical model

The model geometries used below in this paper are shown in
Fig. 1: we consider a cylinder (a) and pyramidal islands with a
regular hexagonal cross-sections (b). The sidewalls of pyrami-
dal islands are made up of vertical facets of elementary length
dl, separated by the horizontal monoatomic steps of height dr .
The steps are arranged regularly so that dl/dr = L/R = 2β,
whereL is the length,R is the base dimension andβ ≡ L/2R is
the aspect ratio. The cylinder and hexagonal prism are typical
model geometries for straight NWs [1], the hexagonal pyramid
with stepwise sidewalls is the experimentally observed NN ge-
ometry [2].

From the nucleation theory [3,4], the formation enthalpy of
a 3D island can be written down as

�G3D(R, β, θm)=−�μ(β)

�
C1R

3β+γFC2R
2β+�γC3R

2 (1)

with C1 = √
3, 2π ; C2 = 6, 4π ; C3 = 3

√
3/2, π for hexago-

nal NN and cylindrical NW respectively, �μ is the difference
of chemical potentials between the vapor (or the adatom) phase
and the island per atom pair, � is the elementary volume in the
solid phase, γF is the surface energy of lateral facets (formed
due to the nucleation),�γ ≡ γW−γS , γW is the surface energy

(a) (b)Δμ
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Δμ

L
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γw
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γS γBγB

2R

2R

dr

Fig. 1. Model of NW and NN geometries.

of top facet (formed due to the nucleation) and γS is the surface
energy of the vicinal wetting layer, and the interfacial energy
does not take into consideration. The first term in Eq. (1) gives
the decrease in chemical potential due to the vapor-solid phase
transition, the second term describes an energetically forma-
tion of sidewalls and the third term stands for the change in
the in-plane surface energy caused by the island formation.
The average surface energy of a vicinal surface with miscut θm
(assuming noninteracting steps) is [5]

γS = γ0 cos (θm)+ η sin (θm) , (2)

where γ0 is the surface energy of flat substrate, η is the step
formation energy per unit height, it can be defined as a function
of the angle of low-energy facets θf . For the island facet to
be the first low-energy facet to appear beyond the flat surface,
in our case θf = 90◦, we use this value, giving η = [γ0 −
γ0 cos(θf )]csc(θf ) and γF = γW = γ0(1 − α) [6];

α defines surface energy anisotropy, in our paper, the sur-
face energy is considered to be isotropic (α = 0). The vapor-
solid difference of chemical potentials in a lattice mismatched
material system is given by �μ(β) = �μ0 −w(β). The elas-
tic energy is presented in the form w(β) = w2Dz(β), where
z(β) is the elastic energy relaxation. The quantity w2D =
(E�ε2

0)/(1 − υ) is the elastic energy per atom in a uniformly
strained 2D layer with E as the Young’s modulus, υ as the
Poisson’s ratio and ε0 as the mismatch parameter. Plastic re-
laxation via the formation of misfit dislocations is neglected
at the initial nucleation stage, because the dislocated islands
most probably will not grow epitaxialy. The simplest formula
for z(β) can be chosen in the form [7]

z(β) = 1/(1 + β/β0) . (3)
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Fig. 3. Function f (β) describes the preferred aspect ratio with
approximation given by Eq. (3) for NWs and NNs respectively.

2. Results and discussion

Obviously, elastic relaxation given by Eq. (3) is reduced to
z(β) = 1/(β/β0) with β0 < 0.2 for both cylinder and pyra-
midal islands, which is much lower than the aspect ratios of
interest. The free enthalpy given by Eq. (1) always has a β-
dependent maximum �G3D∗ (β, θm) in R. The β-dependent
maximum of �G3D∗ can be put in the form

�G3D
∗ (β, θm) = �G0f (β) , f (β) = (β + a)3

[bβ − cβ0]2 , (4)

where �G0 = γ0C2h
2/27 (with h as the height of a mono-

layer) is a material related constant. The Eq. (4) contains three
important parameters:

a=C3

C2
[1−cos(θm)−sin(θm)], b= C1

2C2

h�μ0

�γ0
, c= C1

2C2

hw2D

�γ0
. (5)

The coefficient a is always negative for small miscut angle, the
supersaturation coefficient b stands for the chemical potential
of vapor phase with respect to the solid state, the coefficient c
describes the normalized elastic energy of two dimension. The
condition for 3D nucleation to occur is given by inequality
b > cz(β), which means the vapor supersaturation must be
larger than the elastic energy in the island with aspect ratio β.
The maximum radius is reached at

R∗(β, θm) = 2C2�γ0

3C1

(β + a)

β [�μ0 − w2Dz(β)]
. (6)

It is the critical radius at which the 3D nucleation enthalpy
reaches its maximum given by Eq. (1). Then, the minimum as-
pect ratio is obtained from the equation β = h/2R∗(β, θm), so
the minimum aspect ratio is expressed as β3D

min = 3
2 (b−c)−a.

Since �G3D has a maximum in R at �μ(β) > 0, the variable
R is thermodynamically unstable and the supercritical embryos
will grow infinitely. The nucleation barrier is now determined
by the minimum of�G3D∗ (β,θm)at a certainβ∗ relating to the sad-
dle point of formation enthalpy �G3D

min(θm), as demonstrated
in Fig. 2. The preferred aspect ratio and the nucleation barrier
at the saddle point are now found by minimizing Eq. (4) inβ.

�G3D
min(θm)=

C2
2�

2γ 3
0 {C3�μ0[1−cos(θm)−sin(θm)]+C2β0w2D}

C2
1�μ

3
0

. (7)

The simplest approximation for the elastic relaxation given
by Eq. (3) provides an excellent fit to the analytical formula
withβ0 equals 1/15 and 2/11 for NWs and NNs respectively [8].
We substitute equation Eq. (3) into f (β) of Eq. (4), the be-
haviors of function f (β), relating to different aspect ratios of
emerging islands, shown in Fig. 3. The minimum value of as-
pect ratio for nanoneedles is larger than that of nanowires. In
our case, the strain-driven catalyst-free growth of NWs (GaN
NWs growth on silicon substrate) with highly mismatched sys-
tems requires the elastic energy contribution is much greater
than the chemical energy �μ0, thus coefficient b � c.

It is observed that there is a minimum value of energy bar-
rier for island nucleation at flat substrate. The barrier arises
because, for zero miscut, island formation raises the total sur-
face energy. But at finite miscut, the surface energy of NW
or NN may be less than or equal to that of the vicinal wetting
layer it covers, so there is decreased surface energy cost and the
nucleation barrier is eliminated or dramatically reduced. Form
the formula (7) we can deduce that, compare to the nucleation
barrier of flat substrate�GFlat

min = (C3
2�

2γ 3
0 β0w2D)/(C

2
1�μ

3
0),

the nucleation barrier of vicinal substrate is reduced. So, it is
much easier for island nucleation on vicinal substrate.
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Spin dynamics at the Fe/semiconductor interfaces
and spin pumping transport studies
using spin pumping in magnetic heterostructures
B. Heinrich
Department of Physics, Simon Fraser University, Burnaby, BC, Canada

GaAs/nFe/20Au(001) structures were deposited at room tem-
perature (RT) using Molecular Beam Epitaxy (MBE), with
number of Fe atomic layers (AL), n = 5, 8, 7, 8, 10, 12,
14, 16, 20, and 30. In-plane Ferromagnetic Resonance (FMR)
(magnetization in the film surface) measurements from 9 to
72 GHz, allowed one to investigate the intrinsic and extrinsic
contributions to magnetic damping. The FMR measurements
were interpreted by LLG equations of motion. In this pre-
sentation, we report studies on thickness dependent magnetic
damping in GaAs/Fe(001) in the ultrathin limit n < 12. The
increase in �H for the films thinner than 12 AL is caused by
the intrinsic Gilbert damping at the GaAs/Fe(001) interface.
The Fe films with n < 20 show a linear dependence of �H on
the microwave frequency f from 9 to 72 GHz. The thickness
dependence of Gilbert damping parameterG(d) (in s−1) is well
described by constant and linear terms G0 ×Gint/d . The con-
stant term G0 = 0.75 × 108 s−1 is close to that expected for
the bulk Fe. The term proportional to 1/d is a typical interface
contribution and it will be shown that is caused by noise in spin
orbit interaction due to interface alloying of Fe and GaAs.

Spin transport in crystalline Au and Ag layers was investi-
gated using magnetic single Ag,Au/Fe(001) and double layer
Fe/Ag,Au/Fe(00) structures prepared by MBE on 2 × 6 GaAs
(001) reconstructed templates. Pure spin currents were in-
jected at the Ag,Au/Fe interface into the Ag and Au spac-
ers by using rf spin pumping effect For the magnetic single
Au,Ag/Fe/GaAs(001) layer structures the spin pumping intro-
duces a non-local interface Gilbert damping. This contribution
increases with the normal metal (NM) spacer thickness and
eventually saturates when its thickness is larger that the spin dif-
fusion length in NM. In magnetic double Fe/Au,Ag/Fe/GaAs
(001) layers both spin-pumping and spin-sink effects are pre-
sent. The magnetic damping was investigated by Ferromag-
netic Resonance (FMR) from 10 to 74 GHz. The data analysis
were carried out using Kirchhoff’s laws of spintronics. The Ag
(n = 20, 100, 300, 500, and 1500) and Au (n = 20, 80, 150,
200, 250, 300, 1500) spacers with the n atomic layers allowed
one to investigate nonlocal spin transport from ballistic to spin-
diffusion limit. The sheet conductance measurements allowed
one to determine the role of electron momentum interface dif-
fuse scattering and estimate an effective momentum relaxation
time in the Ag and Au spacers. The measured data were in-
terpreted using pure ballistic and spin diffusion theory which
includes electron momentum and spin flip scattering. The re-
sults from FMR measurements allowed one to determine the
electron momentum and spin flip relaxation times and the cor-
responding spin diffusion lengths in the Ag and Au spacers.
The spin transport measurements were carried out from RT
to He crogenic temperatures. This allowed one to investigate

the spin flip scattering by phonons covering the full range of
phonon q wave-vector spectra.

The spin-sink at the Fe/Ag interface was employed to detect
directly the propagation of spin currents across the Ag spacers.
The bottom Fe layer grown at the Fe/GaAs(001) interface was
employed as a spin pump. The spin current generated in the
Ag spacer was detected by the dynamic response of the top Fe
layer using a ps and submicron resolved magneto-optical Kerr
effect (TRMOKE).
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Plasmonic nanowires as the tools for near-field
magneto-optics and scanning microscopy: theory
V. A. Kosobukin
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Abstract. A theory is developed for near-field magneto-optics and microscopy with a linear probe scanning the near-surface
region of a nanostructure. A cylinder nanowire supporting surface plasmons is considered as the probe. Near-field polar and
longitudinal magneto-optical Kerr effects are investigated in scattering of light from a the nanowire and a magnetization
nanodomain. Dependence of the near-field magneto-optical response on the probe-domain distance is analyzed, and the
microscopy resolution is estimated.

Introduction
Problems of nanophotonics are topical for the near-field mag-
neto-optical sudy of new magnetic nanocomposites and the
related microscopy. Noble-metal inclusions supporting local
plasmons are needful for enhancing the magneto-optical optical
effects. This kind of ideas has been particularly realized in a
near-field magneto-optical microscope operated with a noble-
meal nanoparticle [1,2].

In this work, a theory is developed for near-field optics,
magneto-optics and the related scanning microscopy with a
linear plasmonic nanoprobe. Near-field polar and longitudinal
magneto-optical Kerr effects in scattering of polarized light
are treated. Features of the near-field images are analyzed
in scanning the sample surface with a linear probe, and the
microscopy resolution power is deduced.

1. Model and basic consideration
A scheme for apertureless nanooptics is shown in Fig. 1. A
linear probe is placed near and above the interface between
media whose permittivities are ε1 and ε2. The latter is related
to a sample whose magnetization is laterally non-uniform on
the nanometer scale. The probe is thought of as a noble-metal
nanowire supporting long-lived local (surface) plasmons. The
near-field magneto-optical Kerr effects in plasmon-assisted
scattering of light from a nanowire are treated for polar and lon-
gitudinal magnetizations. The magnetization-linear magneto-
optical scatterings are classified in terms of TM (p-polarized)
and TE (s-polarized) waves. In varying the lateral distance
between the probe and nanosized magnetic domain, the prob-
lem of scanning near-field microscopy in scattering mode is
analyzed. The p-polarized wave (with the frequency ω)

Einc
p (ρ, ω)=epEinc

p (Q,ω)exp

[
i

(
Qx+

√
ε1k

2
0 −Q2z

)]
(1)

is incident onto the sample surface at an angle θ to excite the
near-field of the linear nanoprobe placed nearby. In Eq. (1),
ρ = (x, z), ep = ex cos θ − ez sin θ is the wave polarization
vector, Q = q sin θ , q = √

ε1 k0, k0 = ω/c. The local di-
electric polarization PI + PII is induced by the wave (1) in
the probed region, and the response is detected in the far-field
radiation.

Self-consistent polarization of the complex “probe+image
charges” in response to the unperturbed field E0(ρ) is

P I
α(ρ, ω) = χ(α)(ω)δ

(
ρ − ρ0

)
E0
α(ρ0, ω) . (2)

Here, ρ0 = (x0, z0) stands for the location of probe axis in
the incidence plane xz. In what follows, the probing nanowire

Fig. 1. Scheme for polar near-field magneto-optical Kerr effect.

is considered as an infinite circular cylinder of subwavelength
radius a � 1/k0. The transverse components of the diagonal
effective polarizability tensor per a unit cylinder length are

χ(α) = a2

2

(
ε + ε1

ε − ε1
− a2

4 |z0|2
ε2 − ε1

ε1 (ε2 + ε1)

)−1

, (3)

where ε is the permittivity of nanowire material. Eq. (3) takes
into account the image-charge effect depending on the dis-
tance |z0| between the probe and interface ε1/ε2. The poles
of χ(α)(ω) define the frequencies of local plasmons of a near-
surface cylinder. If a/|z0| � 1, Eq. (3) provides the diagonal
polarizability components χ0 of a single cylinder.

The polarization

P II
α (ρ) = iεB

4π
f‖(x)f⊥(z)

∑
β

(
δαxδβy − δαyδβx

)
Eβ(ρ) (4)

with a complex magneto-optical parameter εB(ω) is related to
a non-uniform polar magnetization M(ρ) = Mf‖(x)f⊥(z)ez.
Its distributions along and across the sample surface are f‖(x)
and f⊥(z), respectively. In scanning mode, i.e. in varying the
lateral distance |x0| between the probe and the magnetization
nanodomain (Fig. 1), polarization-sensitive contrast induced
by the domain can be observed in scattered light.

Using the electrodynamic Green function technique, the reso-
nant response (2) of the “probe+image” complex is treated self-
consistently within multiple-scattering approximation [2,3].
When p-polarized wave (1) is scattered due to the polariza-
tions (2) and (4), the wavevector of radiation is in the scattering
plane coinciding with the incidence plane. Taking into account
Eqs. (2) and (4) one obtains the radiation field

E(ρ, ω)− Einc
p (ρ, ω) =

3∑
n=0

E(n)(ρ, ω) (5)

at the far-field point ρ = (x, z), qρ � 1. In Eq. (5), the fields
E(0) and E(1) correspond to conventional specular reflection
and magneto-optical Kerr effect in the absence of a probe (PI =
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on the scanning coordinate x0 at photon energies 3.55 eV (1) and
3.2 eV (2). Calculated for Ag cylinder and Au sample with Co layer
(l = z1 = 2 nm) at θ = θ ′ = 30◦, ε1 = 2, � = 45◦, a = 4.5 nm,
|z0| = 5 nm, w = 10 nm.

0). The terms with n ≥ 2 represent the probe-induced scattered
fields

1

Einc
p

E(n)
α (ρ) =

√
2πi

eiqρ√
qρ

F (n)
α

(
Q′,Q; ρ0

)
cos θ ′ . (6)

The amplitudes F (n)
α (Q′,Q; ρ0) stand for scatterings with the

change Q → Q′ of lateral wavevector component, where
Q′ = q sin θ ′, sin θ ′ = x/ρ, cos θ ′ = |z|/ρ (Fig. 1). Eq. (6)
describes linearly polarized waves E′

p = E(2) and E′
s = E(3)

with the polarization vectors e′
p = −(ex cos θ ′ + ez sin θ ′) and

e′
s = ey , and the wavevector K′ = q(ex sin θ ′ −ez cos θ ′). The

field corresponds to elastic scattering from the “probe+image”
complex at M = 0. The field E(2) describes the probe-induced
p → p scattering succeeded by magneto-optical p → s scat-
tering. In this near-field process, the change Q → κ → Q′ of
lateral wavevector component includes short-wavelength in-
termediate modes (evanescent waves with κ � k0). In the
presence of cylinder plasmons, the fields E(2) and E(3) are res-
onantly enhanced in p → p scatterings [3].

2. Results and discussion
Next, the efficiency of scattering is discussed for the wave (1).
Consider the component of the scattered wave E′

p + E′
s from

Eq. (6) which is linearly polarized along the unit vector e′
� =

e′
p cos� + e′

s sin� in the analyzer plane making an angle �
with the scattering plane. The dimensionless cross-section
S = (2πL)−1dσ/dθ ′ for light scattering from the unit cylin-
der length L into the angle dθ ′ is proportional to the ratio of
scattering intensity to incident flux. The magnetization-linear
approximation for S is

S0+SM+δSM= ρ

2a|Einc
p |2

{∣∣∣E′
p

∣∣∣2cos2�+Re
[(
E′
p

)∗
E′
s

]
sin2�

}
. (7)

Here, E′
p = −E(2)

x / cos θ ′ and E′
s = E

(3)
y stand for p- and

s-polarized waves (6), where |E′
s | � |E′

p|. For a cyrcular

cylinder, χ(x) = χ(z) in Eq. (3), therefore, E′
p ∼ χ(x) and

E′
s ∼ χ(x). As a consequence, the scattering efficiency (7) is

enhanced at the resonant frequences of |χ(x)(ω)|2.
If M = 0, Eq. (7) with E′

s = 0 gives the only cross-section
contribution S0 of p → p scattering by a near-surface probe.
If M �= 0, we assume that f⊥(z) = lδ(z− z1) [4] and

f‖(x) = −1 + 2w2/
(
x2 + w2

)
(8)

in Eq. (4), i.e. f‖ = f‖ + δf‖. Here, f‖ is associated with
laterally uniform and δf‖(x) with non-uniform contributions
to polarization of an ultrathin magnetic layer of thickness l.
Similar form is typical of the probed field E′

s = E
′
s + δE′

s and
efficiency SM + δSM of p → s scattering from Eq. (7).

In Eq. (7), the terms S0 and SM do not depend on x0,
for which reason of importance for near-field microscopy is
δSM(x0). With δf‖(x) from Eq. (8) and M ‖ ez one obtains

δSM (x0)= lw
∑
α=x,z

Re
[(
F (2)
x

)∗
Uα

]
Lα (x0, w+|z0|+z1) (9)

in quasi-static approximation (for the domain width w), where

Lα(x, z) =
(
x2 + z2

)−2 [(
z2 − x2

)
δαx − 2xzδαz

]
. (10)

It follows from Eqs. (9) and (10) that the magneto-optical
contrast measured by a near-field microscope consists of even
and odd contributions in x0 excited via x- and z-components
of the polarizability (3). The width w + |z0| + z1 of the two
features entering Eq. (9) defines the size of the domain image
in near-field microscopy.

The spectrum (7) was numerically calculated with Eq. (8)
for Co layer with magnetization M ‖ ez and the optimum ana-
lyzer angle � = 45◦. Spectra of S0 for p → p and SM, δSM
forp → s scatterings are shown in Fig. 2a for a fixed x0, all be-
ing resonantly enhanced at the frequency of cylinder plasmon.
Magneto-optical contribution δSM(x0) + SM from Eq. (7) is
presented in Fig. 2b depending on the scanning coordinate x0.
In microscopy, the term δSM(x0) from Eqs. (9) describes x0-
dependent imaging contrast (10), appearing on the homoge-
neous “background” SM. Variation of the signal δSM(x0)+SM
is much larger at the plasmon resonance (h̄ω = 3.55 eV) than
out of it (3.2 eV). The plasmonic enhancement is similar to
that known for magneto-optical Kerr effects excited through
surface plasmon-polaritons [4].

To summarize, polarization, angular and spectroscopic chara-
cteristics of the near-field magneto-optical scattering and scan-
ning microscopy with a linear nanowire are shown to dif-
fer completely from their counterparts for a quasi-point par-
ticle [2]. When surface plasmons are excited in the nanoprobe,
the contrast of a microscopy image is resonantly enhanced,
which effect is useful to make the microscopy sensitivity hig-
her. The predicted resonant enhancement of near-field magne-
to-optical Kerr effects can occur in magnetic nanocomposites
with noble-metal inclusions supporting plasmons.
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Abstract. We report here on the optical and magnttooptical properties of nanostructured ferromagnetic films deposited on
the top of PMMA colloidal crystal. Optical reflectance spectra and magnetooptical spectra were studied in the range of near
UV, IR and visible light for p- and s-polarizations of the incident radiation. The resonant peculiarities were observed in the
both spectra, their positions scaled with the PMMA sphere diameter and have dispersion with the incident light angle. In
explanation of the above scenario the surface plasmon resonances should be considered.

The main aim of a rapidly developing optics of atificial nanos-
tructures is a study of a possibility of optical effects manage-
ment at the nanometer scale [1]. Despite the fact that the ma-
jority of works devoted to the structures based on noble metals,
there is a significant increase in interest to the systems using
magnetic materials. For example, the use of the magnetic mate-
rials allows to control the optical properties of nanocomposites
by applying an external magnetic field [2]. Also the enhance-
ment of magneto-rotation in a Co-Au magnetic composites was
observed [3] and magneto-optical effects in magnetic periodic
nanostructures were measured [4].

In our work we investigated the magnetooptical properties
of ferromagnetic nanocorrugated films (Co and Ni) in the visi-
ble and near IR range of light. The optical investigations were
followed by detailed studying of magnetic states in the system
by magnetic force microscopy. The samples were prepared
by magnetron deposition of the metal on the top of PMMA
colloidal crystal. The morphology of the films was studied by
electron and atomic force microscopy. It can be seen (Fig. 1)
that the particles were packed into a dense hexagonal lattice,
the period of the structures determined by a size of PMMA
particles and lies within 100–500 nm. As the thickness of the
deposited films (30 and 60 nm) was sufficiently less than the
diameter of the particles, the film became corrugated in two
dimensions.

The optical and magneto-optical spectra were measured
with the use of a grating monochromator, a high pressure xenon
lamp as the source and precision silicon photodiodes designed
as detector for 200–1100 nm wavelength range. Spectra were
measured separately for s-(TE) and p-(TM) polarizations for
incidence angles from 20 to 60 (angle measured from normal)
in the wavelength range 250–1000 nm. Magnetooptical spectra
were measured in the geometry of the meridional Kerr effect,
the difference of the polarization angles of the radiation re-

Fig. 1. SEM images of the nanocorrugated Ni film. The side of the
frame is equal to 1.5 nm. The period is 125 nm for the structure at
the left 370 nm for the one at the right.
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Fig. 2. Measured magnitoptical spectra of 30 nm thick nanocor-
rugated Co film (period is 370 nm) p-polarization of the incident
light and for the angles of 20[0], 30[0], 40[0] and 50[0] of the light
incidence. Thick line is the magnetooptical spectrum of the flat Co
film.

flected from the structure of magnetized to saturation in two
opposite directions were fixed. The usual shape of magnetoop-
ical spectra are shown in Fig. 2. The following distinguished
features were found. First, the magnetooptical spectra lost
a monotonic character which is typical for a flat Co and Ni
films and had two minima, let us define them as long-wave
and short-wave minima. As for the long-wave minimum it
blue-shifted with the increase of the angle of light incidence
in the same manner for s- and p-polarization. On the con-
trary the short wave minimum red-shifted with the angle in-
crease (Fig. 2). The positions of minima were scaled with the
change in the period of the structure. The spectra peculiarities
of nickel and cobalt nanocorrugated films were qualitatively
the same. In the case of 30 nm structures the long-wavelength
minima was more pronounced than shortwave especially for
p-polarized light. When the thickness of nanostructured film
increased up to 60 nm the short-wavelength minimum became
more pronounced. It is important to note, that in certain cases
the minima became so deep, that there was not just a decrease
in optical rotation but the change of the rotation direction.

The measurements of the reflection spectra of nanocorru-
gated nickel films also showed the features missing in plane
films spectra. It was found that: 1) reflectance spectra of nickel
structures (Fig. 3), their dependence on the angle of incidence,
polarization and structure period, were very similar to the re-
flectance spectra of the nanocorrugated cobalt films which had
been studied previously [5]. 2) The resonant peculiarities in the
reflectance spectra had asymmetrical shape and their positions
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Fig. 3. Measured optical reflectance spectra of 30 nm thick nanocor-
rugated Ni film (particle size of initial PMMA colloidal crystal is
370 nm) for s- (solid line) and p-polarization (dashed line) of the
incident light and for different angles of the light incidence.
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Fig. 4. Optical reflectance spectra (dashed line) and magnetooptical
spectra (solid line) of 30 nm thick Co film deposited on the top of
the irregular system of PMMA particles. Particle size is 355 nm,
incident angle of the light is 40 degree. The SEM image of the
irregular film is presented in the inset.

coincided with the positions of the magnetoooptocal spectra
peculiarities.

Qualitatively the shape of spectra can be explained in the
following way. The angular dependence of the positions of
the minima and their scaling with the period of the structure
points on resonant excitation the propagating surface modes.
In the case of two-dimensional structuring of the system they
could be excited both by s- and p-polarized incident radiation
and leaded to the resonances in the spectra. On the contrary
in the case of the ferromagnetic film deposited on a disordered
system of the colloidal particles, there was no any resonant pe-
culiarities in the reflection or magnetooptical spectra (Fig. 4).
Less long-wavelength minima in the magnetooptical spectra
of 60 nm nanocorrugated films was correlated with a decrease
in the deep of long-wavelength peculiarity in the reflectance
spectra. It suggests that the long-wave minima associated with
the excitation of plasmons on the inner boundary between the
metal and dielectric, while the short wave minima is due to res-
onant excitations of the surface modes on the external surface.

The decrease (and particularly the change of the direction) of
magnetooptic rotation was probably due to the opposite sign
of the polarization rotation in surface modes.
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Stress induced magnetic anisotropy in Finemet:
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Abstract. A type of magnetic anisotropy induced in the Fe-Si-B-Nb-Cu alloys by annealing under tensile stress varies with
the silicon content (CSi). The longitudinal magnetic anisotropy, which is induced at low silicon concentrations, is replaced
by the transverse one when CSi becomes greater than 0.095. The atomic structure of nanocrystals in Fe-Si-B-Nb-Cu alloys
subjected to the nanocrystallization annealing under tensile stress was investigated by X-ray diffraction in transmission
geometry. It is shown that in the bcc nanocrystal lattice regardless of the silicon content there are the significant residual
strains. Along the direction of the tensile load application, there is an increase in the interplanar distances and the decrease
in the transverse direction. The strain is anisotropic: no distortions in the 〈111〉 directions are observed, and the distortions
in the 〈100〉 directions are maximum and reach 1%. It is shown that the type of the magnetic anisotropy depends on the sign
of the magnetoelastic coupling in nanocrystals, which, in turn, is determined by the contribution of the ordered phase Fe3Si,
characterized by a negative constant of magnetoelastic coupling. The residual strain relaxation after annealing at the
nanocrystallization temperatures was also studied.

Introduction

Nanocrystalline Fe-Si-B-Nb-Cu alloys (Finemets) obtained by
crystallization of amorphous ribbons quenched from the melt
exhibit high soft magnetic properties: the permeability greater
than 105, coercive force of about 0.5 A/m and the saturation
magnetization exceeding 1 T [1]. In addition, their perme-
ability can be purposefully controlled by inducing a magnetic
anisotropy during annealing in a magnetic field [2,3] or in the
field of tensile stress [4,5]. Magnetic anisotropy energy exceed-
ing 5000 J/m3 is attained by annealing under a tensile stress
of 400–600 MPa. For the first time the effect of tensile load
applied along the ribbon at nanocrystallization annealing was
investigated in [4] and it was shown that after such treatment
in a sample of the Fe73.5Si13.5B9Nb3Cu1 alloy a state with the
magnetic anisotropy of the “easy-plane” type is formed. The
plane of the magnetic anisotropy is oriented perpendicularly
to the direction of stretching. There’s also the first time it was
assumed that the transverse magnetic anisotropy is due to resid-
ual elastic strain in the lattice of nanocrystals having a negative
constant of the magnetostriction.

It is known that the type of the magnetic anisotropy induced
in the Fe87−XSiXB9Nb3Cu1 alloy during tensile stress anneal-
ing (TSA) depends on the silicon content X [6]. If X ≤ 8, in
specimens after TSA the magnetic anisotropy of easy axis type
is induced, whose axis is oriented along the tape (i.e. in the
direction of load application during TSA). In the process of re-
versal magnetization along the tape axis, the permeability and
the residual magnetization increase, coercive force decreases,
the hysteresis loop becomes rectangular. If the concentration
of silicon is equal to or greater than 11 at.%, then a transverse
magnetic anisotropy of easy-plane type is formed after TSA.
In this case, the permeability is constant over a wide range of
magnetic fields (up to 10 kA/m), the magnetic hysteresis loop
becomes inclined, and the magnetization is oriented predomi-
nantly in a plane transverse to the direction of load application
during the annealing. If the formation of a state with magnetic
anisotropy after annealing and cooling under a tensile load is
associated with residual elastic stresses [4], a result of the so-

called Villari effect, then the type of magnetic anisotropy can
be explained by the nature of magnetoelastic coupling in the
nanoparticles [6] mainly consisting of Fe-Si crystals having a
bcc lattice.

1. Experimental

The studies were carried out using Fe87−XSiXB9Nb3Cu1 alloy
samples (X = 0, 4, 6, 8, 9.5, 11, 13.5) in the form of ribbons
20 μm thick and 1 mm wide obtained in the initial amorphous
state by melt-spinning technique, where a molten metal alloy
is ejected through an orifice onto a rotating copper wheel. The
nanocrystallization annealing (NCA) and the stress annealing
(TSA) under a tensile stress of 440 MPa were carried out in
air at a temperature of 520 ◦C for 2 h (under these conditions,
no secondary recrystallization still occurs and coercive force
reveals no sharp changes in the annealing-temperature range
of 510 − 570 ◦C).

Atomic structure of the nanocrystalline alloy samples was
studied by X-ray diffraction method in transmission geometry,
which provides such measuring conditions that the scattering
vector lies in the plane of the specimen. The samples in the
form of a rectangular plate were prepared of ribbon fragments,
which were glued to the thin narrow ring-like holder parallel
to each other in several overlapping layers of thickness about
40 μm. Diffraction patterns of each the specimens were mea-
sured twice: with the scattering vector parallel and perpendic-
ular to the axis of the ribbon.

From the position of the (hkl) diffraction peak, we esti-
mated the corresponding interplanar distance in the lattice of
nanocrystals of the Fe1−xSix phase. The difference of the posi-
tions of the (hkl) peak in the longitudinal and transverse scans
demonstrates the strain of the nanocrystals in the [hkl] direc-
tion.

After TSA the hysteretic properties of the alloys vary de-
pending on the silicon content and heat treatment conditions,
and are directly related to their structural state [6]. The residual
strains in the samples after relaxation annealing with duration
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of 20 min – 10 h at temperatures of 500−600 ◦C were also
measured by X-ray diffraction method.

2. Results and discussion

The X-ray diffraction patterns have the peaks with Miller in-
dices such as (110), (200), (211), (220), (310), (222), (321),
(400), (330), and further for the body-centered cubic (bcc) lat-
tice of α-Fe1−xSix . As the Fe3Si phase unit cell parameter (the
D03-type superstructure) is approximately twice as large as that
of the bcc structure, in the available resolution of the diffrac-
tometer, the (hkl) bcc peaks in the X-ray diffraction patterns
coincide with the (2h, 2k, 2l) D03 peaks.

After TSA, in all specimens, in the direction of load ap-
plication there is an increase in the interplanar distances; in
the transverse direction they are reduced. In X-ray diffrac-
tion experiments, the strains are manifested in the fact that in
the diffraction patterns the longitudinal scanning Bragg peaks
are shifted to smaller angles with reference to their position in
the pattern taken from the alloys annealed without stress (af-
ter NCA treatment). In the transverse scan, these peaks are
shifted in the opposite direction. Such longitudinal tension
and transverse compression of the nanocrystal lattice means
that during the annealing under action of load the lattice is de-
formed, and the lattice distortions acquired are frozen. Most
likely the deformations of nanocrystals recorded in the X-ray
diffraction experiment are preserved at low temperatures due
to the high rigidity of the amorphous matrix surrounding the
nanoparticles.

The crystal lattice is deformed anisotropically, which does
not depend on the silicon concentration X. The value of a
relative shift for the observed peaks (hkl) correlates with the
value of the angle between the scattering vector [hkl] and one
of the axes 〈111〉 which is the nearest to the scattering vector.
The relative shift is maximum for (200) and (310), whereas
no shift is observed for (222). It is quite natural to suppose
that residual lattice strains in the nanocrystals embedded in an
amorphous matrix are not isotropic and that the rigidity of a
nanocrystal as a whole in different crystallographic directions
is also anisotropic. The value of residual extension depends
on the angle between the direction [hkl] and the nearest axis
〈111〉, too: the greater this angle, the more the distortion.

In the [111] direction the distortions are minimum or ab-
sent, in the [100] they are maximum. Thus, the distortions
have tetragonal character. At high silicon concentrations in the
specimens there is a significant fraction of the ordered phase
Fe3Si (D03) (at X = 11, more than half of, and at X = 13.5,
more than 80% Fe-Si solution volume) in whose lattice af-
ter TSA the similar anisotrpic distortions take place. If, after
TSA at low concentrations of silicon, magnetic moments lie in
the sample plane, but along the tape axis, which is determined
from the shape of the magnetic hysteresis loop, then atX ≥ 11,
they change the orientation, namely, to belong to the transverse
plane and come out of the plane of tape.

The above-said permits one to conclude that when X ≤ 8
the longitudinal anisotropy is induced due to the tetragonal
residual strains of the bcc lattice of the nanocrystals with a
disordered α-FeSi phase, which demonstrates a positive mag-
netoelastic effect (longitudinal Villari effect). Then in the
nanocrystals of the alloy with X > 9.5 the inducing of a trans-
verse magnetic anisotropy is due to residual tetragonal lattice

distortions of the phase Fe3Si, of which a negative magnetoe-
lastic coupling constant is typical (transverse Villari effect).

Thus, it is shown that the type (longitudinal or transverse)
of magnetic anisotropy depends on the sign (positive or nega-
tive) of the magnetoelastic coupling constant in nanocrystals,
whose sense is determined by the contribution of the ordered
phase Fe3Si (characteristic of a negative magnetostriction con-
stant). A phenomenological model of the mechanism of the
stress-related inducing of the longitudinal magnetic anisotropy
at X < 9 and the transverse magnetic anisotropy at X > 9 as
a result of tetragonal strains of Fe-Si nanocrystals in the alloys
Fe87−XSiXB9Nb3Cu is proposed.

The residual strains in the samples after relaxation annealing
with duration of 20 min–10 h at temperatures of 500−600 ◦C
were also measured by X-ray diffraction method in transmis-
sion geometry. The relative changes of interplanar spacings
for planes of (200) and (310) types were compared with mea-
surements of magnetic properties, in particular with the mag-
nitude of decrement of the magnetic anisotropy constant. It is
shown that after annealing at the nanocrystallization tempera-
ture of 500−540 ◦C, a decrease in the value of residual strain
was observed, which is accompanied by the relaxation of the
anisotropy of magnetic properties, which manifests itself in the
reduction of transverse magnetic anisotropy constant, Ku. The
relative change in the distance between (200) and (310) planes
determined from the positions of the (200) and (310) peaks in
the diffraction patterns recorded in the longitudinal and trans-
verse scans linearly correlates with the magnitude of magnetic
anisotropy constant.

A deviation from the linear correlation is observed only
for samples, which were subjected to a prolonged annealing at
600 ◦C, which is 80 degrees above the temperature of nanocrys-
tallization. In this case, the strains of the interplanar dis-
tances are practically zeroed within the error of X-ray diffrac-
tion measurements. At the same time the transverse magnetic
anisotropy has a residual effect, which exceeds 10% the initial
constant Ku. It is possible that the nonlinear character of the
structure-property correlation is due to the peculiarities of the
structural state of the finemet after annealing at 600 ◦C at which
partial crystallization of the amorphous matrix starts and the
changes in the structure of the nanoparticles can occur. But
these processes require further study.
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Intra- and interlayer magnetic order in metallic nanostructures
as seen with neutrons and x-rays
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Abstract. We discuss complementary application of modern neutron and synchrotron scattering methods to probe intra- and
interlayer magnetic order in metallic multilayered nanostructures. We demonstrate that magnetic structure of ferromagnetic
layers can be resolved by combining polarized neutron and resonant x-ray magnetic reflectometry, whereas
antiferromagnetic layers can be probed by using high resolution neutron and anomalous x-ray diffraction.

Introduction

There has been great interest recently in metallic multilayered
nanostructures composed of ferromagnetic and antiferromag-
netic layers, which display a wide array of novel phenomena
and acquire technological importance as potential elements of
spintronic devices. In order to understand, and be able to tune
properties of these artificial nanostructures, it is important to
determine precisely (at subnanometer scale) intra- and inter-
layer magnetic structure, which are generally inhomogeneous
in these structures. In the present report, we discuss com-
plementary applications of modern neutron and synchrotron
x-ray scattering methods to probe intra- and interlayer mag-
netic structure in these metallic nanostructures, which is the
key to our understanding of novel physical phenomena.

1. Ferromagnetic nanostructures

Of the most powerful techniques to probe magnetization depth
profiles in ferromagnetic multilayered nanostructures we note
polarized neutron (PNR) and resonant x-ray magnetic reflec-
tometry (RXMR). The main advantage of the PNR technique
is its ability to directly probe atomic magnetic moments and
provide information about the in-plane magnetic moment in
absolute units. On the other hand, this technique is not element-
specific and, due to low incoming neutron beam flux, has lim-
ited spatial resolution.

When applied in the hard x-ray regime, RXMR utilizes res-
onant enhancement for the x-ray magnetic scattering observed
at K-edges of transition metals and L -edges of rare earths.
RXMR provides both element-sensitivity and high spatial res-
olution due to the high flux of synchrotron radiation. However,
when working with circularly polarized x-rays, it detects only
one in-plane component of magnetic moment lying in the scat-
tering plane. In addition, it is not always possible to probe all
the elements in nanostructures and gain the complete informa-
tion on the system.

A unified approach combining polarized neutron and res-
onant x-ray magnetic reflectometry allows one to determine
magnetization profiles in ferromagnetic multilayered nanos-
tructures. As we demonstrate for the case of Fe/Gd multilay-
ers, complementary refinement of PNR and RXMR data makes
it possible to resolve the element-specific & depth-dependent
magnetization profiles in multilayers with unprecedented ac-
curacy, including refinement of the inhomogeneous intralayer
magnetic structure with near atomic resolution.
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Fig. 1. (a) Experimental (points) and fitted (lines) PNR spectra
from [Fe(35 Å)/Gd(50 Å)]5 multilayer measured at T = 140 K,
H = 500 Oe. (b) Experimental (circles) and fitted (line) RXMR
spectra for measured at the GdL2-edge (E = 7929 eV) T = 140 K,
H = 500 Oe. (c) Refined magnetization profile within the Fe/Gd
heterostructure as revealed by the simultaneous refinement of PNR
and RXMR spectra.

With our complementary approach, we have resolved element-
specific complex magnetic structures in a [Fe(35Å)/Gd(50Å)]5
heterostructure as a function of temperature and magnetic field
by performing simultaneous self-consistent refinement of po-
larized neutron reflectometry and resonant x-ray magnetic re-
flectometry spectra [1]. The complementary use of the PNR
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Fig. 2. Influence of the hydrogen pressure on the tempera-
ture dependence of the SDW and SW satellite peak intensities in
[Cr(500 Å)/V (14 Å)]4 multilayers as retrieved from scattering ex-
periments with neutrons (a) and with synchrotron radiation (b).

and RXMR techniques has made it possible to determine chan-
ges in the value of magnetic moment as well as in-plane mag-
netization rotation in Fe/Gd heterostructures. In Figure 1 are
shown the refined magnetization profiles together with PNR
and RXMR spectra from the Fe/Gd heterostructure measured
at T = 140 K, H = 500 Oe where within Gd layers there
appears a magnetic state with inhomogeneous magnetization
profiles. Gd magnetic moment was found to be enchased near
Gd/Fe interfaces and decreased in the middle of Gd layers.

2. Antiferromagnetic nanostructures

Cr-based layered nanostructures are itinerant antiferromagne-
tic systems where low-temperature behavior is associated with
the existence of spin-density waves (SDWs) incommensurate
with the bcc lattice periodicity of Cr. The SDW in Cr-based
systems coexists with a charge-density wave and a strain wave
(SW) corresponding to periodic modulations of the charge den-
sity and the lattice spacing, respectively, with half the period
of the SDW. Elastic strains, chemical impurities, dimensional
and proximity effects from neighboring layers may cause the
SDW to be commensurate with the Cr lattice periodicity.

Magnetic scattering of neutrons is directly sensitive to the
magnetic state of Cr and, in principle, it is able to provide
the very complete information on the SDW state in Cr films.
The Cr magnetic moment modulation produces corresponding
satellite reflections in the vicinity of forbidden Cr bcc Bragg
reflections, which can be detected with neutron scattering. In
the case of a commensurate SDW the neutron scattering re-
flections will be detected exactly at forbidden Bragg peaks.
However, neutron scattering requires a significant amount of
scattering material. In the case of thin films the intensity of the
detected satellite reflections is often rather low and we cannot
reach a good resolution in Q-space because of poor statistics.
Synchrotron x-ray scattering is able to detect satellite reflec-
tions arising around fundamental Cr Bragg peaks due to strain
waves. Although SW investigations do not reveal the SDW po-
larization, they have the advantage of a higher reciprocal-space
resolution.

A complementary approach combining high-resolution neu-
tron and anomalous x-ray diffraction allows one to resolve in-
tralayer magnetic structure in antiferromagnetic layers with
charge- and spin density waves. We apply this complemen-
tary approach to resolve spin-density wave state in Cr/V het-
erostructures and trace its evolution with temperature, mag-
netic field, and hydrogen uptake [2,3]. In our approach,we used
neutron scattering results for a qualitative description of the

SDW behavior (magnetic phase diagram) and x-ray data to gain
high resolution quantitative results. In Fig. 2 are shown neutron
and synchrotron scattering results from [Cr(500 Å)/V(14 Å)]4
multilayers, which provide direct experimental evidence that
hydrogen uptake into adjacent vanadium layers can be used for
fine tuning magnetic state in Cr layers, in particular, in order
to switch between incommensurate and commensurate SDW
states in a reversible way [3].

3. Conclusion

Summing up, the application of the complementary neutron
and synchrotron x-ray scattering techniques is important for the
determination intralayer magnetic structure in magnetic nanos-
tructures. We stress the importance of such an approach, for
it provides results that cannot be obtained by applying any of
these techniques separately. Simultaneous application of two
complementary techniques will be useful in the design of new
spintronic devices.
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FeMn-based top spin valves with composite free layer
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Abstract. FeMn-based top spin valves with a composite free layer consisting of two ferromagnetic layers were prepared by
high vacuum DC magnetron sputtering at room temperature. Magnetoresistance measured by the four-point probe method
in CIP geometry reaches 9.4%. The maximum of magnetoresistive sensitivity was about 6.4%/Oe. The strong dependence
of free layer hysteresis on the angle between applied magnetic field vector and the magnetic anisotropy axis in the film plane
is revealed. The reduction of free layer hysteresis down to 0.1 Oe in the magnetic field range 10–20 Oe is demonstrated.

Introduction

Conventional spin valves consist of two ferromagnetic (FM)
layers separated by a nonmagnetic spacer layer, one of FM
layers being “pinned” by an antiferromagnetic layer. In the
“top” spin-valve structure, the antiferromagnetic layer and the
adjacent pinned FM layer are located in the upper part of the
multilayer, whereas the “free” FM layer is disposed in the bot-
tom part, on a buffer layer. The magnetization reversal of free
and pinned layers occurs in different magnetic fields and is
followed by magnetic hysteresis. To improve spin valve char-
acteristics for various applications it’s to reduce the low field
hysteresis caused by the free layer magnetization reversal. One
of the ways to decrease the low field hysteresis in antiferro-
magnetic FeMn-based spin valves is to make a composite free
layer consisting of two FM layers, Fe20Ni80/Co90Fe10 [1–3].
In this bilayer, Co90Fe10 alloy has low magnetostriction and
permalloy induces strong 〈111〉 texture in the Co90Fe10 layer,
which results in the enhancement of the MR ratio. In this work
the dependence of the low field hysteresis and GMR ratio of
FeMn-based top spin valves with different Cu interlayer thick-
nesses and the Fe20Ni80/Co90Fe10 composite free layer on the
angle between applied magnetic field vector and the magnetic
anisotropy axis in the film plane have been studied.

1. Experimental

Samples of the composition Si/Ta(50 Å)/Fe20Ni80(20 Å)/
Co90Fe10(55 Å)/ Cu(tCu, Å)/ Co90Fe10(55 Å)/Fe50Mn50
(150 Å)/Ta(20 Å) with tCu = 24 Å (sample 1) or tCu = 32 Å
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Fig. 1. Magnetoresistance curve for structure glass/
Ta(50 Å)/FeNi(20 Å)/CoFe(55 Å)/Cu(24 Å)/CoFe(55 Å)/FeMn
(150 Å)/Ta(20 Å).
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Fig. 2. Comparison of GMR and coersivity of free layer for struc-
ture Ta(50Å)/FeNi(20Å)/CoFe(55Å)/Cu(tCu,Å)/CoFe(55Å)/FeMn
(150 Å)/Ta(20 Å) with 24 and 32 Å Cu layer thicknesses.

(sample 2) were prepared at room temperature on glass and
naturally oxidated (100)Si substrates by DC magnetron sput-
tering in high purity argon under pressure of 0.1 Pa. The
base pressure of residual gases in the deposition chamber was
10−7 Pa. Characterization of substrates was performed with
a non-contact method of scanning interferometry using an op-
tical profilometer. Typical roughness was rms = 2−3 Å and
rms = 5−7 Å for glass and (100)Si substrates, respectively.
Cu layer thicknesses tCu = 24 Å and tCu = 32 Å are cho-
sen close to the second and third maximum of the interlayer
exchange coupling in CoFe/Cu multilayers, respectively [4].
The multilayer deposition was performed in magnetic field of
H = 110 Oe applied in the film plane. Magnetoresistance was
measured by the four-point probe method in CIP geometry at
room temperature. Crystallographic and microstructural infor-
mation was obtained by transmission electron microscopy and
X-ray diffraction.

2. Results

An evident (111) Bragg peak from fcc Cu and Co90Fe10 was
detected by high-angle X-ray diffraction.The typical magnetic
field dependence of magnetoresistance for exchange biased
spin-valves is presented in Fig. 1. The maximal GMR ratios
of 9.4% and 8.2% were detected for Cu layer thicknesses of
tCu = 24 Å and tCu = 32 Å, respectively. The exchange-bias
field of the pinned FM layer was Heb = 160 Oe, that is a typ-
ical value for spin valves with FeMn antiferromagnetic layer.
The shape of free layer magnetoresistive hysteresis loops is
different for sample 1 and sample 2 (Fig. 2). Sample 2 has
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Fig. 3. The free layer hysteresis loops for the sample
glass/Ta(50 Å)/FeNi(20 Å)/CoFe(55 Å)/Cu(24 Å)/CoFe(55 Å)/
FeMn(150 Å)/Ta(20 Å) measured in geometry when magnetic field
vector is applied along easy axis in the film plane (α = 0◦) and along
direction deviated from easy axis in the film plane by the angle 20
degree (α = 20◦).

a rectangular-like shape of hysteresis loop and width about
10 Oe whereas the sample 1 with thinner Cu layer demon-
strates a smooth field dependence of magnetoresistance with
the hysteresis loop width at about 6 Oe.The maximal magne-
toresistive sensitivity determined by the descending branch of
the low field hysteresis loop was 6.4%/Oe for spin valve with
tCu = 32 Å.

To reduce the free layer hysteresis down to 1 Oe in a simi-
lar spin valve structure, the special sample treatment has been
used [5]. We propose an additional simple way how to reduce
the free layer hysteresis. We found that the deviation of ap-
plied magnetic field vector in the film plane from easy axis
crated in antiferromagnetic layer during multilayer deposition
in external magnetic field leads to decrease of GMR ratio, mag-
netoresistive sensitivity, and low field hysteresis. It was estab-
lished that the main hysteresis change occurs when the angle
(α) between the applied magnetic field vector and the magnetic
anisotropy axis is changed in the range of α = (0−20) degree.
Fig. 3 demonstrates the 30 times decrease of the hysteresis
loop width for the angle α = 20◦ in comparison with one
for α = 0◦. At the same time the GMR ratio for the case of
α = 20◦ still exceeds 8% and the sensitivity exceeds 1%/Oe.
This kind of magnetic field dependence of magnetoresistance
without hysteresis is of interest for GMR sensors, metrological
tasks, and other applications in which the univocal correspon-
dence between magnetic field value and electrical resistance
of the sample is important. Physical reasons explaining the re-
vealed reduction of free layer hysteresis still remain unclear. To
understand why domain wall displacements in magnetic layers
occurs without a pinning in case of α > 20◦ it is necessary to
perform micromagnetic model calculations.
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Abstract. The magnetic dependencies of the critical current of aluminum ring with asymmetric link-up of current leads have
been measured in order to clear up the essence of the paradoxical absence of the jump of the critical current at the quantum
number change revealed before at the measurements of asymmetric superconducting ring. The measurements have shown
that the experimental and theoretical dependencies agree in the region of magnetic field corresponding to integer numbers of
the flux quantum and disagree at the half of the flux quantum. The jump is not observed as well as in the asymmetric rings.

Introduction

The discreteness of the spectrum of the permitted velocity
v = p/m states because of the Bohr’s quantization pr = nh̄

goes down with the radius r and massm increase, in agreement
with the Bohr’s correspondence principle. Therefore the quan-
tum phenomena, such as the persistent current of electrons, can
be observed in nano-rings with r > 300 nm only at low temper-
ature [1,2] even at microscopic mass m = 9 × 10−31 kg. Su-
perconductivity is the exception thanks to the impossibility for
Cooper pairs to change their quantum state n individually [3].
This exception gives us an opportunity for more detailed re-
search of phenomena connected with the Bohr’s quantization:
a ring, in contrast to atom, can be made in different forms.

1. Periodical dependencies in magnetic field

We can observe the change of the quantum number n in mag-
netic field B thanks to a “huge” radius r > 500 nm of super-
conducting ring in comparison with atom orbit radius rB ≈
0.05 nm. This change is observed because of the Aharonov–
Bohm effect [1, 4], i.e. the influence of the magnetic vector
potential A of the canonical momentum p = mv + qA of
a particle with charge q. The momentum of a free particle
is described with the gradient p = h̄∇ϕ of the phase ϕ of
the wave function � = |�| exp iϕ, according to the quan-
tum formalism. Because of the requirement that the com-
plex wave function, describing a particle state, must be single-
valued � = |�| exp iϕ = |�| exp i(ϕ + n2π) at any point,
the phase ϕ must change by integral n multiples of 2π fol-
lowing a complete turn along the path of integration, yielding∮
l
dl∇ϕ = ∮

l
dlp/h̄ = ∮

l
dl(mv + qA)/h̄ = m

∮
l
dlv/h̄ +

2π�/�0 = n2π . The integer number n of the permitted state
with minimum energy ∝ v2 ∝ (n − �/�0)

2 should change
with magnetic flux � = BS ≈ Bπr2 at � = (n + 0.5)�0.
The flux quantum �0 = 2πh̄/q equals ≈ 4140 T nm2 for
electron q = e and ≈ 2070 T nm2 for Cooper pair q = 2e.
Consequently the n change can be observed in magnetic field
B > �0/πr

2 ≈ 0.0026 T in a superconducting ring with
r ≈ 500 nm and in the inaccessibly high magnetic fields
�0/πr

2
B ≈ 530000 T for atom orbit with rB ≈ 0.05 nm.

The magnetic periodicity in different parameters, such as:
resistance [4, 5, 6, 7], magnetic susceptibility [8], critical cur-
rent [9,10] and dc voltage [6,7,9] demonstrate unambiguously
the n change with the magnetic flux � = BS inside ring: the
resistance oscillations have minimum value at � = n�0 and
maximum value at � = (n + 0.5)�0, in accordance with the

theoretical relation �R ∝ v2 ∝ (n − �/�0)
2; magnetic sus-

ceptibility and dc voltage change the sign at � = n�0 and
� = (n + 0.5)�0, in accordance with the theoretical relation
M ∝ Vp ∝ v ∝ n−�/�0; the critical current of symmetric
ring have minimum value at � = (n+ 0.5)�0 and maximum
value at � = (n + 0.5)�0, in accordance with the relation
Ic = Ic0 − 2Ip, where Ip = s2ensv = Ip,A2(n − �/�0) is
the persistent current circulating in the ring clockwise or an-
ticlockwise [9]. No jump, which could be connected with the
jump of the permitted velocity v ∝ n−�/�0 and the persis-
tent current, because of the n change at � = (n + 0.5)�0 is
observed at these measurements in accordance with the theory:
the squared velocity v2 ∝ (n−�/�0)

2 and the absolute value
of the persistent current |Ip| = Ip,A2|n − �/�0| should not
change with n change from n to n + 1 at � = (n + 0.5)�0;
the average velocity at v ∝ n−�/�0 = (−0.5 + 0.5)/2 = 0
at � = (n+ 0.5)�0.

2. The jump absence at measurements of the critical
current with different section of ring halves

The jump could be expected at measurement of the oscillations
of the critical current of a superconducting ring with different
section of ring halves sw > sn. The critical current measured
in the one Ic+ or other Ic− direction should be equal [9]

Ic+, Ic− = Ic0 − Ip,A2

∣∣∣∣n− �

�0

∣∣∣∣ (1 + sw

sn

)
, (1a)

when the external current Iext measuring Ic+, Ic− is added with
the persistent current Ip in the narrow ring half sn and

Ic+, Ic− = Ic0 − Ip,A2|n− �

�0
|
(

1 + sn

sw

)
, (1b)

when the currents are added in the wide ring half sw. The jump
�Ic = Ip,A(sw/sn−sn/sw) should be observed because of the
change of the persistent current direction with the n change at
� = (n + 0.5)�0. But the measurements [9,10,11] have re-
vealed the absence of the expected jump in spite of the enough
large amplitude Ip,A of the persistent current and the relation
sw/sn ≈ 2. According to the universally recognised quan-
tum formalism the anisotropy Ic,an(�/�0) = Ic+(�/�0) −
Ic−(�/�0) of the critical current measured in the opposite
directions should appear in the asymmetric ring sw/sn > 1 be-
cause of the change of the functions Ic+(�/�0), Ic−(�/�0)

describing its magnetic dependencies, see Fig. 19 [9] and Fig. 3
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= 143.6 nm

= 153.1 nm

Fig. 1. The aluminum ring r ≈ 1 μm with asymmetric link-up of
current leads, lsh ≈ 0.7πr , llong ≈ 1.3πr .

[11]. But it was found [10] that the anisotropy Ic,an(�/�0) =
Ic(�/�0 + �φ) − Ic(�/�0 − �φ) appears because of the
changes in the arguments Ic+(�/�0) ≈ Ic(�/�0 + �φ),
Ic−(�/�0) ≈ Ic(�/�0 − �φ) of the functions rather than
the functions themselves. The shift of the periodic dependen-
cies of the critical current on the quarter of the flux quantum
�φ ≈ 1/4 [10] is very paradoxical phenomenon which can
not be explained now as well as the absence of the Ic+, Ic−
jump with the n change.

3. Measurements of the critical current
of superconducting rings with asymmetric
link-up of current leads

In order to clear up the essence of the second puzzle we have
measured the magnetic dependencies of the critical current of
aluminum ring with asymmetric link-up of current leads, Fig. 1.
The critical current should determined with the transition into
the resistive state only of the shot segment lsh ≈ 0.35 2πr at
the relation of the persistent current amplitude and the critical
current Ip,A/Ic0 < 0.25 measured on the ring, Fig. 2, with
the segment relation llong/lsh ≈ 0.65/0.35 ≈ 1.8. The critical
current dependencies should describe with the relations

Ic+ = Ic0 − Ip,A

(
n− �

�0

)
, (2a)

Ic− = Ic0 + Ip,A

(
n− �

�0

)
, (2b)

implying the jump�Ic = Ip,A at� = (n+0.5)�0, Fig. 2. The
measured dependencies Ic+(�/�0), Ic−(�/�0) correspond
to the expected one (2) in the region near � = n�0, Fig. 2.
Nevertheless the jump, which must be because of the quantum
number n change according to (2), is not observed, Fig. 2. The
measured values of the critical current Ic+(�/�0), Ic−(�/�0)

vary smoothly with magnetic flux value near� = (n+0.5)�0,
Fig. 2, in defiance of the quantum formalism predicting the Ic
jump (2). The aspiration of Nature to avoid the jump surprises.
It is puzzle that the experimental and theoretical dependencies
agree near � ≈ n�0 and disagree near � ≈ (n+ 0.5)�0.

n = −3 n = −2 n = −1 n = 0 n = 1 n = 2 n = 3

−3 −2 −1 0 1 2 3
Φ/Φ0

21

14

I c
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A
)

Fig. 2. The magnetic dependencies of the critical current Ic+(�/�0)

of aluminum ring with asymmetric link-up of current leads measured
at the temperature T ≈ 0.900Tc; T ≈ 0.933Tc; Tc ≈ 1.52 K.
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Abstract. The magnetoelectric particulate composite magnetostrictive ferrite/ferroelectric structures were fabricated. Their
structural, magnetic, and frequency dependent magnetoelectric properties were investigated. It is shown that such structures
can be used in magnetic field sensing applications.

Introduction

Multiferroic magnetoelectric (ME) composite structures [1,2]
made by combination of piezoelectric and magnetic substances
together have drawn great interest in recent years due to their
multifunctionality. In such structures the coupling interaction
between piezoelectric and magnetic subsystems can produce
at room temperature a ME response several orders of magni-
tude higher than that in the single phase ME materials so far
available. The ME composites provide interesting opportuni-
ties for numerous potential applications such as magnetic and
electric transducers, actuators, sensors of ac and dc magnetic
fields. The ME effect in composite materials is known as a
product tensor property which results from the cross interac-
tion between different orderings of the two phases. This is a
complicated electrical and magnetic phenomenon mediated by
elastic interaction. The ME effect in composites is extrinsic
and depends on microstructure and coupling interaction across
magnetic-piezoelectric interfaces.

Complex oxides can have magnetostrictive or ferroelectric
properties. Ferrites of various compositions can be used as a
magnetostrictive component. Their advantage is in chemical
stability, high values of Curie temperature and magnetostric-
tion coefficient λ. Lead and barium titanates can be used as
a ferroelectric component. The physical properties of oxide
composite structures strongly depend on preparation condi-
tions which can influence the value of the ME coefficient. We
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Fig. 1. The dc magnetic field dependence of the magnetoelectric
coefficient. The Ni0.8Co0.1Cu0.1Fe2O4/PZT composite. Frequency
140 Hz.
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Fig. 2. The ac magnetic field dependence of the magnetoelectric
coefficient. The Ni0.8Co0.1Cu0.1Fe2O4/PZT composite. Frequency
140 Hz. Hdc = 584 Oe.

synthesized the iron- and nickel based ferrites, BaTiO3-based
ferroelectrics, composite structures, and investigated their ME
properties.

1. Experimental

The CoFe2O4, Ni0.8Zn0.2Fe2O and Ni0.8Co0.1Cu0.1Fe2O4 fer-
rites were synthesized using thermal treatment of oxalates, co-
precipitated from the nitrate solutions. The metallic Fe, Cu,
Zn, Ni, and Co(NO3)3 · 6H2O were used as initial compo-
nents. The precursors were thermally treated in air for 3 h. at
900–1000 ◦C. The phase composition was controlled by X-ray
diffraction. The BaTiO3-based materials were synthesized in
similar way. For some compositions the commercially avail-
able PZT was used. The composite ME structures with various
ratios of ferroelectric to magnetostrictive phases were obtained
by pressing the initial powders and their thermal treatment in
air or flowing oxygen for 3 h. at 1050 ◦C. Such temperature
have benn chosen to avoid chemical reactions between the fer-
roelectric and magnetostrictive phases at higher temperatures.
Silver paste was used for making electrodes for electrical con-
tact.

Magnetoelectric properties were measured by application
to the sample a small ac magnetic field with varying frequency
f created by Helmholts coils and dc magnetic field H created
by electromagnet. The dependence of ME coefficient on the
value and frequency of the ac magnetic field and strength of
the dc magnetic field were investigated.
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Typical dc magnetic field dependence of the magnetoelec-
tric coefficient recorded at the frequency of 140 Hz for the
Ni0.8Co0.1Cu0.1Fe2O4/PZT composite is shown in Fig. 1. The
peak in the ME(H) curve below 1 kOe is explained by the dc
magnetic field dependence of λ and the fact that the dλ/dHdc
dependence has maximum at ∼600 Oe.

Measurements of the orientation dependence of magneto-
electric coefficient revealed almost 2.5 greater value ofME for
the longitudinal orientation (Hac parallel to Hdc) as compared
to the transverse (Hac perpendicular to Hdc) orientation due
to the differences of the values of longitudinal and transverse
components of magnetostriction.

Figure 2 illustrates the possibility of ac magnetic field sens-
ing using ME composites under static magnetic field biasing
of Hdc = 584 Oe. As is seen from Fig. 2. using such materials
the sensors of magnetic field with sensitivity below 1 Oe can
be made.
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Microcavity polaritons are two-dimensional composite bosons
arising from strong exciton-photon coupling in a semiconduc-
tor microcavity. This system has been attracting much atten-
tion during the last 5–10 year. A number of phenomena due
to polariton-polariton interactions have been observed such as
polariton superfluidity [1], stimulated polariton-polariton scat-
tering [2] and non-equilibrium polariton Bose–Einstein con-
densation (BEC) [3]. A characteristic property of interact-
ing atom BECs is the existence of non-dispersive localised
wavepackets — bright solitons, which are stabilised by attrac-
tive (repulsive) interactions for the case of positive (negative)
effective mass. In the non-equilibrium systems, such as micro-
cavity polaritons, the balance between net loss and gain is also
critical for the soliton robustness. Here, for the first time we
observe polariton bright solitons (predicted in Ref. [4]) due to
the combination of the natural negative effective mass of the
lower polariton (LP) branch at large k-vectors (Fig. 1 c)) and
polariton-polariton repulsive interactions.

If the LP branch is driven resonantly by a blueshifted pump
CW laser (Fig. 1c) the internal pump polariton field exhibits
bistable behaviour ( Fig. 1a) as a function of the pump k-vector
(kp) at fixed laser energy. For a large pump spot (experimen-
tally ∼70μm), the soliton results from switching in the bistable
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Fig. 1. (a) Dependence of polariton PL emission as a function of
pump k-vector at fixed pump energy showing bistable behaviour of
the internal pump polariton field. (b) Soliton emission intensity ver-
sus position X and time. Probe arrives at time t = 0 at position
X = −20 μm. (c) Schematic of the experiment. (d) Soliton dis-
persion in energy-momentum space E(kx) taken at 30 ps after the
arrival of the probe beam.

region (kp < 2.38 μm−1) from the lower to the upper state lo-
cally in a region of a few microns [4]. For kp larger than the
k-vector corresponding to the point of inflection of the LP dis-
persion, i.e. for the negative effective mass, the wavepacket
of the switched on LP states is a soliton, which dispersion is
suppressed by repulsive polariton-polariton interaction.

In our experiment, a ps pulsed probe beam focused to a
small spot (7 μm) at position x = −20 μm triggers soliton
formation (Fig. 1b). Soliton trace in the X direction (parallel
to the direction of incidence of the pump) versus time is shown
in Fig. 1b) for kprobe = kp. We found that the soliton width
along X (∼4.6 μm) and the soliton speed (∼1.4 μm/ps) are
independent of the probe size and probe k-vector. Fig. 1d
shows the soliton dispersion in E − kx space, which is nearly
linear and has a broad spectral and momentum distribution of
∼1.3 meV and 2 μm−1, respectively. Soliton traces similar to
that in Fig. 1b were obtained for probe spot size of 14 μm and
for probe k-vector kprobe = 1/2 kp.

Essentially, the soliton emission does NOT arise from four-
wave mixing (FWM) between the pump and the probe beams
observed in Ref. [2], since the FWM signal is only expected
at kp due to phase matching. The probe just switches the
system on to the upper pump bistable state locally, resulting in
self-organised polariton-polariton scattering from the switched
pump state into a continuum of LP states with k-vectors from 0
to 2kp, which form a soliton. The soliton speed is given by
the pump k-vector kp and the soliton size is determined by

the healing length ξ =
√
h̄2/(2|meff |Eshift) ∼ 3−5 μm by

analogy with bright solitons in atom BEC. Here meff < 0
is polariton effective mass at kp, and Eshift ∼ 0.2 meV is
the pump blueshift with respect of the LP branch, defining
the energy of polariton-polariton interactions in the localised
wavepacket.

Finally, a second phase-locked probe beam was employed at
a time delay after soliton initialisation. Although probe 2 beam
only partially overlaps with the soliton in momentum and en-
ergy space, we are able to switch the soliton off when this beam
is out of phase with the first probe pulse. This demonstrates
ultrafast coherent control of polariton solitons, which have a
potential to be used in fast (>100 GHz) polariton switches and
logic gates [5].
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Whispering gallery modes of surface plasmon polaritons
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Abstract. In this work we analyze whispering gallery modes (WGMs) of surface plasmon polaritons (SPPs) on the surface
of cylindrical microcavity. We show that by means of using SPPs, dimensions of the microcavity can be decreased up to
subwavelength scales. Frequency dependence of Q-factor for considered microcavity has a resonance behavior. Appearance
of the maximum is explained by the decrease of radiation losses and increase of free carrier absorption (FCA) with
azimuthal wavenumber.

Introduction

Entire photonic integrated circuit includes passive, active and
nonlinear elements [1]– [4]. Nowadays, one of the main prob-
lem of photonic integrated circuits is design of nonlinear op-
tical elements [5]. Nonlinear optical effects in the solid state
material rather week in comparison with nonlinear electrical
effects. In order to reach considerable nonlinear optical ef-
fect, it is necessary to accumulate high optical power in mi-
crocavity with nonlinear core. Optical power accumulated in
microcavity depends on the quality factor (Q-factor) of the res-
onator. The highest Q-factors, up to 1010 [6], are reached in
the axial-symmetry resonators (cylindrical, toroidal, spherical)
with whispering gallery modes (WGMs) [6]– [10].

Linear dimension of such resonators is rather big (∼100μm)
in comparison with base elements of electrical integrated cir-
cuits (∼10 nm). Decrease of resonator dimension results in
exponential decay of Q-factor.

In this work we propose a solution of this problem by means
of WGMs of surface plasmon polaritons (SPPs) [11].

1. Model

We use the simplest model of infinitely long metallic cylinder
resonator with dielectric function ε(ω) (Fig. 1a). We suppose
that the cylinder is surrounded by a vacuum. Dielectric func-
tion of the cylinder we describe within Drude-Lorentz approx-
imation:

ε(ω) = ε∞
(

1 − �2

ω(ω + iγ )

)
. (1)

ε∞ is a dielectric function of the material at ω → ∞, γ is in-
verse relaxation time that corresponds to free carrier absorption
(FCA), � is plasma frequency of the material:

� =
√

4πne2

m∗ε∞ . (2)

ns is concentration of free electrons in the material, m∗ is their
effective mass.

We seek Maxwell’s equations solution in the form of az-
imuthal wave. It means that electric and magnetic field, E and
H, depend on azimuthal angle, φ, as exp(iφn) (m is an integer
number), depend on the t as exp(−iωt) and does not depend
on the z ( ∂

∂z
≡ 0). As a matter of fact, we consider the problem

of cylindrical waveguide but suppose that propagation constant
along z-axis is equal to zero (kz = 0). In this case, Maxwell’s

(a)

(b)

Re( (x,y))Hz

r

r

Hz

Er

Eϕ

Re(H )z Im(H )za

ε(ω)

TM-polarisation

Fig. 1. (a) Model of axial-symmetry resonator: infinitely long cylin-
der with dielectric function ε(ω). Radius of the cylinder is a. (b) Pat-
tern of magnetic lines of force for SPP WGM. Azimuthal wavenum-
ber m = 4.

equations allow dividing of solutions into two types: TE and
TM modes. We consider only TM-modes. Electric and mag-
netic field components for TM-mode are shown in Fig. 1a.

Q-factor of the resonator is defined as

Q = 1

2

Re(ω)

Im(ω)
, (3)

where ω is the eigenfrequency depending on the azimuthal
wavenumber, m.

2. Results and discussion

As an example, we consider gold cylinder (� = 9 eV) of
0.2 μm radius. As a first step we ignore FCA (γ = 0). It
means that optical losses occur due to radiation only. Field
distribution for SPP WGM is shown at the Fig. 1a and pattern
of magnetic lines of forces are shown in Fig. 1b. Dependence of
real and imaginary parts of eigenfrequency, Re(ω) and Im(ω),
on azimuthal wavenumber,m, for SPPWGM is shown in Fig. 2.

At high azimuthal wavenumber, eigenfrequency of SPP
WGM tends to the frequency of surface plasmon (�/

√
2) prop-

agating along planar interface [11]. It is not by accident, be-
cause at high azimuthal wavenumber, wavelength of the SPP
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is much less than the radius of the cylinder and SPP behaves
like in the plane geometry.

Radiation losses of eigenmode exponentially depend on the
penetration depth of the field outside the resonator. Analysis
of Maxwell’s equations show that characteristic penetration
depth of the field outside the resonator linearly decrease with
azimuthal wavenumber, m. Therefore, radiation losses expo-
nentially decrease with azimuthal wavenumber, m (Fig. 2b).

It is known that FCA for SPP propagating along planar
interface increases at the frequencies close to the surface plas-
mon frequency [11]. Increase of FCA and decrease of radiation
losses for SPP WGM result in appearance of the minimum in
the dependence of Im(ω) on the azimuthal wavenumber,m. In
Fig. 3a we show dependence of Im(ω) on m for the resonator
considered above taking into account FCA. Minimum of the
losses corresponds to m = 16. Frequency dependence of Q-
factor on m for different inverse relaxation times is presented
in Fig. 3b.

3. Conclusion

We have shown that by means of SPPs, dimensions of axial-
symmetric resonators can be decreased up to subwavelength
scales. Q-factor of the axial-symmetry cavities has resonance
behavior depending on azimuthal wavenumber. Nature of this
maximum is explained by the decreasing of radiation losses
and increasing FCA with azimuthal wavenumber. Right choice
of operation frequency can increase Q-factor of the resonator
several times.
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Abstract. We investigate numerically the light emission of a quantum dot (QD) from a periodic array of gold Yagi–Uda
nanoantennas in the weak coupling limit. We show that the interaction of the QD (described as a point dipole) with the
localized plasmon in the feed element of the antenna can lead to a very strong near-field enhancement of the dipole
emission. The radiative intensity of the QD emission may exceed the radiative intensity of an equivalent dipole in free-space
by a factor of hundred.

Optical nanoantennas which alow to control light emission
from a single molecule or quantum dot have been in the fo-
cus of intensive investigations in the recent years [1–12].

Metal antennas are traditionally used for controlling the
radiation pattern of electromagnetic wave emission in the radio
and microwave frequency range. Though the electromagnetic
properties of metals in the optical range differ significantly
from that in the radio and microwave range, it seems to be
reasonable to use the main concepts of radio antennas in the
optical range as well. It has been suggested [2, 3, 5, 12] to
construct a nanooptical antenna with elements that are arranged
as in the radio Yagi–Uda antennas.

Yagi–Uda antenna consists usually of one or two reflec-
tors, one feed element and several directors with appropriately
selected scattering phases (reflector and director are slightly
detuned inductively and capacitively). As it has been recently
shown, the nanoantenna elements can be nanorods [3, 5, 12],
core-shell [2] or spherical [11] nanoparticles. All elements
scatter the light and the resulting interference forms a highly
directed beam along the antenna axis. The size of the elements
in such optical Yagi–Uda nanoantennas have to be smaller
than the light emission wavelength in free-space. Such op-
tical nanoantennas only work efficiently in narrow frequency
domains, where the interaction of the emitter with light is reso-
nantly enhanced because of the excitation of so-called localized
plasmons [13,14] in the nanoantenna elements.

Spontaneous emission is not an intrinsic atomic property,
but it depends sensitively on the local density of photonic
modes at certain frequencies in a microcavity [15, 16], or,
equivalently, on the local electromagnetic field value at the
position of the quantum emitter [4, 6, 10]. Using resonances,
it is possible to increase the local electromagnetic field sig-
nificantly, and, resultantly, to enhance and redirect the dipole
emission. In the case of localized plasmon resonances, the col-
lective excitation of electrons at the plasmon frequency leads
to a considerably enhanced emission rate when the point dipole
is located in the vicinity of metallic nanoparticles with the ap-
propriate orientation of its dipole moment [5,7,9].

The exact description of photon radiation from the quan-
tum emitter located in some metal-dielectric environment is
very complicated. A convenient approximation is a model
of an oscillating point dipole. It oscillates with constant fre-
quency and magnitude fixed by the external source (so-called

weak coupling limit). In other words, the emission of a current
�j(�r, t) = �j0×δ(�r−�r0)×e−iωt inside an environment with spa-
tially modulated permittivity has to be calculated. This system
is now classical and can be described by Maxwell’s equations.

The structure of interest is shown schematically in Fig. 1.
It consists of a glass superstrate (ε = 2.4), a periodic array of
opticalYagi–Uda nanoantennas ordered in a rectangular lattice,
and a quartz substrate (ε = 2.13). The periods along the x- and
y-axis are equal to 450 and 300 nm, respectively. Each antenna
consists of three rectangular gold parallelepipeds of 30 nm
height and 100 nm width. The lengths of the top (director),
middle (feed), and bottom (reflector) elements are 220, 250 and
300 nm, respectively. They are located in glass and the vertical
distance between them is equal to 100 nm. We assumed the
gold permittivity to be described by the Drude formula with
2180 THz plasma frequency and 19.5 THz damping rate.

Our first goal is to calculate the directional pattern as well
as the emission spectra in the direction normal to the antenna
plane. It makes sense to normalize the computed emission
intensity P(ϑ, ϕ), i. e., the Poynting vector of the dipole emis-
sion in the far field as a function of the spherical angles ϑ and
φ, to the maximum intensity of the emission of a point dipole
in free-space, which oscillates with the same magnitude and
frequency. Thus, we can easily distinguish the enhancement
of emission (P > 1) from the attenuation (P < 1) compared

Z
Y

X

Fig. 1. Lateral view of a periodic array of opticalYagi–Uda nanoan-
tennas with an x-oriented oscillating point dipole (black point with
arrow) located at a horizontal distance of 5 nm from the feed element
of one nanoantenna.
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bottom (dashed curve) directions of the oscillating point dipole (di-
rected along x) coupled to the gold Yagi–Uda nanoantenna array.

to the dipole located in homogeneous vacuum.
The calculated emission spectra in top (+z) and bottom

(−z) directions of the x-directed oscillating point dipole lo-
cated inside the periodic array of goldYagi–Uda nanoantennas
are shown in Fig. 2. The dipole is placed on the horizontal
symmetry axis along x-direction at a distance of 5 nm to the
edge of the feed element (see in Fig. 1). Only one strong and
narrow resonance occurs in the emission spectra in the top di-
rection at the photon energy h̄ω = 820 meV (λ = 1.5 μm).
Its magnitude is about 250 and the FWHM is 107 meV. The
emission to the bottom direction is significantly smaller. It has
even a minimum at the plasmon resonance.

Figure 3 depicts the calculated radiation pattern of emis-
sion P(ϑ, ϕ)�er at the resonant photon energy h̄ω = 820 meV
(where �er is the unit radial vector of a spherical coordinate
system centered in the point dipole position). The calculated
radiative part of the Purcell factor appears to be as high as
80, which indicates a very strong enhancement of the dipole
emission by the feed element. In spite of only one director em-
ployed in our Yagi–Uda antenna, the emission in top direction
appears to be highly directional.

Finally, we would like to mention that in the antenna array
allows to control the emission directivity further, by using sev-
eral emitting dipoles in different positions and controlling their
phase difference of oscillations. Figure 3 shows the scaled by
1/2 2D polar diagrams of the emission of two synchronized
dipoles, positioned at neighboring antennas of the array at dis-
tance �d, proportional to integer numbers of periods (see dotted
and dashed lines in the left and central panels). The emission
intensity of the synchronized pair of dipoles normalized to the
maximum emission intensity of two non-synchronized dipoles
is then simplyP2( �d, ϑ, ϕ)=P(ϑ, ϕ)[1+cos(2πn( �d× �er)/λ)],
whereP(ϑ, ϕ) is the directional pattern of a single dipole (solid
line), and n is the refractive index of superstrate. Note that the
polar diagrams P2 of the synchronized dipoles demonstrate the
effect of super-radiance: the Purcell factor of two synchronized
closely positioned dipoles becomes twice larger than unsyn-
chronized. It is seen also that it becomes possible to increase
the directivity using two emitting dipoles.

To conclude, we show that the goldYagi–Uda nanoantenna
array enhances and simultaneously directs radiation of the os-
cillating point dipole. The dipole-nanoantenna enhancement
depends very strongly on the oscillating frequency, dipole po-
sition, and orientation of its moment. It becomes possible to
control the emission directivity further by using several syn-

Fig. 3. Calculated 2D polar diagrams of far-field emission in xz (left
panel) and yz (right panel) planes for the x-oriented oscillating point
dipole coupled to the gold Yagi–Uda nanoantenna array at resonant
photon energy (λ = 1.5 μm). Dashed lines show the scaled by a
factor of 1/2 polar diagrams of P2( �d, ϑ, ϕ), the emission of a pair
of synchronized dipoles separated by distance �d (see explanation in
the text).

chronized emitting dipoles attached to different antennas in
the array. This opens a way to manipulate an excited-state
lifetime of a quantum emitter and to fabricate narrow beaming
nanoscale antennas in the optical range.
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Elastic scattering of light in opaline photonic crystals
under the multiple Bragg diffraction conditions
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Abstract. Optical spectra of light specularly and diffusively reflected by an opaline photonic crystal made up of polystyrene
spheres have been studied. A resonant enhancement of the light scattering in the vicinity of photonic stop-band edges of the
crystal is observed. A careful structural and optical characterization of the sample is performed through analyzing Bragg
reflection spectra in the framework of the dynamical diffraction theory, and dispersion curves of electromagnetic modes are
computed. A comparison is made between the dispersion curves and spectral positions of the light scattering peaks, which
indicates a key role of photonic density-of-states in shaping the diffuse reflection spectra.

Introduction

Elastic scattering of electromagnetic waves appeared as diffu-
sive reflection of light from a condensed matter is indicative
of its random spatial inhomogeneity [1]. An investigation of
the medium when analyzing angle and spectral characteristics
of scattered light permits important extra information to be
obtained about its disorder degree both in the bulk and on in-
terfaces. In the case of spatially periodic systems like photonic
crystals (PhCs) [2] the diffusive component of the reflected field
arises due to the elastic scattering of light from the random in-
homogeneity against the background of a regular diffractive
component. In this work, new optical phenomena associated
with resonant elastic scattering of light from opaline PhCs are
studied. Geometrical and spectral characteristics of the scat-
tering indicatrix are analyzed. The spectra of scattered light
are compared with the Bragg reflection bands and dispersion
curves of the electromagnetic modes of the PhC. We pay atten-
tion to spectral features of the scattering cross-section which
result from a strong modification in photonic energy spectrum
for the three-dimensional PhC possessing a high dielectric con-
trast.

1. Experimental

The opaline PhCs under study are the films (of about 5 μm in
thickness) made up of monodisperse polystyrene spheres. The
particles synthesized by styrene and methacrylic acid emulsi-
fier-free emulsion copolymerization initiated by potassium per-
sulfate have a spherical shape, uniform surface and particle size
distribution less than 2%. The Bragg reflection and elastic light
scattering spectra are measured in s-polarized light when in-
coming s-polarized radiation is incident on the lateral reflecting
surface (111) of the PhC film. The plane of incidence coin-
cided with the plane of scattering. The azimuth orientation of
the sample was chosen for the plane of incidence be perpendic-
ular to the oblique crystal planes (002) and (111̄). The sample
was roughly oriented with a scanning electron microscope but
it was more precisely positioned using measured Bragg reflec-
tion spectra under the multiple Bragg diffraction conditions [3].
Electron microscopy images allowed us to determine the mean
distance, a00 ≈ 280 nm, between neighboring particles placed
in the lateral plane.

The spectral measurement results shown in Fig. 1 demon-
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Fig. 1. (a) Spectra of s-polarized light specularly (Rss) and diffu-
sively (σss) reflected by the opaline PhC made up of polystyrene
spheres: Rss for the incidence angle θ = 44◦, σss for the incidence
and scattering angles θ = 0◦ and θ ′ = 44◦, respectively; in the nor-
malized frequency a00/λ, a00 is the distance between neighboring
spheres in the lateral plane, λ is the wavelength of light in vacuum.
(b) Location of the scattering peaks in the σss-spectra as a function
of θ ′ at normal incidence of light (symbols — experiment, solid
lines — theory).

strate more important features in the diffusive reflection spec-
trum. In Fig. 1a, the light scattering spectrum (the curve σss
for the angle of incidence θ = 0◦ and the angle of scatter-
ing θ ′ = 44◦), is compared with the specular Bragg reflection
spectrum (at the angle of incidence θ = 44◦). It is worth not-
ing that the maximum intensity of the diffusive scattering is
three-four orders of magnitude less than that of the specular
(Bragg) reflection.

The light scattering spectrum shows a rather rich structure.
At least, five peaks (λi1, λi2, λf 1, λf 3 and λf 4) are present in
the σss spectrum. The dependencies of scattering peak posi-
tions on the scattering angle θ ′ at the fixed angle of incidence
θ = 0◦ are shown in Fig. 1b by experimental dots on the cor-
responding curves f1 to f4. As to the peaks λi1 and λi2, their
spectral positions don’t depend on the angle θ ′ if θ is fixed.
A comparison between the spectra σss(θ = 0◦, θ ′ = 44◦) and
Rss(θ = 44◦) shows that the scattering peaks appear on the
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short- and long-wavelength edges of the main reflection band
Rss(θ = 44◦), whereas the scattering peak λf 1 corresponds to
the additional (in the short-wave range) peak in the Rss spec-
trum. As this takes place, the spectral maxima λi1 and λi2
observed in the long-wave range of the entire spectrum arise
on the Bragg reflection band edges for the normal incidence of
light (the spectrum Rss(θ = 0◦) isn’t depicted in Fig. 1).

Measuring in detail the angle dependencies of the σss(θ, θ
′)

spectra, we found their high sensitivity to the values of θ and
θ ′. A strong correlation of the scattering peak positions with
the band edges of the Bragg reflection is always observed. In
Fig. 1b, the results of the measurements for the fixed angle of
incidence θ = 0◦ and for different angles of scattering θ ′ are
depicted by black circles. The vertical dashed line corresponds
to the angle of scattering θ ′ = 44◦ used in measuring the
σss spectrum in Fig. 1a. The same line denotes the angle of
incidence θ = 44◦ at which the Bragg reflection spectrum Rss
is recorded.

As can be seen from Fig. 1b, the scattering peak positions
λf 1, λf 3 and λf 4 as a function of the scattering angle θ ′ are
given by smooth curves (respectively, f1, f3 and f4) which
form a well defined anti-crossing area (for f1 and f3 in the
vicinity of the θ ′ ≈ 48◦). The branch f1 is measured exper-
imentally in a rather wide range of angles 34◦ < θ ′ < 70◦,
whereas the experimental branches f3 and f4 are measurable
only up to θ ′ ≈ 63◦ and θ ′ ≈ 57◦, respectively. At higher
θ ′ values, the scattering peaks disappear on the continuous
background of the diffusive reflection. On the other hand, the
scattering spectrum manifests at θ ′ > 63◦ the weak peaks λf 2
(the f2 branch) which also correlate with the long-wave edge
of the Bragg reflection band.

2. Theoretical model and discussion

The fact that the positions of diffusive reflection peaks in the
σss(θ, θ

′) spectra coincide with the edges of the specular Bragg
reflection bandsRss(θ) andRss(θ

′) allows us to make a conclu-
sion about an important role of the photonic density of states
spectrum for the spectral behavior of the elastic light scattering.
Namely, the diffusive reflection peaks correspond to the pho-
tonic stop-band edges, where the density of such states reaches
the maximum values.

In order to validate such conclusion, we carried out a care-
ful structural and optical characterization of the PhC sample
under study in the framework of the approach proposed ear-
lier [3]. As a result, the values of the main geometrical and
dielectric parameters have been found that give true energy
positions of the Bragg reflection bands and describe qualita-
tively the reflectance contours both for s- and p-polarization of
light. With the parameter values determined we calculated nu-
merically the energy spectrum (dispersion curves) of the elec-
tromagnetic modes of the sample. It should be emphasized
that the dispersion curves calculated are the same that used in
computation of the Bragg reflection contours, i.e., they include
the decaying stop-band modes which are of crucial importance
in the presence of boundaries.

A comparison between the dispersion curves and spectral
positions of the light scattering peaks did show that the cross-
section is enhanced in the optical frequency domains where
the mode group velocity Vg becomes anomalously low, i.e.,
the electromagnetic density of states drastically increases. In

Fig. 1b, the solid lines represent the computed positions of the
singular points (Vg = 0) on the TE-mode dispersion curves as
a function of the incidence angle θ . The complex multi-mode
character of the photonic energy spectrum follows directly from
including the multiple Bragg diffraction effects in the theoret-
ical model under consideration [4]. The theoretical curves are
seen to be well consistent with the experimental data (the sym-
bols on the solid lines f1 to f4) confirming our deduction about
the resonant enhancement of the elastic scattering of light in
the vicinity of singularities in the energy spectrum of the PhC
electromagnetic eigen-states. Note that the phenomenon of the
resonant elastic scattering of light in spatially periodic medium
has recently been demonstrated theoretically [5] with a planar
Bragg structure (1D photonic crystal) possessing statistically
rough interfaces.

3. Conclusion

In connection with the results presented in this work, it should
be particularly emphasized that the theoretical and numerical
analysis of the Bragg reflection spectra and dispersion relations
for the PhC eigenmodes were carried out in the framework of
the dynamical theory of light diffraction. Such an approach al-
lowed us, without complicated and time consuming numerical
modeling, on a basis of relatively simple analytical expressions,
to gain more penetrating insight into physical mechanisms re-
sponsible for optical phenomena observed in PhCs including
the novel effects of elastic scattering of light in PhCs under the
multiple Bragg diffraction conditions.
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Opal-based photonic crystal heterostructures:
Multiple Bragg diffraction effects
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Faculty of Physics, St Petersburg State University, St Petersburg, Russia
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. New approach to the quantitative description and analysis of reflection and transmission spectra of photonic
crystal heterostructures is suggested. The spectra of reflectance and transmittance are calculated using the dynamical
diffraction theory generalized to the case of high dielectric contrast of a three-dimensional spatially periodic medium.
Comparison of the calculated contours with the reflection contours of the semi-infinite photonic crystals and the energy
spectra of electromagnetic eigenmodes is performed.

Introduction

Photonic crystal (PhC) structures (spatially periodic solid-state
structures whose dielectric constant is modulated with spac-
ing comparable to the light wavelength) are considered to be
promising materials for optoelectronics and nanophotonics [1].
Such structures attract also much attention in up-to-date studies
due to the fundamental scientific problems which come about
in attempting to explain PhC mediated optical phenomena [2].

PhC heterostructures consisting of PhCs differing in dielec-
tric (permittivity) or structural (lattice geometry) parameters
could be used as prospective structures for designing light-
manipulating devices in laser and telecommunication technolo-
gies such as effective waveguides and light traps [3].

In this paper, we show the results of theoretical studies
of shaping mechanisms for reflection and transmission spec-
tra of the PhC heterostructures based on thin films of three-
dimensional (3D) PhCs. Here, we consider the heterostructures
consisting of two PhC films with the symmetry of face-centered
cubic opal lattice. The effects of the multiple Bragg diffraction
(MBD) [4] due to three-dimensionality of the structure were
taken into account. At the same time the interference effects
that appear due to reflection of electromagnetic field eigen-
modes inside the structure from external interfaces as well as
from the heterointerface were considered.

1. Results

The reflection and transmission spectra are calculated using the
dynamical multiple diffraction theory generalized to the case
of high dielectric contrast of a 3D spatially periodic medium
within the framework of three-band mixing approximation [5].
In such a case, simultaneous diffraction from two systems of
crystal planes, (111) and (111̄), taking into account, with the
(111) planes being parallel to the reflecting surface of the struc-
ture, and the (111̄) planes being non-parallel to the reflecting
surface. Based on this approximation, an approach is proposed
to the analysis of complex-shape contour of the Bragg reflec-
tion from a PhC heterostructure.

Typical values of structural and dielectric parameters of
the opal-like PhCs fabricated from spherical polystyrene par-
ticles [6] were used for numerical calculations of the spectra.
The permittivity of the spherical particles forming the struc-
ture εa = 2.522 and the permittivity of pores εb = 1. Parti-
cle diameter for the first of the films forming the heterostruc-
ture was chosen to be 300 nm and for the second of the films
was chosen to be 375 nm. Calculations were performed for s-
and p-polarized light at the incidence angle θ = 57◦ at which
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Fig. 1. Bragg reflection spectra of a photonic crystal heterostruc-
ture assembled from polystyrene spheres of 300 nm in diameter
(20 monolayers) and 375 nm in diameter (20 monolayers). The in-
cidence angle θ = 57◦ for s- (a) and p- (b) polarized light. The
solid curve corresponds to reflection from the film assembled from
spheres of 300 nm in diameter. The dashed curve corresponds to
reflection from the film assembled from spheres of 375 nm in diam-
eter. The dotted curves are the reflection spectra from semi-infinite
photonic crystal structures assembled from spheres of appropriate
diameter.

the MBD is most pronounced. Dissipative channels of energy
losses and additional elastic scattering of light can be taken into
account in the phenomenological manner by including an ad-
ditional imaginary term iε

′′
0 into the average permittivity of the

PhC material. The imaginary part of the average permittivity
is taken to be ε

′′
0 = 0.05. Thickness of the films forming the

heterostructure were specified by the number of monolayers
Nml1 = Nml2 = 20. It is worth noting that the shape of re-
flectance and transmittance contours substantially depends on
the details of the boundary conditions at the external interfaces
as well as at the internal heterointerface.

The calculated spectra of the Bragg reflection from a PhC
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Fig. 2. Transmission spectra of a photonic crystal heterostructure as-
sembled from polystyrene spheres of 300 nm in diameter (20 mono-
layers) and 375 nm in diameter (20 monolayers). The incidence
angle θ = 57◦ for s- (a) and p- (b) polarized light. The solid curve
corresponds to reflection from the film assembled from spheres of
300 nm in diameter. The dashed curve corresponds to reflection
from the film assembled from spheres of 375 nm in diameter.

heterostructure are shown in Fig. 1 by solid and dashed curves.
In this case, the solid curves correspond to reflection from the
film consisting of spherical particles of 300 nm in diameter
and the dashed curves correspond to reflection from the film
consisting of spherical particles of 375 nm in diameter. The
resonant features are expressed more weakly for p-polarized
light which is associated with a smaller width of main pho-
tonic stop-band for the corresponding polarization compared
with s-polarized light [6]. As we see, upon reflection, in both
cases the spectra exhibit a peak with a dip caused by the diffrac-
tion of light from the (111̄) system of oblique crystal planes [4].
However, since the dielectric properties of the films are identi-
cal, the MBD conditions should take place for both PhC films
at the same angle of incidence of light on the structure. Thus,
two doublet structures (corresponding to the two parts of the
heterostructure) should appear in the spectrum of the PhC het-
erostructure.

2. Discussion

The observed spectral features correspond to the position of the
photonic band gap (PBG) of the film, at the side from where the
light falls. This fact becomes clear from comparing the spectra
of light reflection from PhC heterostructure with the spectra of
light reflection from a semi-infinite PhC consisting of particles
of the same diameter. The spectra of the Bragg reflection of
light from a semi-infinite PhC formed by particles of the same
diameter as the corresponding PhC films are shown in Fig. 1
by dotted curves.

The observed phenomenon explanation is as follows. When
light is reflected from the considered PhC heterostructure, the
extinction length (defined by the imaginary part of the mode
wave vector) is much smaller than the structure thickness due
to the effects of absorption and diffuse scattering. This leads
to the fact that much less light reaches the far part of the het-
erostructure than the near part. As a result, the resonance as-
sociated with the PBG of far (with respect to the light source)
PhC film exhibits in the reflection spectra is much weaker than
the resonance associated with the PBG of the near film.

Distortion of the classical Fabry–Pérot interference pattern
in the off-resonant region of the spectrum is due to the com-
plex nature of the interference on the three interfaces (the outer
surfaces of the PhC heterostructure and the internal heteroin-
terface). Increasing of Fabry–Pérot oscillations intensity in
the spectral range of PBG of the far (with respect to the light
source) PhC film is as follows. The existence of PBG reduces
the extinction length for the corresponding film in the resonant
region. This results in raising of interference on the interfaces
of the near PhC film.

Fig. 2 shows the transmission spectra of the PhC heterostruc-
ture. The figure shows that regardless from which side of the
structure light falls there are two transmission bands corre-
sponding to the PBGs of each PhC films forming the het-
erostructure in the transmission spectra (for both s- and p-
polarized light).

In conclusion, this paper generalizes the previously proposed
approach [5,7] to analyze the spectra of Bragg reflection from
PhCs. The theory developed in this paper is also based on the
numerical models of electromagnetic wave interaction with the
PhC medium, which are relatively simple and do not require
tedious numerical calculations. Reflection and transmission
spectra of the PhC heterostructures are calculated. An analysis
of features (directly related to the peculiarities of the dispersion
relations of electromagnetic field eigenmodes in the films form-
ing the heterostructure) manifested in such spectra is made.
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On dynamical diffraction theory in reflection and transmission
spectroscopy of 3D photonic crystal films
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Abstract. A study is made of Bragg reflection and transmission spectra for three-dimensional opal-like photonic crystal
slabs using numerical experiments. A comparison between the results of a full-wave electrodynamic simulation and an
analytical three-band mixing model is performed. The analytical approximation based on ideas of dynamical diffraction
theory is shown to describe correctly the complex shape of the Bragg reflection and transmission contours due to the
three-dimensional character of diffraction. The striking interference pattern (interference “comb”) predicted early in the
framework of the simple analytical model is reproduced in detail with the full-wave numerical calculations.

Introduction

Photonic crystal (PhC) structures (spatially periodic solid-state
structures whose dielectric constant is modulated with spac-
ing comparable to the light wavelength) are considered to be
promising materials for optoelectronics and nanophotonics [1].
Such structures attract also much attention in up-to-date studies
due to the fundamental scientific problems which come about
in attempting to explain PhC mediated optical phenomena [2].

Physics of PhCs is substantially based on the well-known
electrodynamics equations. Methods for solving many practi-
cal problems relating to such systems are known [3]. However,
as a rule, these recipes are of general character. They require
tedious numerical calculations and do not provide clear un-
derstanding the mechanisms of light interaction with spatially
confined PhC structures. Rather simple models permitting cal-
culations and the analysis of real optical spectra (such as reflec-
tion and transmission) containing principal information about
PhCs are not developed (or are not quite investigated) nowa-
days. In particular, dynamical aspects of a strong modification
of the Bragg reflection spectra under the multiple Bragg diffrac-
tion (MBD) conditions (i.e., due to the resonant light scatter-
ing simultaneously by several systems of intercepted crystal
planes) [4] remain not clear enough.

In this paper, we study Bragg reflection and transmission
spectra formed by resonant light diffraction from a three-dime-
nsional (3D) opal-like PhC using dynamical multiple diffrac-
tion theory as well as numerical experiment (full-wave elec-
trodynamic simulation). Here, we justify applicability of the
dynamical diffraction theory to PhCs possessing high dielec-
tric contrast. Particular attention is paid to a new interference
effects which are manifested for thin PhC films of high enough
perfection.

1. Theoretical model

The eigenmode dispersion curves and zero-order diffraction
(reflection and transmission) spectra are calculated using the
dynamical multiple diffraction theory generalized to the case
of high dielectric contrast of a 3D spatially periodic medium
within the framework of three-band mixing approximation [5].
In such a case, only the terms corresponding to the G111 and
G111̄ reciprocal lattice vectors survive in the dielectric function,

ε(r)=ε0+ε111e
iG111r+ε111̄e

iG111̄r+ε∗
111e

−iG111r+ε∗
111̄

e−iG111̄r,
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Fig. 1. Bragg reflection spectra of an opal-like photonic crystal
(assembled from polystyrene spheres of 300 nm in diameter). The
solid curve is calculated within the three-band mixing approxima-
tion (diffraction only from (111) and (111̄) crystal planes) for a
semi-infinite photonic crystal. The dotted curve is the result of full-
wave electrodynamics simulation (with a discretization of Maxwell’s
equations) for a photonic crystal film with the 21 monolayers thick-
ness. The incidence angle θ = 57◦, the imaginary part of the average
permittivity is taken to be ε

′′
0 = 0.05.

where ε0 = εaf +εb(1−f ) is the average permittivity of PhC
assembled from the spheres of permittivity εa and pores with
permittivity εb, f is the filling volume fraction of the spheres in
PhC, and ε111 and ε111̄ are the appropriate Fourier coefficients
which characterize the spatial modulation of ε(r) along the
[111] and [111̄] directions, respectively.

Calculations of the spectra are performed with an account
of theω(K) dispersion relations for the electromagnetic modes
excited inside PhC. Such relations are derived by placing a self-
consistency condition on the superposed incident (G = 0) and
diffracted (G = G111,G111̄) waves and are governed by the
dispersion equation

K2 − k2
0ε0 = |ε111|2k4

0

(K − G111)
2 − k2

0ε0
+ |ε111̄|2k4

0(
K − G111̄

)2 − k2
0ε0

,

where k0 = ω/c is the magnitude of the free-space wave vector,
ω is the frequency, and c is the velocity of light in free space.
The Maxwellian boundary conditions of continuity of tangen-
tial components for electric and magnetic fields are assumed
to be held so that the fields in the surface plane are matched for
each spatial Fourier component [2].

Full-wave electromagnetic simulations are carried out us-
ing a discretization of Maxwell’s equations on a grid of spatial
coordinates for the exact formulation of the problem [3]. The
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Fig. 2. Bragg reflection (a) and transmission (b) spectra of an
opal-like photonic crystal film (assembled from polystyrene spheres
of 300 nm in diameter) with the 21 monolayers thickness. The
solid curve is calculated within the three-band mixing approxima-
tion (diffraction only from (111) and (111̄) crystal planes). The
dotted curve is the result of full-wave electrodynamics simulation
(with a discretization of Maxwell’s equations). The incidence angle
θ = 57◦, the imaginary part of the average permittivity is taken to
be ε

′′
0 = 0.01.

periodic boundary conditions were applied for computational
domain in the directions perpendicular to the [111] to consider
infinite slab and the absorbing boundary conditions were ap-
plied in the [111] direction for the case of infinite open space.

Typical values of structural and dielectric parameters of the
opal-like PhC fabricated from spherical polystyrene particles
were used for numerical calculations of the spectra. Specif-
ically, for polystyrene εa = 2.522 and for vacuum εb = 1.
Calculations were performed for s-polarized light at the inci-
dence angle θ = 57◦. Dissipative channels of energy losses and
additional elastic scattering of light can be taken into account
in the phenomenological manner by including an additional
imaginary term iε

′′
0 into the average permittivity of the PhC

material.

2. Results and discussion
Comparison between the results of the full-wave electrody-
namic simulation for a PhC film with the 21 monolayers thick-
ness and those obtained in the three-band mixing approxima-
tion for a semi-infinite PhC is given in Fig. 1. This comparison
shows that the more remarkable differences between the full-
wave simulation and the analytical approximation used is only
observed near the short-wave edge of the spectral range con-
sidered.

Physical reason of the results discussed is as follows. In the
spectral range of interest, for the diameters of particles consti-
tuting PhC, no other peculiarities, except for those generated

by crystal planes (111) and (111̄), exist. Remarkable contribu-
tion to the energy spectrum in this spectral range is due to only
(111) and (111̄) planes, as well. Thus, the three-band mix-
ing approximation correctly describes the positions of spectral
peculiarities (Bragg peak and dip in reflection) as well as the
shape of the reflection contour.

The reflection and transmission spectra of PhC film pos-
sessing high enough structural perfection (ε

′′
0 = 0.01) is shown

in Fig. 2. An additional short-periodic Fabry–Pérot-like inter-
ference structure (interference “comb”) is seen in the reso-
nant range of the spectra. This structure is due to the spatial
quantization of additional low-group-velocity modes [6], and
is clearly demonstrated by the results of the numerical exper-
iment (full-wave simulation). Such extra structure disappears
with increasing the imaginary part of permittivity, which corre-
sponds usually to the deterioration of the PhC structural quality.

It is important to emphasize that relatively simple numeri-
cal models of electromagnetic wave interaction with the PhC
medium allow for 3D character of light diffraction and per-
mit correct description of the Bragg reflection contour doublet
structure which appears due to the MBD effects. Our cal-
culations justify the approach to the analysis and quantitative
description of the Bragg reflection complex-shape contour sug-
gested previously [5] and allows one to calculate in a simple
analytical way the Bragg reflection spectra of opal-like PhCs.

In conclusion, comparison between the results of the full-
wave electrodynamic simulation (using discretization of Max-
well’s equations for the exact formulation of the problem) and
those obtained within the three-band mixing approximation
is performed. It is shown that this approximation, based on
the dynamical diffraction theory, describes correctly the com-
plex shape of the Bragg reflection contour associated with the
3D character of diffraction. The effect of the interference
“comb” predicted previously for Bragg reflection and trans-
mission spectra of thin opal-like PhC films is confirmed by the
full-wave electrodynamic computations.
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Radiating gathering enhancement of X-ray waveguide-resonator
V. K. Egorov, E. V. Egorov
IMT RAS, 142432 Chernogolovka, Moscow District, Russia

Abstract. The problem of integral intensity increase of radiation beams formed by the planar X-ray waveguide-resonator
(PXWR) is discussed. Original solution of the problem in form of the input skewed concentrator for PXWR is presented.
This allowed to increase the device radiation gathering power on five times.

The basic features of the waveguide-resonance mechanism for
X-ray radiation propagation managed to be understood in re-
sult of systematical researches of X-ray flux transportation effi-
ciency showed by an air planar extended slit clearance (planar
X-ray guide) formed by flat quartz plates (reflectors) in the
conditions of the slit width variation [1]. The obtained data
allowed to plot the experimental dependence of CuKαβ flux
integral intensity formed by such X-ray guide on width of its
slit clearance. Similar measurements for X-ray beam former
built on base of the double slit-cut system consisting of two
vertical slit-cuts with distance between them equal to X-ray
guide length were executed for comparison. Both experimen-
tally received dependences are presented in Figure 1. X-ray
beam formation by the double slit-cut system was executed for
the slit width dimention interval 6-100 mm. The dependence
is well approximated by linear function. The propagation of
X-ray beam formed by any slit-cut systems is described by
the mechanism of its free stream. Similar dependence for the
quartz X-ray guide managed to be constructed for wider dimen-
tional interval of 0.02–100 mm. This dependence has been de-
scribed by three linear sections: 0–200 nm (a); 0.2–3 mm (b);
3–100 mm (c). The wide size interval (c) corresponds to well
studied area of X-ray flux propagation on the superposition
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Fig. 1. Scheme for study of intensity spatial distribution in beams
formed by planar waveguide, real distributions and dependences of
the beam integral intensities formed by waveguide (1) and double
slit-cut unit (2).

basis of the free stream mechanism and the multiple consecu-
tive external total reflection on the surfaces forming the capil-
lary channel. Approximation of the dependence characteristic
for the capillary dimentional interval into the nanosize area
shows an evident inconsistency of the mentioned mechanisms
for an explanation of high flux transportation efficiency magni-
tude featuring for the planar X-ray guides with a slit clearance
width s < 3 mm. This fact allowed to assume that the nanosize
area is characterized by X-ray flux propagation mechanism dif-
fering from earlier known. There was offered to conside the
area (b) as an interval of the changed propagation mechanism.
The new mechanism has received the name of a waveguide-
resonance propagation of X-ray quasimonochromators radia-
tion flux. The model of it managed to be constructed being
based on the radiation fundamental parameter — its coherence
length L (L = λ2

0/�λ), where λ0 is average value of the radi-
ation wavelength, �λ is degree of its monochromaticity). The
phenomenon of X-ray beam total external reflection (TER) on
the material interface is connected with formation of X-ray
standing wave area [2]. The size of this area is defined by half
of the radiation coherence length [1]. L/2 value for CuKαβ
radiation is equal to 196 nm. This magnitude is approximately
coinciding with top border of the dimensional interval (a). On
base of this correlation the conclusion has been drown that
basic distinction between the multiple total reflection and the
mechanism of waveguide-resonance stream is connected with
presence or absence of mutual overlapping for local interfer-
ence field areas of X-ray standing wave (Fig. 2). In condition
of the waveguide-resonance mechanism realization (s < L/2)
X-ray flux excites the uniform interference field of X-ray stand-
ing wave in whole volume of the extended slit clearance. This
field allows to transport of X-ray radiation flux almost without
attenuation. The device working in frame of this mechanism
realization was called the planar X-ray waveguide-resonator
(PXWR).

1. Specific features of PXWR

The PXWR captures a radiation flux in the angular interval
corresponding to a double critical angle of the radiation TER
for a reflector material. It forms X-ray beams with nanosize
width. Owing to essential distinction of X-ray source focus
projection width and the width of PXWR slit clearance, this
device forms radiation beams with enhanced radiation density.
Despite a little size of the waveguide-resonator slit clearance,
its emergent beam is not accompanied by diffraction satellites.
PXWR reduces intensity of the white radioactive component
in energy spectrum of the emergent beam owing to the worst
spatial coherence of this component. But PXWR of simplest
design is characterized by is the rather big angular divergence
of the emergent beam near 0.1−0.2◦. Besides, the PXWR

143



144 Nanostructure Devices

(a)

(b)

λ0E0

ER

ER

ER

E0 λ0

ϕ

2ϕ

Δz

Δz

ϕ

x

ϕ

z

s

Fig. 2. Schemes of X-ray flux propagation through a planar extended
slit clearance accordingly to the multiple total external reflection
mechanism (a) and by the waveguide-resonance one (b).
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Fig. 3. Schemes for study of FeKαβ spatial intensity distribution and
respective distribution in beams formed by the double slit-cut system
(a), the simple PXWR (b) and the modified waveguide-resonator (c).

forms X-ray beams conceding on the integral intensity param-
eter to beams formed by both the double slit-cut system and
monocapillaries (Fig. 1). This work presents the attempt to
raise PXWR radiation gathering power by modification of its
design.

2. PXWR equipped by the skewed concentrator

As the PXWR is capable to capture into the extended slit clear-
ance only small part of X-ray flux irradiated by X-ray tube, it
shows up a quite obvious to increase of its radiating gathering
power by rise of the radiating capture efficiency. The most
rational method of this problem solution in the context of sim-
plicity of its experimental realization to equip a simple PXWR
by the total reflection input skewed concentrator. To bypass the
aligning problems it was suggested to built of PXWR on base
of specific construction reflectors. Third of its working surface
was grinded away under the angle which was equal to half from
magnitude of TER critical angle. Furthermore, titanium strips
were deposited on the reflector edges. (Strips thickness defines
the width of PXWR slit clearance.) The modified PXWR was
configured from two upgraded reflectors, and, in result, we re-
ceived the input mouth with the angular width which was not
exceed TER critical angle magnitude for reflector material.
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Fig. 4. Diffraction patterns fragments of the (101) SiO2 single crystal
obtained with FeKαβ diffracted beams formed by the double slit-cut
system (a) and the modified PXWR (b).

3. Testing of skewed concentrator efficiency
For the comparative analysis of X-ray beam parameters formed
by modified PXWR it was executed study of intensity spatial
distributions in FeKαβ beam formed by PXWR with simplest
construction (s = 120 nm), double slit-cut system completed
by two slit-cuts (S1 = S2 = 6 mm) with distance between them
corresponding to the PXWR lenght and modified waveguide-
resonator. Measuring schemes and experimental diagrammes
of intensity spatial distributions are presented in Figure 3. Mea-
surements was executed in conditions of X-ray source BSW-24
(Fe) working regime U = 20 keV, I = 10 mA. Envelope form
of distributions and its FWHM (full width at half maximum) for
beams formed by simplest and modified PXWRs are practically
identical. But the integral intensity of the modified waveguide-
resonator emergent beam is higher on five times. The received
result is below as the expected one, apparently, owing to the
correct coordination absence between skewed concentrator and
PXWR slit clearance. Comparison of FeKαβ intensity distri-
bution parameters in beams formed by the double slit-cut sys-
tem and both PXWRs shows that the slit-cut unit has on its
output X-ray beams with smaller angular divergence.

Besides intensity spatial distribution study in beams for-
med by the slit-cut unit and both PXWRs it was executed a
comparative testing of the beams application possibilities for
X-ray practical diffractometry. Figure 4 shows fragments of
SiO2 monocrystal diffraction patterns received in conditions of
the beams diffraction formed by the slit-cut unit and the mod-
ified waveguide-resonator. In case of the PXWR application
the diffraction peaks intensity is higher in comparison with the
slit-cut unit using. But the slit-cut unit allows to achieve a bet-
ter angular resolution. It is needed to remember that PXWR
including into the diffractometer setup leads to destroy of the
Bragg–Brentano focusing geometry owing to appearing of the
virtual focus F ′ (Fig. 3). Optimal conditions of PXWR ap-
plication for X-ray diffractometry demands the second PXWR
including into the diffractometer registration brench.

4. Conclusion
The presented results show that the skewed concentrator in-
cluding into the waveguide-resonator optical scheme increases
its radiation gathering power, essentially.
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The fundamental obscurity in quantum mechanics.
Why it is needed to shout “wake up”
V. V. Aristov and A. V. Nikulov
Institute of Microelectronics Technology RAS, 142432 Chernogolovka, Moscow region, Russia

Abstract. The orthodox quantum mechanics can describe results of observation but not an objective reality.
Misunderstanding of its positivistic essence results to numerous mistaken publications, in particular about a possibility of a
real quantum computer.

Introduction

The inevitable transition from classical world to quantum world
because of the progressive miniaturization of nanostructures
has prompted such fundamentally new idea as quantum com-
puting [1]. The widespread interest in this idea seems quite
valid. The minimal sizes of nanostructures come nearer to
atomic level and subsequent miniaturization will not be possi-
ble in the near future. Therefore exponential increase of cal-
culating resources with number of quantum bits has provoked
almost boundless enthusiasm. This exponential increase seems
possible thanks to the principle of superposition of states, in-
terpreted [2] as the cardinal positive principle of quantum me-
chanics. Feynman [3] proposed universal simulation, i.e. a
purpose-built quantum system which could simulate the phys-
ical behaviour of any other, noting that the calculation complex-
ity of quantum system increases exponentially with number n
of its elements. A system of n elementsψi with two observable
values +1 or −1 should describe by the superposition

ψ = γ1ψ1(+)ψ2(+) · · ·ψi(+) · · ·ψn(+)+ · · ·
+ γ2ψ1(−)ψ2(+) · · ·ψi(+) · · ·ψn(+)+ · · ·
+ γjψ1(−)ψ2(−) · · ·ψi(−) · · ·ψn(+)+ · · ·
+ γNψ1(−)ψ2(−) · · ·ψi(−) · · ·ψn(−) (1)

withN −1 = 2n−1 independent variables γj . Feynman gave
arguments which suggested that quantum evolution of (1) could
be used to compute certain problems more efficiently than
any classical computer. Indeed, it seems possible to change
N = 2n variables γj with help of an influence on a single el-
ement ψi of the quantum system (1). This feature is referred
to as quantum parallelism and represents a huge parallelism
because of the exponential dependence on n: only 1000 ele-
ments, quantum bits, seems to replace 21000 = 10301 classical
processors [1].

The universal simulation proposed by Feynman could not
result in the idea of universal quantum computer, possibility of
which was substantiated by Deutsch [4]. In the early 1990’s
several authors sought computational tasks which could be
solved by a quantum computer more efficiently than any clas-
sical computer. Shor has described in 1994 [4] an algorithm
which was not only efficient on a quantum computer, but also
addressed a central problem in computer science: that of fac-
torising large integers. Armed with Shor’s algorithm, it now
appears that such a fundamental significance is established, by
the following argument: either nature does allow a device to
be run with sufficient precision to perform Shor’s algorithm for
large integers (greater than, say, a googol, 10100), or there are

fundamental natural limits to precision in real systems. Both
eventualities represent an important insight into the laws of
nature.

1. Could quantum computer be possible as a real device?

The Shor’s algorithm has provoked numerous publications [6–
8] growing rapidly about quantum computing and colossal ef-
forts applied to creation of a real quantum computer. Because
of this enthusiasm only few experts venture to doubt in the real-
ity of quantum computer. Nevertheless this doubt is very valid.
There is important to note first of all that the substantiation by
Deutsch the possibility of a real universal quantum computer
must be connected with his belief in the “Many Universes The-
ory” of quantum physics [9]. According to this idea when a
particle changes, it changes into all possible forms, across mul-
tiple universes. Deutsch proving the connection between the
reality of the quantum computer and the existence of the paral-
lel universes asks in his book [10] those who is still declined to
count, that there is only one universe: “When Shor’s algorithm
has factorized number, having involved about 10500 computing
resources which can be seen where this number was factorized
on multipliers? About 1080 atoms exist in whole seen universe,
the number is insignificant small in comparison with 10500”.

The unreality of the quantum computer only in one universe
can be understood from the fact that the exponential increase
of the number N − 1 = 2n − 1 of independent variables of the
quantum register (1) with the number n of quantum bits can be
possible only at the invalidity of the relation

ψi = αiψi(+)+ βiψi(−) , α2
i + β2

i = 1 (2)

for the superposition of states of each quantum bit. The in-
validity of (2) can not be real only in one universe logically:
the quantum bit (2) has only two states ψi(+), ψi(−) and the
sum of their probability α2

i , β2
i must be equal unity. The rela-

tions α2
i + β2

i = 1 for each quantum bit reduce the quantum
register (1) to the classical one with N ≈ n.

2. Irremediably conflict of the entanglement with realism

The invalidity of (2) at the entanglement or EPR correlation
was revealed by the opponent [11,12] of the Copenhagen inter-
pretation in order to prove the incompleteness of the quantum
description of physical reality. The EPR paradox has demon-
strated irremediably conflict of the superposition principle with
local realism: the collapse of the superposition

ψEPR = αEPRψ1(+)ψ2(−)+ βEPRψ1(−)ψ2(+) (3)
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describing the EPR pair at observation of one particle 1

ψEPR = ψ1(+)ψ2(−) (4)

implies instantaneous change of the state of the other par-
ticle 2, irrespective of the distance between these particles.
Schrodinger described the EPR correlation (3) as entanglement
of our knowledge [12] because of this conflict. The identifi-
cation of the state vector (1,2,3) with “knowledge of the sys-
tem” by Heisenberg is defined in [13] as the fourth principal
element of the Copenhagen interpretation. This information
interpretation is enough natural because the collapse from (3)
to (4) describes the change of our knowledge at observation. It
eliminates simple non-locality problem non-locality of the first
kind according to [13], which is at the description. The famous
work by John Bell [14] has allowed to reveal the non-locality
on a more deeper level, at observations. Interpretations be-
come irrelevant because real observations are involved in this
non-locality of the second kind [13].

The experimental evidences [15] of violation of the Bell’s
inequalities testify to the observation of the EPR correlation.
But it is mistake to conclude that the EPR correlation can ex-
ist really because it is a gross violation of relativistic causal-
ity [16]. For Bell the violation of the Bell’s inequality was
“the real problem with quantum theory: the apparently essen-
tial conflict between any sharp formulation and fundamental
relativity” [16]. This troubling conflict between the empiri-
cally verified predictions of quantum theory and the notion of
local causality that is motivated by relativity theory is discussed
by experts [17–20]. Some of they hope [17,18] that this con-
flict can be overcome at the cost of renunciation of realism and
determinism, whereas the other one [19,20] state that even this
can not be possible. Mermin confessed in 2001 [21]: “Until
quite recently I was entirely on Bell’s side on the matter of
knowledge-information. But then I fell into bad company. I
started hanging out with the quantum computation crowd, for
many of whom quantum mechanics is self-evidently and un-
problematically all about information”. Because of his asso-
ciations with quantum computer scientists he has “come to feel
that ‘Information about what?’ is a fundamentally metaphys-
ical question that ought not to distract tough-minded physi-
cists” [21]. Ghirardi, calling in question this point of view,
reminds [22] that Bell “refused to consider such a position un-
less [23], in advance, one would have answered to two basic
(for him) questions: whose information?, and: information
about what?” This controversy by the experts testifies that the
EPR correlation, and consequently quantum computer, can not
be real in the reality of single universe.

3. The principle of superposition and positivism

Thus, the EPR correlation and violation of the Bell’s inequali-
ties [15] testify rather to the fundamental obscurity in quantum
mechanics than to a possibility of a real equipment. Ironically,
numerous authors [1,6–8] are sure that this unreal principle
introduced by the opponent [11,12] of the Copenhagen inter-
pretation can be a basis of a real device, quantum computer.
This mass delusion could be possible because of blind admi-
ration on the progress of physics and engineering of the XX
century developed thanks to quantum mechanics. But as Bell
noted [16] “This progress is made in spite of the fundamental
obscurity in quantum mechanics. Our theorists stride through

that obscurity unimpeded . . . sleepwalking?” He said [16]:
“The progress so made is immensely impressive. If it is made by
sleepwalkers, is it wise to shout ’wake up’? I am not sure that
it is. So I speak now in a very low voice”. The authors [1,6–8]
and others do not understand that superposition of state can not
be real and that this principle can be valid only in the limits
of the positivism point of view, according to which quantum
mechanics can describe only phenomena but no a reality. The
numerous mistaken publications, possible because of this lack
of understanding of the fundamental obscurity connected with
the positivistic essence of quantum mechanics, compel to shout
“wake up”.
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Towards advanced capacitive nanostructures
for deep-sub-voltage carbon nanoelectronics
and self-powered microsystems
A. L. Despotuli, A. V. Andreeva and V. V. Aristov
Institute of Microelectronics Technology and High Purity Materials, RAS, 142432 Chernogolovka, Russia

Abstract. For ranking a high-tech object to a class “advanced”, both the object and scope of its potential application should
be defined in terms of utmost criteria. The elaboration of required criteria for important group of objects might initiate the
change of standard for presentation of high-tech objects and speed up the technological progress. The ultimate physical
limit approach is applied to the case of electrode nanostructures of double electric layer supercapacitors (SCs) required for
the development of deep-sub-voltage nanoelectronics and microsystems. This work is the first research in the area of
hetero-integration of future carbon nanoelectronics and nanoionics.

Introduction

The term “deep-sub-voltage (DSV) nanoelectronics” was pro-
posed as a general notion for integrated circuits (ICs) operating
near the theoretical limit of energy consumption ε per 1 bit pro-
cessing [1]. Modern ICs are already the sub-voltage ones. The
need in micrometer-sized capacitors with the high density of
capacitance (surface δC , volume ρC) increases steadily with
each new nanoelectronics technological node which again de-
creases the power supply voltage (Vdd) of ICs [1]. Other trend
synergistic with scaling is a rapid development of microsystems
technologies. A third trend, concomitant of scaling, is more
and more wide using of new types of nanostructures, nanoma-
terials and compounds. All three trends collide in extremely
scaled autonomous microsystems, for example, in biomedical
applications [2]. Nanomorphic Cell [2] represents the ulti-
mate potential of miniaturization technologies, i.e. based on the
fundamental scaling limits for energy sources, sensors, com-
putation and communication subsystems. The realization of
these promising micro(nano)systems and self-powered sensor
networks requires extensive researches from device to archi-
tecture level. We foresee the appearance of devices for energy
and charge storage in the DSV-regime. In response to this chal-
lenge, the development of new class of all-solid state impulse
micron-sized supercapacitors (nanoionic supercapacitors) was
initiated in IMT RAS [3]. These SCs are based on advanced
superionic conductors (AdSIC) — materials with crystalline
arrangement close to optimal for unipolar fast ion transport.
Advanced carbon nanostructures are commonly considered as
a feasible future of nanoelectronics beyond 22-nm technology
node (2016), therefore micron-sized on-chip SCs [1] on the
basis of cabon materials and AdSICs may be well compatible
with microelectronics technologies.

The possibilities of development of the on-chip DSV SCs
are considered below. The ultimate physical limit approach
was applied to such characteristics of SC-electrode nanostruc-
tures as the surface densities of charge (δQ), current (δI ), elec-
trostatic (δC) and quantum capacitances (δqC), volume densi-
ties of energy (ρE) and power (ρW ), maximum operational fre-
quency of functional nanostructure (fmax), voltage of electro-
chemical decomposition (Vdec) of ionic conductor/electronic
conductor (EC) heterojunction, and crystal potential relief
depth (η) in an ionic conductor. The work gives an affirmative

answer on the question: “Is there a reserve for significant rise
of key characteristics of carbon based SCs suited for on-chip
useing?”

1. Nanoionics

There are special problems with miniaturization of energy (po-
wer) sources. For example, in capacitors the breakdown elec-
tric field Fmax, dielectric constant k, and surface δC (volume
ρC) capacity density relate to Vdd [1] as:

Vmax = Fmax (kε0/ρC)
1/2 = (Fmaxkε0) /δC >� Vdd . (1)

where ε0 = 8.85 × 10−12 F/m. In capacitors of conventional
design the values of δC and ρC cannot be more increased in the
sub-voltage region Vdd because of an exponentional growth
of tunnel current leakage through a dielectric layer less than
d = Vmax/Fmax ∼ 1−1.5 nm thick. All solid state ion-
conducting nanostructures and devices can bring much benefits
to the area of energy (power) storage (generation). Therefore
they will play an important role in nanoelectronics and nanosys-
tems [3]. Nanoionic devices were first proposed in 1992: “The
results obtained show that it is possible to form arrays of elec-
trochemical devices with single elements ∼10 nm in size in
the films” [4], and now electrochemical ionic memory is in
the scope of interest of ITRS-2009 (see Emerging Research
Devices). Future nanoelectronics will use DSV-sources and
nanoionic supercapacitors [1] which are now in the scope of
SAMSUNG’s interest (see SAIT Global Research Outreach
Program 2010).

2. Future deep-sub-voltage carbon nanoelectronics

Nanoelectronics looks beyond the horizon of conventional ICs
(post-silicon electronics), where the molecular or carbon elec-
tronics (nanotubes and graphene-based nanostructures) may be
predominant. Future digital nanoelectronics will be the DSV
ones [1]. There is potential to produce wafer-scale graphene
films with full planar processing for devices. It promises high
compatibility with CMOS processes, and it is a significant
advantage over carbon nanotubes [5]. Last years graphene
nanoribbon tunnel field-effect transistors and bilayer graphene
tunnel field-effect transistors were proposed for ultra-low-po-
wer circuit design [6,7]. These tunnel nanodevices can switch
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from on to off with only 0.1V (≈Vdd). In the DSV-nanoelectro-
nics the supply voltage is lowered to the thermal noise level [8].
It will require special on-chip capacitors for a blanking of var-
ious noises [1].

3. Energy harvesting in deep-sub-voltage regime

The autonomous devices harvesting energy from environment
for maintenance of own long term activities are of critical
importance for sensing,defense, medical implants, and mo-
bile personal electronics. Commonly encountered challenge
of energy harvesting may be called the low power density
(ρW ) of environmental sources (heat flow, mechanical vibra-
tion and radio-frequency electromagnetic waves). Therefore,
a power unit of autonomous micro- and nanosystems will gen-
erate small values of ρW

F × δI = ρW , (2)

where F is the strength of electric field and δI is the density
of current. Let us consider a hypothetic nanosystem that uses
a power unit on the base of carbon nanotube (NT). As NTs
can provide a large δI (∼107 A/cm2, then the value F may be
small. It means the power units of nanosystem will operate in
a DSV-regime, as the characteristic size of nanosystem (L) is
also small (F × L ∼ Vdd). The example: the multifunctional
nanodevices for energy harvesting in uniconventional spectral
ranges for both military and commercial applications [9]. This
novel device technology based on nanowire antennas and very
high speed rectifiers may be used for converting of infrared
and THz electromagnetic radiation into DC power. Nanoscale
energy harvesting with an array of vertically aligned zinc oxide
(ZnO) nanoribbons can generate the electricity from elastic de-
formations induced by sliding friction or mechanical vibration
with the power ρW ∼ 10 nW/mm3 [10]. A peak power above
2 μW/mm3 [11] was achieved. The generated energy [9–11]
should be stored in the pulsed DSV SCs.

4. The main items of report

(i) Voltage of electrochemical decomposition of capacitive Ad-
SIC/EC heterojunctions [12]; (ii) Relation between k and η for
AdSIC/EC heterojunctions [13]; (iii) Interface design meth-
ods [13]; (iv) Large current on the non-Faraday imperfect Ad-
SIC/EC heterojunctions; (v) Magnitude of ρW × ρE as indica-
tor of SC-technology level [13]; (vi) Quantum capacitance of
advanced carbon electrode nanostructures [13].

5. Summary

For the revealing of new possibilities in the area of creation
of advanced carbon-based supercapacitors (SCs) the ultimate
physical limit approach was applied to a set of characteris-
tics. In this work: (1) new notion, namely the voltage of elec-
trochemical decomposition of the ionic conductor/EC hetero-
junction Vdec was introduced and the ultimate limit criterion
Vdec × δC < 150 VμF/cm2 was revealed; (2) new nanoionic
relation δC ∝ 1/η for the advanced superionic conductor/EC
heterojunctions was defined; (3) inevitability of using of inter-
face design methods and effects of self-organization for the
creation of advanced heterojunctions with the double elec-
tric layer (DEL) capacitance δC ∼ 100 μF/cm2 and fmax ∼
108−109 Hz was emphasized; (4) low current density δI of

functional heterojunctions in non-Faraday DEL-SCs as com-
pared with typical exchange-current densities for M++e � M
(300 K) Faraday reactions in liquid electrolyte/M-metal elec-
trode systems (300 K) was pointed out as a large reserve to
increase the ρE and ρW densities in DEL-SCs. The crite-
rion for the SC-transition into regime of external strong in-
fluences δI · >∼ 0.01δQmaxν0 exp(−η/kBT ) was introduced.
It was shown that in a such regime the non-equilibrium val-
ues of the DEL-capacity density δC at imperfect AdSIC/EC
heterojunctions depend on the current density δI , the depth
of potential relief η(x), the temperature T , and the time t ;
(5) criterion ≈109 J2/s kg2 · < ρE × ρW · �∼ 1024 J2/s kg2

suited for ranking SCs as advanced devices was proposed;
(6) small values δqC (about 10–20 μF/cm2) in the pristine
graphene and 1D carbon nanomaterials were recognized as
the main obstacle for improving DEL-SCs, and the condition
δqC ≈ 5δC was proposed as the criterion for ranking carbon
nanostructures to an advanced class; (7) uniform metal-covered
carbon nanotubes, bundles of metal SWCNTs, and graphene
sheets with high concentrations of dopants and extended de-
fects were proposed for the creation of advanced carbon elec-
trode nanostructures and SCs with δqC ≈ 5δC ∼ 500 μF/cm2

and ρE × ρW · >∼ 109 J2/s kg2.
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In the previous studies (e.g., [1]) it was found that nanowires
(NWs) arrays of III–V materials in most cases were growing in
hexagonal phases (wurtzite, polytypes) instead of bulk III–V
materials growing in cubic phase. It is known that the piezo-
electric properties of II–VI compounds [2,3] depend on their
crystal phase. Therefore, it seems that the changing of the crys-
tal phase of III–V materials from zinc blende to wurtzite can
also change their piezoelectric properties.

Here we report on the experimental study of the samples
with GaAs nanowires.

GaAs NWs were grown by molecular beam epitaxy (MBE)
on the n-type GaAs (111)B substrates. NWs obtained have
diameters close to 25 nm, the lengths from 1000 up to 2500 nm
and the surface density about 108 cm−2. After the growth, the
samples were covered by the PMMA surface layer. Then the
top GeNiAu contact was plated (Fig. 1).

Fig. 1. The cross-sectional scanning electron microscopy images of
sample before and after deposition of PMMA and contact layers.
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Fig. 2. Gain-frequency characteristic of the voltage, generated by
the acoustic field excited under 65 dB.

The piezoelectric effect induced by acoustic waves with
the sound pressure level below 65 dB was measured using a
special instruments. It was shown that the generated voltage is
dependent on the frequency of the acoustic wave in the range
from 0.5 to 20 kHz (Fig. 2). The voltage reaches the value

1–2 mV at the 65 dB magnitude and 1 kHz frequency that
corresponds to the sensitivity about ∼1 mV/Pa.

The estimation of piezoelectric modulus gives the value of
d33 ∼ 26 pCl/N that is significantly higher than the values for
the bulk GaAs: d33 = 0, d14 = 2.7 pCl/N [3]. This difference
can be explained by the presence of the hexagonal phases in
NWs and also as a result of the strain introduced by the contact
layer [2].
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Three-axis Hall sensor based on strained modulation
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Abstract. An integrated three-axis Hall sensor is fabricated using strain-induced microstructuring. Three-axis
measurements of magnetic field are demonstrated. The sensitivity of the sensor exceeds 103 �/T at 300 K.

Increasing device integration requires decreasing sensor sizes
and transition from one-axis sensors, that can measure projec-
tion of a vector quantity to one axis only, to two- and three-axis
ones. Particularly, two- and three-axis magnetic field measure-
ments are needed for the following applications: (1) contact-
less position detectors and transducers of angular movement
and linear displacement, which are widely used in industry;
(2) electronic compasses for navigation systems; (3) tracking of
magnetic markers in living organisms for medical and biolog-
ical studies; (4) probes for scanning Hall probes microscopy.

Up to now, three techniques for two-axis Hall measure-
ments are developed. They are based on: (1) vertical Hall de-
vices [1], (2) ferromagnetic concentrators, (3) array of planar
Hall sensors. However, all these solutions have substantial dis-
advantages. Fabrication of vertical devices and ferromagnetic
concentrators is incompatible with conventional planar tech-
nology; ferromagnetic concentrators and arrays of planar sen-
sors are relatively large; finally, none of these methods allows
measurements of all magnetic field vector projections at once,
third magnetic field component is measured with an additional
properly oriented planar Hall sensor [2]. Hence, a technique
for fabrication of three-axis magnetic field sensors, compatible
with conventional semiconductor technology, is needed.

Strain-induced, three-dimensional micro-and nanostructur-
ing [3] allows us to fabricate conductive shells with a few Hall
sensors having different preset spatial orientations. Experi-
mentally, fabrication of the cylindrical shell with two pairs
of Hall probes and simultaneous measurements of the Hall
voltages induced by the different local values of the normal-to-
surface component of the magnetic-field vector were shown [4].
As an apparent cosequence of those experiments, an idea to
fabricate magnetometer based on cylindrical shells supplied
with a few pairs of Hall probes located along the periphery
of the shell was proposed. Recently, an attempt to fabri-
cate room-temperature three-axis Hall sensor using so-called
“micro-origami” version [5] of the strain-induced microstruc-
turing was made [6,7]. However, experimental results in Ref. 7
demonstrate only two-axis magnetic field measurements.

In the present work we report on fabrication of three-axis
Hall sensor based on GaAs/InGaAs shells and demonstrate
measurements of all three magnetic field vector components
with the fabricated device. Active part of the sensor consists
of two cylindrical shells with curvature radii of about 10 μm,
oriented so that generatrices of cylindrical surfaces are mutu-
ally perpendicular. 13-nm-thick GaAs quantum well cladded
with δ-doped AlGaAs barriers is embedded in the walls of
shells and contains electron gas with the sheet density of about
1012 cm−2. The walls of the shells were lithographically pat-
terned to define Hall bars. Figure 1 illustrates fabrication of

100 μ

100 μ

Hall bar

scroll

Fig. 1. Photographs (plan view) of initial flat lithographically pat-
terned Hall bar (top image) and cylindrical shell (scroll) containing
the same Hall bar after rolling process (bottom image). The arrow
shows rolling direction, the dashed line shows the starting edge for
rolling process.

contacted cylindrical shell. The curvature radius of the shell
and the distance between pairs of Hall probes are chosen in
such a way to provide measurements of Hall voltages induced
by mutually orthogonal components of the magnetic-field vec-
tor. The relative sensitivity of the fabricated sensor exceeds
1000 �/T at room temperature.
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Active part of the three-axis Hall sensor, in principle, is
scalable down to ∼100 nm in size. The proposed technique
of three-axis sensor fabrication is fully compatible with the
conventional semiconductor planar technology. Particularly, it
implies an opportunity to integrate the three-axis sensor itself
with signal conditioning circuitry in one chip.
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Electrodynamics of magnetophotonic crystals: opal-matrix
with metallic and ferrite nanoparticles embedded
V. V. Ustinov and A. B. Rinkevich
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Abstract. Photonic crystals become a fashionable object of investigation on microwaves and the interest is caused both
extraordinary electrodynamic effects and possible applications. Interaction of high-frequency electromagnetic waves with
magnetophotonic crystals which are regarded as metamaterials represents an area of investigation most perspective at
present. Magnetic state of a nanocomposite is a factor defining its microwave properties in magnetic field and partially the
resonance phenomena. ENZ-materials constitutes a special group of metamaterials which have a near zero dielectric
constant. A supercoupling effect represents one of most striking example of anomalous wave propagation in these media.

Microwave resonant phenomena are studied in this paper for
the nanocomposite containing nanoparticles of metallic cobalt
or ferrite-spinels embedded into the dielectric matrix that is a
latticed package of submicron SiO2 spheres. Magnetic reso-
nance is studied in the nanocomposites and its action on the
reflection and transmission coefficients. The presence of the
magnetic antiresonance is established and the necessary con-
ditions of its appearance are ascertained. It has been shown
that electromagnetic properties of this metamaterial are quite
different on macro- and submicron scales.

Opal matrices with the diameter of submicron SiO2 sphe-
res about 250 nm were used as packages for preparation the
samples. The nanocomposites with the particles of cobalt or
ferrite-spinels embedded were obtained with the impregnation
method with the posterior thermal treatment. The structure of
the nanocomposite is shown in Fig. 1. The particles of the
phases embedded have the irregular shape and the sizes from
10 to 80 nm. The volume concentration of the introduced
substance is from 5 to 15%.

The magnetic measurements were carried out at room tem-
perature. In the fields up to 50 kOe the magnetization curve is
close to a straight line without any sign of saturation. The mi-
crowave measurements are carried out in frequency diapason
from 26 to 38 GHz. The sample was placed into the waveguide
as shown in Fig. 2.

The algorithm was worked out permissive to select the val-
ues of the effective parameters of the material studied. From
the calculation we have got both real and imaginary parts of

Fig. 1. Electron microscopic study of the nanocomposite with Co
embedded structure: magnification ×60000, voltage 20 kV.

E~

H

q

H

Fig. 2. Scheme of the sample displacement in the waveguide.

the dielectric permittivity of the nanocomposite.

The magnetic field dependence of transmission coefficients
measured for the nanocomposite with Co particles at several
frequencies is shown in Fig. 3. The minimums actually present
both in reflection and in transmission. The field corresponding
to the minimum increases when frequency rises as expected for
the resonance belonging to the uniform branch. The magnitude
of resonance also increases with frequency. The presence of
magnetic resonance confirms the fact that the ferromagnetic
cobalt presents in the nanocomposite. An additional maxi-
mum is seen in Fig. 3 besides the minimum. This maximum
occurs in the fields ≈4 kOe that is less than the resonance
field. In this region the increase takes place in the reflection
and transmission coefficients, therefore, decrease of absorp-
tion is realized i.e. magnetic antiresonance. From the fields of
magnetic resonance and antiresonance the spectra have been
reconstructed. It is important that magnetic antiresonance oc-
curs in the 3D-nanocomposite media with both metallic and
dielectric particles.

Let us examine is a sign of the refraction coefficient ei-
ther positive or negative for the nanocomposite studied? The
complex refraction coefficient is defined by the relation n =
n′ − in′′, where n′ is the refraction coefficient and n′′ is the
absorption coefficient. The analysis shows that the spatial dis-
tributions of the refraction coefficient are absolutely different
at macro- and submicron scales. The dependences shown in
Fig. 4 represent the results of the calculation for the nanocom-
posite with Co particles. It is evident that the macroscopic
refraction coefficient has no peculiarities, namely its real part
always positive and much exceeds the imaginary part. The
resonant variations of the macroscopic refraction coefficient
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are low. The refraction coefficient on the submicron scale is
very spatially heterogeneous. The real part of the refraction
coefficient even in this case is found to be positive, and the
nanocomposite is not a double left handed media. It should be
noted that in low DC fields at the submicron scale the refrac-
tion coefficient is low, n′ � 1. One could believe that this low
value of the refraction coefficient gives an argument to suppose
the nanocomposite studied as a media that on the submicron
scale looks like the ENZ-media. The examination of the phase
velocity however reveals the essential difference because the
fact that the phase velocity contains both real and imaginary
parts. Therefore the electromagnetic properties of the studied
nanocomposite differ markedly from the ENZ-media.
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Screening of plasmons in a two-dimensional electron system
by lateral gates
V. V. Popov and O. V. Polischuk
Kotelnikov Institute of Radio Engineering and Electronics (Saratov Branch) RAS, 410019 Saratov, Russia

Abstract. We show theoretically that screening of the plasmons in a two-dimensional system (2DES) by lateral gates (or by
lateral contacts) increases with increasing the plasmon wavevector as opposed to conventional screening of the plasmons in
2DES by a topside gate. This finding can explain recent results on experimental observation of the plasmon resonances in
2DES with lateral gates.

In an infinite homogeneous two-dimensional electron system
(2DES), the plasmon spectrum is [1]

ω =
√

2πe2Nq

m∗ε̄
, (1)

where ω and q are the plasmon frequency and wavevector,
respectively, N is the sheet electron density in 2DES, e andm∗
are the electron charge and effective mass, respectively, and ε̄ is
the effective dielectric function, which describes the screening
of plasmons by surrounding dielectric media and conductive
sheets. If 2DES is placed on the surface of a substrate having
the dielectric constant εs then ε̄ = (1 + εs)/2. In this case, the
plasmon frequencyω ≡ ω0 is proportional to the square root of
the plasmon wavevector. If the 2DES is located on the surface
of a substrate having the dielectric constant εs and covered by a
barrier layer having the dielectric constant εb and thickness d,
the effective dielectric function is

ε̄ = 1

2

[
εs + εb

1 + εbtanh(qd)

εb + tanh(qd)

]
. (2)

[For sufficiently thick barrier layer so that qd � 1, Eq. (2)
yields ε̄ = (εs + εb)/2.] Finally, if the barrier layer is covered
by a perfectly conductive plane (the gate plane), the effective
dielectric function is

ε̄ = 1

2
[εs + εbcoth(qd)] . (3)

For a small separation between the gate plane and 2DES so
that qd � 1, the approximation coth(qd) ≈ 1/qd is valid
and, hence, the plasmon spectrum given by Eq. (1) with the
effective dielectric function Eq. (3) exhibits a linear dispersion

ω ≡ ω̄ = q

√
4πe2Nd

m∗εb
. (4)

In diode and transistor structures with confined 2DES chan-
nels, the plasmons in 2DES are also screened by the side (source
and drain) metal contacts. Theoretical studies performed both
in the electrostatic [2,3] and electromagnetic [4–6] approaches
demonstrated that the screening by the side contacts leads to
softening of the plasmon modes in 2DES. It was concluded
in [5] that the electromagnetic effects can be very important in
considering plasmon modes in a slot diode with 2DES channel
even for a short channel when the plasma oscillations in 2DES

gate gatew

d

2DES

εb

εs

Fig. 1. Schematic of the 2DES structure with lateral gates. External
electromagnetic wave with polarization of the electric field across
the gate slit is incident from the top.

without side metal contacts can be described in quasistatic ap-
proximation.

In this paper, we calculate the frequencies of the plasmon
resonances in 2DES with lateral metal gates (see Fig. 1) in a
self-consistent electromagnetic approach similar to that elabo-
rated in [6] for the transistor structure with a topside gate. In the
structure under consideration, the resonant cavity for plasmons
in 2DES is formed by the edges of metal lateral gates separated
from each other by distance w. We normalize the frequency
of the plasmon resonance in 2DES with lateral metal gates by
comparing it with the plasmon frequency ω0 in ungated 2DES,
which are given by Eq. (1) with the effective dielectric func-
tion ε̄ = (1 + εs)/2, assuming the plasmon wavevector to be
q = 2.2/w with w being the separation between the lateral
gates. This effective plasmon wavevector describes the funda-
mental plasmon mode in ungated 2DES strip [7].

Figure 2 shows the ratio between frequency ω0 and the cal-
culated frequency of the fundamental plasmon resonance in the
2DES with lateral gates (open square symbols) as a function
of the effective plasmon wavevector q = 2.2/w. It is seen
from Fig. 2 that the plasmon frequency in the 2DES with lat-
eral gates exhibits non-square-root dependence on the plasmon
wavevector. This fact can be explained by the following. In our
model we assume the lateral gates to be infinite semi-planes
split by a gap of width w. However, only the edge regions
of the lateral gates, each with the length of about a quarter
of the electromagnetic wave λ/4, participate in screening the
plasmons in 2DES under the gate slit. Then the strength of
the screening can be quantitatively described by the screening
parameter λ/(4w) ≡ πc/(2wω), which defines a distributed
capacitance between the lateral gate semi-planes [8]. The fre-
quency of the plasmon resonance in 2DES under the gate slit
increases with decreasing the length of the plasmonic cavity
roughly proportional to

√
1/w. Therefore, the screening pa-
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symbols. Dispersion ω0(q

1/2) of the ungated plasmons is shown by
dashed line as a reference.

rameter also increases as
√

1/w with decreasing the length of
the plasmon cavity (i.e., with increasing the plasmon wavevec-
tor). As a result, the plasmon frequency ω in the 2DES with
lateral gates becomes stronger redshifted from the frequency of
the ungated plasmons ω0 so that the ratio ω0/ω increases (i.e.,
the plasma oscillations become “softer”). In fact, the softening
factor ω0/ω itself can be considered as another screening pa-
rameter: one has a greater ratio ω0/ω for stronger screening.
Similar dependence is shown by open circle symbols in Fig. 2
for a slot diode with 2DES channel (i.e., for d = 0) [4] though
with a weaker screening effect. The screening in the 2DES with
lateral gates (for d �= 0) is stronger than that in a slot diode with
2DES channel because there are additional gate-to-channel ca-
pacitances in the structure with d �= 0. It is worth noting that
the behavior of screening the plasmons in 2DES with lateral
gates is quite different from that in 2DES with a topside gate
contact described by Eq. (4). The screening by the topside
gate decreases as ω0/ω̄ ∝ √

w [for greater d , this dependence
will be modified subject to Eq. (3)], where w is the topside
gate length, while the screening by lateral gates increases with
decreasing the plasmon cavity length. The screening by the
topside gate can be interpreted as an electrostatic effect of the
gate-to-channel capacitance, which is directly proportional to
the topside gate length. However, a purely electromagnetic
parameter (the electromagnetic wavelength at the plasmon res-
onance frequency) controls the screening of the plasma oscil-
lations in the 2DES with lateral gates even for short 2DES
channels with 4w/λ � 1.

A square-root dependence of the ungated plasmon frequency
on the plasmon wavevector will be also distorted if 2DES is
covered by the barrier layer of finite thickness with no gate
contact at all [see Eq. (2)]. However, this would be a subtle

effect since a barrier layer is, typically, much thinner than the
plasmon wavelength.

For small plasmon wavevectors, the electromagnetic retar-
dation effects in ungated 2DES can be important [6]. We also
normalized the calculated plasmon resonance frequencies in
the structures with lateral screening comparing it with the un-
gated plasmon frequency ω̃0 calculated accounting for electro-
magnetic correction (filled symbols in Fig. 2). We calculated
the frequency ω = ω̃0 by solving the dispersion equation for
the plasmon-polaritons in ungated 2DES

k0√
q2 − k2

0

+ εsk0√
q2 − k2

0εs

= 4π

c

e2N

m∗ω
, (5)

where k0 = ω/c with c being the speed of light. [Equation (5)
coincides with Eq. (1) in the limit c → ∞ for ε̄ = (1+ εs)/2].
Comparison between ω̃0/ω and ω0/ω data in Fig. 2 shows
that electromagnetic correction to the plasmon frequency in
ungated 2DES is important only for small plasmon wavevec-
tors (smaller than 100 cm−1). However, the electromagnetic
parameter (the electromagnetic wavelength at the plasmon res-
onance frequency) strongly affects the screening of plasmons
in 2DES with lateral gates (lateral contacts) in a much broader
range of the plasmon wavevectors.

Non-square-root dependence of the plasmon resonance fre-
quency on the plasmon wavevector was observed recently [9]
in 2DES discs of sub-mm diameter with lateral gate electrodes
in gigahertz frequency range. The experimental observations
reported in [9] can be interpreted based on the results of this
study by enhancement of the plasmon screening by lateral gate
in 2DES discs of smaller diameter.
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Wide spectral observation of the magnetorefractive effect
in the nanoscale La0.7Ca0.3MnO3 thin-films
A. V. Telegin and Yu. P. Sukhorukov
Institute of Metal Physics, Ural Branch of RAS, 620990 Ekaterinburg, Russia

Abstract. Complex investigations of the optical and magneto-optical properties of La0.7Ca0.3MnO3 epitaxial films indicated
that magnetorefractive effect in manganite in the IR region can reach giant values up to 20%. In the middle infrared region
the resonance-like magnetorefractive effect has been observed. The change a sign of MRE and reducing the magnitude of
effect in the visible range was detected. The different nature of MRE in manganites in middle infrared range and visible one
was discussed. A model based on the theory of the magnetorefractive effect has been proposed to qualitatively explain the
observed features.

Introduction

Magnetorefractive effect (MRE) is a magnetic-field-induced
change in reflectivity and transmission of electromagnetic
waves in magnetic materials. According to the MRE theory ef-
fect may appears due to the influence of magnetic field on elec-
tronic band structure, parameters of interband or intraband op-
tical transitions, and due to the magnetoresistance [1,2]. MRE
can be used for contactless measurements of magnetoresis-
tance, in magnetic sensors, modulators of light and so on [3,4].
The study of frequency dependencies of MRE in reflection and
transmission modes is a new upcoming method of spectroscopy
of magnetic materials. In this report, we present experimental
results on MRE in La0.7Ca0.3MnO3 films possessed the colos-
sal magnetoresistance effect at the Curie temperature.

1. Experimental

The nanoscale epitaxial La0.7Ca0.3MnO3 film with different
thickness were grown on LaAlO3 substrate by a method of
chemical deposition from the vapor of metalloorganic com-
pounds (MOCVD). The magnetoreflection spectra of samples
were investigated for unpolarized light in the visible and mid-
IR range (from 0.4 to 27 μm) at the normal light incident in
the magnetic field up to 1.1 T applied in-plane to the sample
surface (Fig. 1). The magnetotransmission spectra were in-
vestigated in the spectral range from 0.8 to 22 μm at magnetic
field up to 0.8 T applied out off-plane to the sample surface. All
spectral dependencies were measured at the Curie temperature
of samples (TC about 255 K). Optical and electrical properties,
as well as magneto-optical Kerr effect and magnetoresistance
were also studied for the same samples. In the middle IR spec-
tral range MRE and colossal magnetoresistance have a similar
temperature and field behavior and reach their maxima near the
Curie temperature (Figs. 1,2).

It was shown the MRE on magnetoreflection and magne-
totransmission modes is an optical response to the colossal
magnetoresistance in manganites [2,5,6]. Magnitude of the
negative magnetotransmission effect in La0.7Ca0.3MnO3film
can reach a few orders microm. The so-called optical amplifi-
cation of the MRE for the films in comparison with that for the
crystals was obtained, which is connected with the additional
contribution of light reflected from the substrate and perhaps
with optical interference process. The spectrum of magnetore-
flection showed the presence of a resonance-like contribution
(∼20%) to the effect. If the origin of background positive
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Fig. 1. The spectra of magnetoreflection (open symbols) and magne-
totransmission (dark symbols) of La0.7Ca0.3MnO3 film (d = 50 nm)
in the magnetic field 0.3 and 0.8 T accordingly at T = 255 K. On
inset — the magnetoreflection of film in the visible range in the field
1.1 T.

magnetoreflection (∼5%) connects with the changing of ratio
between localized and de-localized charge carriers in the mag-
netic field applied near TC, then the nature of resonance-like
contribution could be explained by change of the frequency of
minimum in reflection spectra of films (about 13μm) under the
same conditions [5]. The resonance-like effect have not been
observed in the magnetotransmission spectra of films. In com-
parision with IR region in the visible one there was detected
no strict correlation between MRE and colossal magnetoresis-
tance in the manganite films (inset on Fig. 2).

For example, there is a change of sign of magnetoreflection
(inset on Fig. 1) missing in the magnetotransmission spectum
and connected with addinional contribution to MRE of differ-
ent nature. The magnitude of the MRE is also many times less
in comparison with that in the IR-region. The feature can be
related with the alteration of the optical density in the region
of interband transitions and shifting of fundamental absorption
bands under external magnetic field applied. It was shown,
the spectra of the MRE of La0.7Ca0.3MnO3 films in the visible
spectral range are similar to the spectra of optical density in the
region of interband electron transitions. The observed features
of spectral and temperature dependences of MRE in magne-
toreflection and magnetotransmission modes in samples are in
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Fig. 2. The temperature dependences of magnetoresistance (open
symbols) and magnetoreflection (dark symbols) at 12 μm in
La0.7Ca0.3MnO3 film (d = 50 nm) at the magnetic field 0.8 and
0.3 T accordingly. On inset — the temperature dependence of mag-
netoreflection of film at 0.4 μm in the field 1.1 T.

a qualitative agreement with the developed theory of MRE [1].
We proposed a modified theory of MRE in manganites taking
into account inherent magnetic phase separation [2]. To anal-
ysis the magnitude of the MRE for different materials a new
specific unit of the magnetotransmission and magnetoreflection
effects in manganites — %/kOe — was used. Finally, the giant
MRE in magnetoreflection and magnetotransmission modes in
the wide spectral range may open new ways to use manganite
films for creation of different optoelectronic devices [7,8].
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Bloch oscillations and Terahertz electroluminescence
of natural SiC superlattice
V. I. Sankin, A. V. Andrianov, A. O. Zakhar’in and A. G. Petrov
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. We report on efficient terahertz emission from high electric field biased SiC structures with natural superlattice at
liquid helium temperatures. The emission spectrum demonstrates a single line, the maximum of which shifts linearly with
increase in bias field. We attribute this emission to steady-state Bloch oscillations of electrons in SiC natural superlattice.

Introduction

The possibility of oscillating motion of electrons in crystals at
high field bias has attracted great interest since it was pre-
dicted [1, 2]. The Bloch oscillations (BO) with frequency
ν = eFa/h, where e, h and a are the electron charge, the
Plank constant and the crystal lattice period respectively, orig-
inate due to the acceleration of electrons in electric field and
Bragg reflection of them at the Brillouin zone boundary. The
BO in artificial supperlattices were found in experiments with
the technique of degenerated four-wave-mixing [3–6] and the
direct measurements of very small THz emission [7–9] using
the coherent excitation by pulsed 100 fs laser. Thus, structures
which need pulsed optical excitation for operation are unlikely
to yield useful devices [9].

Thereat electron transport studies on the SiC structures with
the natural superlattices [10,11,12] have demonstrated the pro-
nounced NDC effects caused by the Wannier–Stark localiza-
tion phenomenon. These results also hold out well-grounded
hope to get THz emission due to the Bloch oscillations in SiC
NSL. This work reports on new demonstration of WSL process
namely, the first experimental observation of THz electrolumi-
nescence (1.5–2 THz spectral range) from SiC structures with
the natural superlattice.

1. Results and discussion

The samples studied in this work were unipolar 6H-SiC n+ −
n− −n+ diode structures which are performed of 6H-SiC NSL
with parameters: period d = 7.5 Å, superpotential b ≈ 1 Å,
U ≈ 1.5 eV. The n− epitaxial layer (the base of the diode) was
grown by the sublimation on-axis method on Lely substrate,
which had Nd − Na ≈ 2 × 1018 cm−3 and 200 μ thickness.
The base had the donor concentration of 1015 < Nd − Na <

1016 cm−3 and thickness of 2 − 4 μ. The top n+ — layer
withNd −Na ≈ 1020 cm−3 was fabricated on the n− epitaxial
layer by ion implantation of nitrogen with subsequent anneal-
ing. Finally, the mesa-structures were made by dry etching
after photolithography procedure. These diode structures were
used for investigations of the terahertz emission at liquid He
temperatures.

The sample under test was fed with the train of 8 pulses;
each pulse in the train was 1μs long with 950μs time interval.
The spectral measurements were performed with a spectral res-
olution of 0.6 meV using a Fourier spectrometer operating in
the step-scan mode.

The intensive THz signal was detected at bias voltages ex-
ceeding 190–195 V. The existence of such threshold voltage
for the THz emission can be explained by impurity breakdown
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Fig. 1. Spectra of the THz emission from the SiC mesa structure at
several bias voltages. T ≈ 7 K. Spectra are corrected on the spectral
response of the measurement system, normalized on the emission
maximum and vertically shifted for clarity. The scaling factors are
shown in the graph.

in the top heavily doped n+ — SiC layer required for injection
of electrons into NSL. We found that the spectrally integrated
THz emission peak power is about 10 μW at 46.2 W of peak
pumping power (0.21 A, 220 V). The corresponding external
quantum efficiency of the THz emission is about 0.01 THz
photons/electron. Fig. 1 demonstrates a set of THz electro-
luminescence spectra measured at different amplitudes of the
bias voltage. As is seen the THz emission spectrum consists of
practically single line, the maximum of which shifts to higher
frequencies with an increase in bias voltage as predicted the
theory [1, 2]. It is possible to see from Fig. 1, that the shift
of the THz emission maximum versus the bias voltage can be
well approximated by linear law.

To summarize, the THz emission due to electron Bloch
oscillations in steady-state regime has been observed for the
first time. The experiments were performed on SiC structures
with natural superlattice under electrical pumping. The dis-
covered intensive THz electroluminescence with the variable
frequency can find practical applications for electrically tun-
able THz emitters. The considerable variation of the emission
frequency from 0.3 to 3 THz can be attained by a choice of
SiC polytype with appropriate parameters of the superlattice:
the greatest frequency of the emission can be achieved with
4H-SiC, but for the least emission frequency any polytype can
chosen from the row of 15R-SiC, 21R-SiC, 27R-SiC, 33R-SiC
and so on.
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Amplification of far-infrared and THz pulses due to optical
pulse conversion in semiconductor nanoheterostructures
V. A. Kukushkin
Institute of Applied Physics, RAS, Nizhny Novgorod, Russia

Abstract. A method of far-infrared or THz pulse amplification via the conversion of a simultaneously propagating pump
optical pulse in semiconductor nanoheterostructures with quantum wells is suggested. It is based on the optical pulse
creating transient population inversion at a long-wavelength intersubband transition in a three-level scheme involving
conduction and valence band subbands. Calculations show that for the peak power of a 2–3-picoseconds pump optical pulse
of 60 W the present scheme with optimized parameters is able to provide a more than 2.5-times increase of the peak power
of a probe far-infrared pulse with a carrier wavelength � 60 μm.

Introduction

Amplification and generation of far-infrared (far-IR) and THz
electromagnetic radiation is an important problem of modern
laser physics due to the continuous growth of its employment
both in fundamental research and various applications includ-
ing medicine, telecommunication technologies, nondestructive
imaging and diagnostics of different materials and natural me-
dia, molecular spectroscopy, security systems, etc. Among the
most promising sources of radiation in this frequency range
are semiconductor nanoheterostructure-based devices. One of
them is a quantum cascade laser (QCL) [1] utilizing transitions
between subbands of dimensional quantization arising in the
conduction bands of nanoheterostructures with quantum wells
(QWs). QCLs proved to be very efficient in the mid-IR range
where they are capable of room temperature operation with
a power of order 100 W (in peak) in the pulsed regime and
several watts in the c.w. mode [2]. However, their advance
on the far-IR and THz region (which began in 2002 when a
QCL operating at 4.4 THz was demonstrated [3]) encounters
many problems [4,5]. They are mainly connected with large
free-carrier absorption of the far-IR and THz field in super-
lattice minibands, created in these devices to provide electron
transport in the orthogonal to the QW plane direction, and the
difficulty to maintain a stationary inversion between close sub-
bands with a small upper subband lifetime. In result, far-IR
and THz QCLs work under cryogenic cooling only, and, even
in the pulsed mode, their peak output powers do not exceed
several hundreds of milliwatts [6].

Therefore, there is a considerable interest to alternative
ways of far-IR or THz radiation amplification and generation in
QW nanoheterostructures. One of them consists in the creation
of not a stationary but a transient inversion at a laser transition
between two conduction band subbands for a time less than
the upper subband lifetime. This allows to avoid problems of
the stationary inversion maintenance between close subbands
with a small upper subband lifetime characteristic of QCLs.
The transient inversion can be created in a three-level scheme
involving, in addition to the two conduction band subbands
(numbered 2 and 3), a third subband 1 lying in the valence
band (Fig. 1a).

Applying to this scheme a powerful optical pulse with a du-
ration less than the subband 3 lifetime and a carrier frequency
ω1 equal to that of transition 1 ↔ 3 results in a transient equi-
libration of the subband 1 and 3 populations. Taking into ac-
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Fig. 1. Electron energies at some absolute value of the electron
quasimomentum in the QW plane p‖1 (a) and their dependence on
p‖ (b). Filled circles denote electrons.

count that the equilibrium population of subband 2 in undoped
structures being considered is negligibly small, this leads to the
creation of a transient inversion on transition 2 ↔ 3. There-
fore, if a probe far-IR or THz pulse has a carrier frequency ω2
coinciding with the transition 2 ↔ 3 frequency and a duration
equal to that of the pump pulse and propagates simultaneously
with the latter, its amplification becomes possible.

Employing not injection but optical pumping, this method
has another important advantage over QCLs as it does not re-
quire to provide electron transport in the orthogonal to the QW
plane direction. So, it allows to isolate QWs from each other
(by means of high and thick enough barriers) and avoid the for-
mation of superlattice minibands. This results in a significantly
lower free-carrier absorption of the far-IR and THz pulses in
comparison with that in QCLs.

The present method is analogous to that employed in lasers
with a synchronized pump which have been realized on
dyes [7], dye centers in alkali-halogen crystals [8] and opti-
cal fibres [9] (please see the overview of these and other works
on these subject in [10]). Its application to QW nanohetrostruc-
tures encounters the following difficulty. The electron energy
in each QW subband is a function of the absolute value (in
the isotropic approximation) of the electron quasimomentum
in the QW plane p‖ (Fig. 1b). If the pump optical pulse is
resonant with transition 1 ↔ 3 at some p‖1, it is inevitably
resonant with transition 1 ↔ 2 at some p‖2 > p‖1 as well.
So, it populates not only subband 3 (near p‖ = p‖1), but also
subband 2 (near p‖ = p‖2) so that inversion near p‖1 and anti-
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inversion near p‖2 on transition 2 ↔ 3 arise. Therefore, if
the frequency of transition 2 ↔ 3 were not dependent on p‖
(i.e., subbands 3 and 2 were parallel), the amplification of a
probe far-IR or THz pulse with a carrier frequency ω2 equal to
that of transition 2 ↔ 3 at p‖1 would be compensated with its
absorption near p‖2 and the present scheme could not work.
But actually subbands 3 and 2 are not exactly parallel because
the effective mass characterizing the electron in-plane quasifree
motion in the 3rd subband is slightly higher than that in the 2nd
subband. This effect is caused by corrections to the parabolic
dependence of the electron energy on its quasimomentum in
the conduction band of bulk semiconductors [11]. The aim of
the present report is to show that this non-parallelity of con-
duction band subbands in QWs, though being rather small, is
sufficient to make transition 2 ↔ 3 frequency at p‖2 smaller
than ω2 by an amount larger than a transition 2 ↔ 3 linewidth.
This makes the probe far-IR or THz pulse absorption at tran-
sition 2 ↔ 3 near p‖2 non-resonant and let it be overcome by
the amplification near p‖1.

1. Estimates of the far-IR or THz pulse amplification
coefficient

As the basis for the QW structure fabrication let us orient to
the AlGaAs heterosystem. Then, let us consider a sequence of
asymmetric (i.e. having different left and right barrier heights
and thicknesses) QWs in which both the 1 ↔ 3 and 2 ↔ 3
transitions are dipole allowed and have transition matrix el-
ements of order 0.3 and 3 nm respectively. To provide the
optical pump and amplified far-IR or THz pulses confinement,
this QW system has to be incorporated in a waveguide. For
the optical field it can be a usual dielectric waveguide formed
by a thin core layer and two symmetric cladding layers which
have a larger Al content (and, therefore, a smaller refraction
index) than the core one. The far-IR or THz field confinement
can be achieved by employing a single-plasmon waveguide
widely used in THz CQLs [4]. It is formed by a thin metal-
lic (e.g. Au) layer deposited on the structure surface and a thin
highly doped semiconductor layer placed between the structure
and substrate. Being sufficiently far from the core layer, these
layers have a small overlap with the optical field and therefore
do not increase significantly its absorption coefficient. The
QW sequence is equally divided into two active regions placed
in cladding layers symmetrically with respect to the core layer.

The pump optical pulse is supposed to have a carrier wave-
length λ1 � 0.8 μm (in vacuum) and propagate in such a com-
bined waveguide in the form of a TE mode. The far-IR or THz
pulse should propagates in it as a TM mode which provides
its interaction with transition 2 ↔ 3. For the two pulse to co-
incide in space during their propagation through the structure,
they are to have equal group velocities. For the given λ1 this
condition can be fulfilled for various far-IR or THz pulse carrier
wavelengths λ2 by adjusting the waveguide parameters. To be
concrete let us make the following estimates for λ2 � 60 μm
(in vacuum). In such a case the 2 ↔ 3 transition frequency,
which has to be equal to that of the far-IR or THz pulse, is sig-
nificantly smaller than the AlGaAs longitudinal optical (LO)
phonon frequency. So, at sufficiently low (e.g. liquid nitrogen)
temperatures and small p‖1 when both the thermal energy and
p2

‖1/(2m3) (where m3 is the effective electron mass in the 3rd
subband) are much smaller than the LO phonon energy, the 3rd
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Fig. 2. The far-IR pulse amplification coefficient as a function of
the structure length.

subband lifetime can be of order several ps and is determined
by electron scattering on acoustic phonons, impurities and in-
terface defects. So, for λ2 � 60μm the amplified far-IR pulses
can be as long as 2–3 ps. For a pump optical pulse with the
same duration and a peak power of 60 W in the case of the ac-
tive regions consisting of 50 QWs each calculations show that
the far-IR pulse amplification coefficient reaches its maximal
value of 2.5 (in power) for the structure length of order 1 cm
(Fig. 2).

Its decrease for longer structures is connected with the
pump optical pulse extinction due to its absorption at transi-
tion 1 ↔ 3. The further increase of the far-IR pulse power by
this method can be achieved by placing several such structures
at some distance one after another and introducing into each
structure a new pump optical pulse at the moment when it is
reached by the amplified far-IR one. Employing such a cascade
scheme allows to obtain the resulting far-IR pulse amplification
coefficient of order 2.5× the number of the structures involved.
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Application of mid-infrared LEDs and wideband photodiodes
(1.6–2.4 µm) for detection of water in oil
Yu. P.Yakovlev, N. D. Stoyanov, S. S. Molchanov and K. V. Kalinina
Ioffe Physical-Technical Institute, St Petersburg, Russia

We propose a novel technique for measuring water in oil based
on mid-infrared (1.6–2.4μm) light emitting diodes (LEDs) and
wideband photodiode (1.2–2.4 μm).

For developing this technique we investigated absorption
spectra of pure water, water-free oil, and cut oil with different
water concentration using nine LEDs emitting at 1.6–2.4 μm
spectral range [1] (Fig. 1). According to Fig. 1 water has a
strong absorption bands in the range about 1.85–2.05 and 2.4–
2.6μm, oil — in the range about 1.65–1.87 and 2.24–2.47μm.
So, there is a region with a large difference in the absorp-
tion of infrared radiation between water and oil — from 1.6
to 2.5 μm. LED19 radiation (central wavelength 1.94 μm) is
strongly absorbed by water, LED16 radiation (central wave-
length 1.65 μm) — is absorbed by oil and slightly influenced
by water. The difference in the absorption values of these two
LEDs can be used to determine water concentration. But ra-
diation propagation through water-oil emulsion is strongly in-
fluenced by scattering at water-oil drops interfaces, also it may
depend on some other environmental effects. So, to compen-
sate these effects at list one more emitter (reference) should be
used. LED22 (maximum wavelength 2.20 μm) can be chosen
for this purpose as its radiation is almost equally depends on
water and oil presence. The optical cell for water in oil sensor
was developed using three-element LED-matrix with maxi-
mum radiation intensities at 1.65 (oil detection), 1.94 (water
detection) and 2.20 (reference signal) and wideband photodi-
ode operating at 1.3–2.4 μm spectral range [2] (Fig. 2). We
obtained the calibration curve that was the dependence of water
concentration in cut-oil from the computed signal from three
LEDs (Fig. 3). Based on this optical measurement technique
the pilot sample of water in oil sensor providing on-line op-
eration directly at oil-well was created. This sensor allows
detection of water in oil in the range of water concentration
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0–80% with an error 2–3%.
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Midinfrared absorption spectra of nanostructured copper
oxides Cu2O and CuO
B. A. Gizhevskii1, E. V. Mostovshchikova1, N. N. Loshkareva1, V. R. Galakhov1, S. V. Naumov1,
N. A. Ovechkina1, N.V. Kostromitina1 and A. Buling2

1 Institute of Metal Physics, Ural Branch of RAS, 620990 Ekaterinburg, Russia
2 FB Physik, University of Osnabrück, Barbarastrasse 7, D-49069 Osnabrück, Germany

Abstract. High-density Cu2O and CuO nanoceramics were prepared from oxide powders by high pressure torsion method.
Optical absorption spectra of Cu2O and CuO have been studied in the middle infrared range. We found the influence of
annealing in vacuum and air on the optical properties of nanostructured copper oxides.

Introduction

Nanomaterials based on copper oxides are interesting both for
fundamental physics and practical applications. Cuprous oxide
Cu2O is one of the best-studied classical wide-gap semicon-
ductor. Cupric oxide CuO is a typical representative of strong
correlated system, antiferromagnetic semiconductor and a ba-
sis of cuprate superconductors. It is a well-known quantum
size effect on optical properties of nanostructured Cu2O: the
fundamental absorption edge Eg increases as the crystallite
size decreases up to nanoscale, i.e. blue shift of the edge takes
place. In the case of nano-CuO Eg demonstrates a red shift
in the nanostate [1]. There is very poor information about
optical properties of nanostructured Cu2O and CuO in the in-
frared range. Middle infrared spectra may supply interesting
data about specific defects, impurities and phonon bands of
nanostructured oxide materials.

1. Experiment and sample preparation

In the present work, we studied optical absorption spectra of
Cu2O and CuO nanoceramics in the range of 0.08–1.2 eV and
compared the midinfrared spectra of nanooxides with those
of corresponding single crystals. Raman spectra were mea-
sured in the range 100–1400 cm−1 at room temperature. We
also measured X-ray absorption spectra (XAS, measured at the
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Fig. 2. Effect of temperature annealing on absorption spectra of
nano Cu2O.

Russian–German Beamline at BESSY) to determine changes in
the valences states of copper ions and to clarify the phase com-
position of nanooxides. High-density Cu2O and CuO nanoce-
ramics were prepared from oxide powders by high pressure tor-
sion method. The initial coarse-grain powder of corresponding
oxide was placed between the anvils and pressed at pressure
up to 10 GPa. Shear deformation was achieved by rotating
one of the anvils with respect to the other one. The samples
were characterized by X-ray diffraction (XRD), and a number
of samples were examined using scanning tunnelling and scan-
ning electron microscopy. The crystallite size (12–40 nm) and
microdeformations were evaluated from broadening of X-ray
diffraction lines. High density and quality of the nanoceramics
allowed to obtain the optical spectra of good quality.

2. The infrared spectra of nano Cu2O and CuO

The infrared spectra of nano-Cu2O as well as of a Cu2O single
crystal display two intensive bands with a fine structure at 100
and 140 meV (Fig. 1). Interpretation of these bands is con-
tradictory in literature: biphonons, multiphonons or localized
phonon modes [2]. We revealed the features at 130 meV and
for one of Cu2O nanostructured samples the additional band at
160 meV which absent in the spectra of the single crystal. We
note that the bands at 100 and 140 meV are clearly visible not
only at low temperatures but at room temperature also. These
bands have weak temperature dependence. Therefore, it is un-
likely that they connected with biphonons. Our XRD data did
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not detect CuO or other excess phases in nano-Cu2O. However,
according to the XAS data all Cu2O nanostructured samples
contain high concentration of Cu+2 ions. The sample with the
highest concentration of Cu+2 ions exhibits the most intense
band at 140 meV. After annealing in vacuum which reduces the
concentration of Cu+2 ions, intensity of this band decreases,
but its energy position does not change (Fig. 2). We suppose
that the band at 140 meV is formed due to presence Cu+2 ions
or Cu-vacancies.

In the spectra of nano-CuO we observed the band at the
same energy 140 meV with the similar shape to that of Cu2O.
According to our X-ray photoelectron spectral data, CuO nano-
ceramics contain up to 8–10 percent Cu+ ions. Effect of tem-
perature annealing in vacuum and in air on IR absorption spec-
tra of nano-Cu2O is well visible in Fig. 3 and Fig. 4.

Probably that these bands in the spectra of copper oxides are
connected with presence of defects of nonstoichiometry such
as vacancies and cations with different valency. Concentration
of such kind defects in nanostructured samples considerably
above, than in equilibrium crystals. Note that an anomaly of
the temperature dependence of 140 meV-band intensity appears
near TN in the IR spectra of CuO. Besides the band at 140 meV
in nano-CuO, we observed a broad band with the complex
structure near 190 meV (Fig. 1). This wide band was observed

in the spectra of CuO single crystals and was explained by
the transitions in (CuO4)5− clusters [3] or in terms of phonon-
assisted magnetic excitation [4].

Raman spectra of Cu2O nanostructured samples demon-
strate weak bands at 100 meV and in the range of 130–150 meV.
These bands are widened in comparison with similar bands in
single crystals. In Raman spectra of CuO the strong band is
observed at 140 meV. The band at 100 meV, observed in IR
spectra, is absent.

Nanostructered oxides are nonequilibrium materials with a
considerable concentration of point and surface defects. The
point defectiveness of nanostructured Cu2O as well as CuO
is determined by a noticeable deviation from stoichiometry
and presence of high concentration of cations with different
valence, which leads to peculiarity of physical properties, in
particular, the optical spectra.
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Propagation of electromagnetic waves in 3D opal-based
magnetic nanocomposites at microwave frequencies
G. S. Makeeva1, O. A. Golovanov1, A. B. Rinkevich2 and M. Pardavi-Horvath3
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Abstract. The 3D magnetic nanocomposite, consisting of opal submicron sphere matrices with magnetic nanoparticles,
shows interesting magnetic properties and unique microwave behavior [1] with potential applications for future
magnetophotonic devices at GHz and THz frequencies. The electromagnetic properties of such nanocomposites can be
tuned by external bias magnetic field. The propagation of electromagnetic waves (EMWs) in the 3D opal-based magnetic
nanocomposites at microwave frequencies was investigated numerically using rigorous mathematical modeling based on
solving Maxwell‘s equations with electrodynamic boundary conditions, complemented by the Landau–Lifshitz equation,
including the exchange term [2].

The numerical approach is based on the decomposition onto au-
tonomous blocks with Floquet channels (FAB) [2]. The domain
of the 3D opal-based magnetic nanocomposite is divided into
FABs (Fig. 1a) in the form of a rectangular parallelepipeds, con-
taining the opal submicron spheres and magnetic nanoparticles,
filling the octahedral and tetrahedral void regions (Fig. 1b),
with virtual Floquet channels on bounds (input sections Sα).
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Fig. 1. Division of the 3D magnetic opal into autonomous blocks:
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Fig. 2. Real and imaginary parts of complex wave number �0 of the
fundamental mode of quasi-extraordinary EMW in 3D opal-based
magnetic nanocomposites depending on transverse bias magnetic
field H0 for magnetic nanoparticles of (a) — NiFe2O4; 4πMs =
3.2 kG; (b) — Ni0.7Zn0.3Fe2O4; 4πMs = 5 kG; SiO2 opal sub-
micron spheres r = 125 nm; f = 9.375 GHz; 1 — Re�0; 2 —
Im�0.

The FAB descriptor (a multimode multi-channel scattering ma-
trix S or conductivity matrix Y ) is determined by solving the
3D diffraction boundary problem by using the Galerkin’s pro-
jection method [2].

The electrodynamic analysis of propagation of EMWs in
the 3D opal-based nanocomposites was performed by solving
the characteristic equation [3] included the blocks of the FAB
conductivity matrix Y, resulting from taking into account elec-
trodynamic boundary conditions. That’s why the simulation
of propagation of EMWs in 3D periodic arrays of arbitrary
shaped magnetic nanoelements in the opal nanosphere matrix
is possible by using the developed α. Based on the method
outlined above, the bias magnetic field dependence of the prop-
agation constants for EMWs, propagating in the 3D magnetic
opal nanocomposites was calculated.
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The complex wave number �0 of the fundamental mode of
the quasi-extraordinary EMW was determined depending on
the bias magnetic field H0 with the transverse orientation. The
main results are shown in Figs. 2a,b. The radius of the SiO2
submicron spheres was set r = 125 nm, εr = 4.6− i3×10−4,
μr = 1; and for magnetic nanoparticles of either NiFe2O4 with
4πMs = 3.12 kG, or Ni0.7Zn0.3Fe2O4 with 4πMs = 5 kG
(α = 6 × 10−3, εr = 9.5 − i0.3).

As expected for a magnetic nanoparticle system, the peak
of resonance absorption of quasi-extraordinary EMW (Fig. 2)
does not coincide with the FMR frequency of the bulk con-
tinuum ferrite. The bias field dependence of the real part of
the propagation constant shows the presence of a stop-band,
strongly dependent on the magnetization.

The results of computing by using the method developed
permit to analyze and optimize the electromagnetic proper-
ties of 3D opal-based magnetic nanocomposite materials. By
changing the magnetization chemically, or through the filling
factor of the magnetic component, or varying the configuration
of the magnetic opal, significant changes in the propagation
constants of the EMWs are expected.
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Magnetic antiresonance in 3D-nanocomposites
with transition-metal nanoparticles
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Abstract. Investigation and application of extraordinary electromagnetic properties of metamaterials and nanocomposites
becomes one of the most promising topics in last years. The problem of interaction between electromagnetic wave and
magnetic nanoparticles is of essential interest. Resonance phenomena in 3D opal-based nanocomposites are studied here
through frequency and magnetic field dependences of the transmission and reflection coefficients measured in millimeter
waveband. Observation of magnetic antiresonance phenomenon is reported in a 3D-nanocomposite based on opal packages
with embedded metallic magnetic particles. The antiresonance is seen at microwave frequencies of the millimeter waveband
and it results in distinct maximum of the reflection or transmission coefficient.

The opal matrix packages with sphere diameter of ∼250 nm
were produced with transition metal Fe, Ni and Co nanopar-
ticles in the inter-sphere voids. The inserted particles have
polycrystalline structure and are irregular in shape, see Fig. 1.
The typical size of the particles falls in the interval from 5 to
60 nm. The magnetization curves measured at room tempera-
ture is shown in Fig. 2. In the field interval used there is no sign
of saturation and the magnetization curve looks as a straight
line.

Microwave measurements have been carried out in the mil-
limeter waveband in frequency range from 26 to 38 GHz. For
measurements the sample was displaced inside a cross-section
of the rectangular waveguide. External magnetic field H lies
in the plane of the sample perpendicularly to the microwave
magnetic field vector H∼. The relative variation of the trans-
mission and reflection coefficient module in magnetic field is
measured. External permanent magnetic field can essentially
change the reflection and transmission coefficients of the 3D-
nanocomposites studied. It is assumed that the main reason
for these variations is magnetic resonance in magnetic parti-
cles. We demonstrate here another reason of strong microwave
variations besides the magnetic resonance. Let us discuss the
magnetic field dependence of reflection coefficient measured
at different frequencies (Fig. 3).

The reflection coefficient at first increased and then de-
creased after a maximum, reaches a minimum caused by mag-

Fig. 1. Structure of 3D-nanocomposite with Co nanoparticles.
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Fig. 2. Magnetization curve for 3D-nanocomposite with Co
nanoparticles.
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Fig. 3. Magnetic field dependences of reflection coefficient for the
nanocomposite with Fe particles measured at different frequencies
of millimeter waveband.

netic resonance and then increases again. The maximum is seen
often in the transmission coefficient also, and therefore there is
a minimum of absorbed power near the maximum, that is an-
tiresonance. This picture is typical for magnetic resonance and
the minimums of reflection and transmission coefficients ob-
serve because of great imaginary part of magnetic permeability.
Certainly, the resonance line for the 3D-nanocomposite is very
wide as long as the metallic particles are irregular in shape
and randomly oriented. Consequently, the magnetization in
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Fig. 4. Spectra of magnetic resonance and antiresonance (a) and
frequency dependences of the magnitude of resonance and antires-
onance for different nanocomposites (b).

different particles varies strongly from one to another.
From the fields of magnetic resonance and antiresonance

the spectra were reconstructed, see Fig. 4a. Antiresonance is
always seen in the fields less than the resonance field. The
frequency dependences of resonance and antiresonance mag-
nitude are shown in Fig. 4b for several nanocomposites. It is
clearly seen that the resonance magnitude for the nanocom-
posites containing the particles of two transition metals much
exceeds the magnitude for the nanocomposites with the par-
ticles of one metal. The results obtained and great variations
of microwave parameters create suppositions for developing
of magnetic field driven microwave devices based on magnetic
resonance or antiresonance.
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An electron-hole spectrum of Si/Ge structure
with Ge quantum dots
A. B. Talochkin and I. B. Chistokhin
Institute of Semiconductor Physics, SB RAS, Lavrentieva av., 13, Novosibirsk 630090, Russia

Abstract. Spectra of the lateral photoconductivity of Si/Ge structures with Ge quantum dots (QDs) grown by means of a
molecular beam epitaxy (MBE) are studied. The lines of optical transitions between hole levels of QDs and Si electron
states are observed. This allows us to build up a detailed energy scheme of the Si/Ge structures with different QD sizes. It is
shown that the hole levels of pseudomorphic Ge QDs are well described by a simplest “quantum box” model using the real
sizes of Ge islands. It is established that the low energy edge of photosensitivity can be governed by varying the growth
parameters of Si/Ge structures.

Introduction

The electron-hole spectrum of Si/Ge structures with Ge QDs
grown by means of MBE was studied in numerous works dur-
ing the last decade [1–3]. In the majority of experiments, the
measured integrated spectra turn out to be merged into a wide
spectral range, and hole levels intrinsic to an individual Ge
QD did not display themselves. Such a behavior is caused by
the influence of different non-uniformities, the main of which
is related to the non-uniform strain relaxation in a Ge QD
array [4]. We have recently found that this negative influ-
ence of non-uniformity can be eliminated in a Ge QD array
grown pseudomorphically to a Si matrix at low temperature
(Ts�250 ◦C) [4,5]. Besides, deviations in the growth condi-
tions from the optimal ones which do not disturb essentially
the QD array uniformity allow one to change QDs sizes and to
observe the hole levels of an individual Ge QD [6].

In this work, we study spectra of the lateral photoconduc-
tivity (PC) of Si/Ge multilayer structures with Ge QDs grown
by using MBE at different growth conditions which ensure the
extreme high uniformity of obtained QD arrays.

1. Experimental

The studied multilayer Si/Ge structures with Ge QDs were
grown by using “RIBER-Siva32” MBE installation. The Si
(100) wafer n-doped (7.5 �cm) was used as a substrate. A
100 nm undoped Si buffer layer was first grown on a cleaned
wafer at Ts = 700 ◦C. Then, the Ge layer with the effective
thickness of 1.1 nm was grown at the substrate temperature of
250 ◦C. The grown Ge layer was coated with a 2 nm thick Si
layer at the same temperature. Then, a 16 nm thick Si spacer
was grown at temperature varying for different samples within
the range of 450 < Ts < 600 ◦C. The structure period that
included the QD Ge layer and the 18 nm thick Si spacer was
repeated 17 times. The schematic of the grown structure is
shown in Fig. 1. Ohmic contacts were made by means of
0.1 mm — thick In layer deposition. PC spectra were mea-
sured in the range of 1.2–0.3 eV at T = 78 K using standard
techniques. The electric circuit of the PC measurements is
shown in Fig. 1. The strain and degree of its uniformity in
the Ge QD arrays were examined using Raman scattering by
optical phonons [5].

2. Photoconductivity of Si/Ge structures with Ge QDs

Fig. 2 shows the PC spectra of two samples (a) and (b). For the
first one, Ts = 450 ◦C, and the QD arrays are pseudomorphic

pe
ri

od

17 periods

Si spacer

Si buffer layer

Si (100) substrate

Ge QDs

Ge
wetting
layer

–hω

U R
PC signal

D

In contact

Fig. 1. Schematic of multilayer Si/Ge structure with Ge QDs, and
electrical scheme for PC measurement.

to a Si matrix. The Si layers of the sample (b) were grown at
Ts = 500 ◦C, which leads to a decrease in the QD strain value
by 20 percents and to an increase in their sizes. The PC spectra
of both the samples reveal photoresponse at light energy lower
than the Si fundamental band gap (ESi

g ), which was observed
in numerous studies previously and related to the optical tran-
sitions between the QD hole levels and the Si electron states.
In our case, the sets of peaks marked in Fig. 2 by small arrows
are observed, and the structure of the spectra is nearly identi-
cal for both the samples. The observed spectra consist of the
three doublets, and the low-energy ones are denoted by A and
B. They are related to the electron levels appearing in the Si
band bending region near Si/Ge interfaces. As the result of
influence of the strains penetrating from Ge QDs into Si the Si
electron state (�1) is split into two levels (A and B), the spatial
positions of which are shown in Fig. 1 with dashed lines. In
our case, the lateral conductivity channel through these levels
is formed due to high uniformity of QD arrays in studied Si/Ge
structures.

Application of a simplest “quantum box” (QB) model with
infinite walls allows us to clear up the main features of the
observed PC spectra. The energy shift of a particle appearing
due to quantization of its spectrum is determined by well known
equation:

�E(nmk) = π2h̄2

2m∗

(
n2

h2 + m2

a2 + k2

a2

)
, (1)
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Fig. 2. Spectra of lateral PC of the two samples (a) and (b) of
multilayer Si/Ge structure with Ge QDs measured at T = 78 K.
Sample (a) contains Ge QD arrays pseudomorphic to Si matrix, and
those of the sample (b) are partially relaxed due to Si-Ge interdif-
fusion. Small arrows indicate the observed peak positions, and the
large ones show the optical transition energies calculated using the
QB model. The Gaussian curves shown by dashed lines were ob-
tained by decomposing the contour (a) into the components.

where n, and (m, k) are the quantum numbers for the growth
axis and the growth plane, respectively, h and a are the height
and the lateral size of a parallelepiped approximating the QD
shape. Eq. (1) shows that the low-energy edge of the spec-
tra is determined by the quantization energy of the ground
hole state �E(111). These values are 0.44 eV and 0.12 eV
for the samples (a) and (b), respectively, and determined by
the QD height h. For the sample (a) h ≈ 1.75 nm, which well
corresponds to the real Ge island height. For the sample (b)
h ≈ 3.5 nm due to intermixing of the components in a growth
process. In turn, the observed distance between the doublets is
determined by the QD size in the growth plane, which are 11
and 10 nm for the samples (a) and (b), respectively. The QD
hole level energies calculated by means of the used model for
the QD sizes determined above are shown in Fig. 2 by large
arrows with indication of the set of quantum numbers of the
corresponding hole states. One can see that the experimental
results are in good agreement with the calculations.

3. The electron-hole spectrum of Si/Ge structure
with Ge QDs

The simple analysis presented above allows us to build up the
detailed energy scheme of the QD hole levels and the opti-
cal transitions of Si/Ge structures with Ge QDs depending on
the QD sizes. These schemes determined for the samples (a)
and (b) are shown in Fig. 3. The hole levels, the optical tran-
sitions between which and the Si states (A and B) (vertical
arrows in Fig. 3) contribute to PC, are shown by solid lines.
The hole levels with even quantum numbers for the directions
of the growth plane ((121), (122) etc.) are indicated in Fig. 3
with dashed lines. The optical transitions between these levels
and the Si electron sates are forbidden due to symmetry of en-
velope wave functions [6]. As a result, they do not appear in
the PC spectra. Thus, the used model describes correctly the
number of peaks observed in the PC spectra of Si/Ge structures
with Ge QDs.
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Fig. 3. Band diagrams of the Si/Ge structure with Ge QDs obtained
for the two samples (a) and (b). Solid and dashed lines indicate the
positions of the QD hole levels calculated using the QB model, and
the solid ones (A and B) show the Si electron states. The vertical
arrows indicate the allowed optical transitions between the QD hole
states and the level A.

We note that decomposition of the observed PC contour of
the sample (a) into Gaussian components is shown in Fig. 2
by dashed lines. They have the sufficiently large half-width
δE ≈ 0.1 eV determined by dispersion of QD height due to
the strong dependence of level energy on QD height (Eq. (1))
because Ge QDs have the same strain state, and the strain dis-
persion is absent. From Eq. (1), we find that the determined
line half-width corresponds to the relative dispersion of QD
height (δh/h) ≈ 0.1. This value quite well agrees with the re-
sults of statistical analysis of Ge QD arrays [7,8], and indicates
that the uniformity of QD sizes in our structures is sufficiently
high.

In conclusion, high uniformity of Ge QD arrays, which
is ensured in the rather narrow range of growth conditions,
allows us to observe the hole levels of an individual QD in the
PC spectra of multilayer Si/Ge structure with Ge QDs. The
simplest “quantum box” model describes well the QD hole
levels, their number observed in PC spectra, and also explains
their shape.
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The possibility of direct band Ge and Ge/InGaAs quantum wells
in GaAs
A. A. Dubinov and V.Ya. Aleshkin
Institute for Physics of Microstructures, RAS, 603950 Nizhny Novgorod, Russia

Abstract. A Ge quantum well (QW) of sufficiently small thickness (<2 nm) in GaAs becomes a direct-band structure. The
maximum wavelength corresponding to the absorption edge of a Ge direct-band QW is shorter than 1.2 μm. In a
direct-band combined Ge/In0.35Ga0.65As QW the maximum wavelength corresponding to the absorption edge exceeds
1.5 μm. Calculations of the surface conductivity of such QWs have demonstrated a possibility for using these systems as
active medium in semiconductor lasers.

Introduction

In recent years, semiconductor lasers emitting at 1.3 and
1.5 μm have been required in telecommunication because in
this range quartz waveguides ensure minimum dispersion and
absorption of radiation.

This work deals with investigation into another possibil-
ity to produce effective lasing in the 1.3−1.5 μm wavelength
range, using GaAs-based structures with Ge and combined
Ge/InGaAs QWs. The lattice constants of Ge and GaAs are
close, which is promising of attainability of practically per-
fect Ge/GaAs heterojunctions. The technology for growing
strained QWs of InGaAs on GaAs is fairly well developed and
the lasers on their basis have long been a commercial product.

Ge is an indirect semiconductor. The lower valley in the
conduction band is the L-valley, and the top of the valence band
is located in the �-point of the Brillouin zone. The difference
between the edges of the L- and �-valleys in the conduction
band is only 140 meV [1], and the direct optical transition cor-
responds to a 1.55 μm wavelength at room temperature. At
present there is no unanimity of opinion in the physical com-
munity as to the value of the conduction and valence bands
offsets for a Ge/GaAs heterojunction. It is possibly connected
with the surface states at the heterojunction between the non-
polar and polar materials (Ge and GaAs), and with large doping
levels in the regions around the heterojunction, which causes
the band offset value at the Ge/GaAs heterojunction to depend
on the heterostructure growth regime [2].

We show in this paper that for relatively small thickness
values of Ge QW in GaAs there is a possibility that the low-
est subband of the conduction band even in a single QW is
the �-subband. Indeed, in narrow QWs the lowest subband
edge tends to the energy edge of the corresponding valley in
the conduction band in the barriers (GaAs). Since the lower
conduction band valley is the �-valley in GaAs and the super-
posed L-valley is about 300 meV apart from the �-valley [1],
the lower level of the L-valley in a narrow Ge QW is higher
than that of the �-valley. In a structure with Ge and InGaAs
layers the layer thicknesses and the In content can be chosen
such that the conduction band bottom in the combined QW will
be in the �-valley of InGaAs and the valence band top will be
in the Ge layer. The energy of the electron radiative transitions
from the InGaAs conduction band to the Ge valence band in
such QWs will be in the 1.3−1.5μm wavelength range. These
radiative transitions are direct in the momentum space (the Ge
valence band top and the InGaAs conduction band bottom are
in the �-valley), but indirect in the coordinate space. Due to a
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Fig. 1. The ground state of the �- , L-valleys energies and the
wavelength of radiation corresponding to the edge of direct-band
transitions versus Ge layer thickness in GaAs/Ge/GaAs (a) and
GaAs/InGaAs/Ge/GaAs (b) heterostructures.

small electron mass in the �-valley of Ge (0.04 of a free elec-
tron mass) and a small value of band offset of the �-valley in
the Ge/InGaAs heterojunction, the electrons of the lower sub-
band bottom in the conduction band deeply penetrate in the
Ge layer, causing a fairly large overlap of the conduction and
valence bands wave functions. Therefore, the probability of
interband radiative recombination in such combined QWs will
be high enough to ensure that they provide an active medium
for lasing.

1. Electron spectrum in Ge and Ge/InGaAs QWs

To take into account the effects of nonparabolicity of the elec-
tron spectra in �-valley, the �-valley states were calculated in
the Kane model, including the spin-split off band and strain
effects arising due to the difference of the lattice constants in
GaAs, Ge and InGaAs. Since the nonparabolic effects are
weak for the states of the heavy hole band and the electron
spectrum of the L-valley, these states were calculated using the
effective mass approximation. As mentioned above, although
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the GaAs/Ge heterojunction has been investigated for nearly
half a century now, the band offsets measurements in different
structures markedly differ. Therefore, we used three differ-
ent values for the conduction band offsets �Ec: 0.28 eV [3],
0.33 eV [2] and −0.025 eV (in the latter case the GaAs/Ge
heterojunction is the type-II heterojunction) [2]. �Ec denotes
the band offset between the bottoms of the L-valley of Ge and
the �-valley of GaAs. Calculated dependences of the lowest
energy levels in the L- and �-valleys of GaAs/Ge heterostruc-
ture on the Ge layer thickness are shown in Fig. 1a. The energy
reference point is the conduction band bottom in GaAs. In this
figure we also present the dependence of the radiation wave-
length corresponding to transitions from the conduction band
bottom in the �-valley to the valence band top, on thickness
of the Ge layer. For the cases �Ec = 0.28 and 0.33 eV the
Ge QW can be direct for thicknesses under 2 nm. As men-
tioned above, the reason for this effect is that the L-valley lies
higher than the �-valley in GaAs. In relatively narrow QWs
the lowest energy level approaches the bottom of the corre-
sponding valleys in the barriers. This effect is responsible for
the direct band structure in a Ge QW. For type-II heterojunc-
tion the structure is direct-band for any thickness of the Ge
layer because the conduction band bottom lies in the �-valley
of GaAs. The calculations were made for the material pa-
rameters at room temperature. It is also seen from the figure
that the radiation wavelength from the direct-band Ge QW is
smaller than 1.15 μm for the �Ec = 0.28 eV and smaller than
1.11μm for the�Ec = 0.33 eV. For the type-II heterojunction
the radiation wavelength may exceed 1.15 μm in QWs with a
thickness under 10 nm.

The real part of the Ge QW interband conductivity was
calculated on the assumption that all of the conduction band
states are empty and all of the valence band states are filled by
electrons:

Re (σ (ω)) = e2
|pxif |2m∗

h̄2m2
0ω

θ
(
h̄ω − Eg

)
. (1)

In equation (1) e is the electron charge,pxif is the matrix element
of the momentum x-component, m0 is the free electron mass,
m∗ = mcmh/(mc + mh) is the optical effective mass, mc, mh
are the electron and hole masses in a QW, Eg is the energy gap
between the conduction and valence subbands. Note that in the
case of population inversion, when the corresponding states in
the conduction band are filled and in the valence band empty,
the conductivity (1) changes sign.

Now consider a GaAs/Ge/InxGa1−xAs/GaAs heterostruc-
ture with a combined QW. Further we will assume x = 0.35
because this value is close to maximum for such QWs. For
the case �Ec = 0.28 eV at the GaAs/Ge heterojunction the
�-valley bottom of In0.35Ga0.65As lies by about 40 meV lower
than that in Ge, and the L-valley bottom in In0.35Ga0.65As is
by 65 meV higher than in GaAs. So it is clear that for rel-
atively narrow Ge layers the lowest level of the conduction
band is the �-valley level with the wave function maximum in
the In0.35Ga0.65As layer. The wave function maximum of the
ground hole level is located in the Ge layer. Fig. 1b illustrates
the position of the lowest level in a QW for the L- and�-valleys
of GaAs/Ge/In0.35Ga0.65As/GaAs heterostructure, depending
on Ge layer thickness. The thickness of the In0.35Ga0.65As
QW is 8 nm (which is close to the critical value). Note that a

laser with an 8 nm wide In0.35Ga0.65As QW in GaAs generates
light at the wavelength of 1.13 μm at room temperature [4].
One can see from the figure that the energy of the lowest level in
the �-valley is practically independent of Ge layer width. The
reason for this is that the wave function of this state is localized
in the In0.35Ga0.65As layer mainly. For the Ge layer thickness
values less than 4 nm the lowest level is the �-level. As seen
from Fig. 1b, the interband transitions correspond to the wave-
lengths in the 1.5μm range. Since Ge layer is a deeper QW for
the holes than In0.35Ga0.65As layer, the wave function of the
holes ground state is situated in the Ge layer mainly. So, the
radiative transitions in such heterostructures are indirect in the
coordinate space. The real part of the QW interband conductiv-
ity for a GaAs/Ge/In0.35Ga0.65As/GaAs heterostructure has a
5.6 times less conductivity than a heterostructure with a 10 nm
In0.2Ga0.8As simple QW. As mentioned above, the reason for
such a decrease in conductivity is different localizations of
electrons and holes in the coordinate space. However, despite
this fact, a combined Ge/In0.2Ga0.8As QW can be successfully
used for generation of 1.5 μm radiation in GaAs-based het-
erostructures.

2. Conclusions

The possibility of creation of the direct band Ge and Ge/InGaAs
QWs in GaAs is shown for small Ge QW thickness. Such QWs
can emit efficiently the radiation in the 1.3−1.5μm wavelength
range and can be used in laser diodes.
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Energy structure of novel GaSb/GaP quantum dots system
D. S. Abramkin, M. A. Putyato and T. S. Shamirzaev
A.V. Rzhanov Institute of Semiconductor Physics, SB RAS, Lavrentjeva 13, 630090 Novosibirsk, Russia

Abstract. The energy structure of GaSb/GaP quantum dots (QDs) formed on mismatched GaAs substrate has been
investigated by photoluminescence. In spite of significant lattice mismatch between GaSb and GaP (11.8%) the GaSb/GaP
QDs are formed in Stranski–Krastanov growth mode with formation of the wetting layer. The intensive photoluminescence
connected with exciton recombination in wetting layer and QDs evidences the high quality of the structures with the QDs.
The band alignment of GaSb/GaP QDs is shown to be type I with the lowest conduction band states at the indirect XXY

minima of the GaSb conduction band.

Introduction

Structures with self-assembled quantum dots (QDs) attract in-
vestigators due to potential application to production of light-
emitting devices [1]. To date the majority of the studies re-
ported so far have concentrated on QDs in GaAs matrix, emit-
ting in the near infrared spectral region, for example In(Ga)As/
GaAs and InP/GaAs QDs, while the QDs emitting in visi-
ble spectral region based on others III–V compound semicon-
ductors have received much less attention. Nevertheless, the
high-performance semiconductor devices emitting in the visi-
ble wavelength range is still actual. The use of GaP, which has a
larger band gap than GaAs, as a matrix for QDs fabrication has
further potential advantages allowing better flexibility in vary-
ing the emission wavelength. Additionally, structures on GaP
could take advantage of well-developed Al free light-emitting
diode technology. In this report, we present the results of a
first study of the energy spectrum of the novel self-assembled
GaSb QDs formed in GaP matrix.

1. Experimental

Structure with the QDs (A) was grown on the mismatched (001)
GaAs substrate by molecular beam epitaxy. The GaP layer with
a thickness of 1 μm was grown on the substrate at tempera-
ture T = 580 ◦C. The introduction of misfit dislocations leads
to full relaxation of strain in this layer. Then the temperature
decreases down to 450 ◦C and 2 monolayers of GaSb were de-
posited on GaP surface. The transition from 2D to 3D growth
mode, which was registered by reflection of high energy elec-
tron diffraction, allows us to conclude that QDs are formed
in Stranski–Krastanov growth mode with formation of wetting
layer (WL). Further GaP cap layer with thickness of 50 nm
was grown above at the same temperature. A test structure
(B) without QDs was grown under similar conditions. Steady-
state photoluminescence (PL) was excited by a He-Cd laser
(hν = 3.81 eV) with excitation power density (P) varied in
the range of 0.1–25 W/cm2. Time-resolved PL was excited by
N2 laser (hν = 3.68 eV) with pulse duration 7 ns and peak
excitation power density 400 W/cm2.

2. Photoluminescence of GaSb/GaP QDs

The steady state PL spectra of the structures A and B measured
at 5 K are presented in Fig. 1a. A PL band connected with
donor-acceptor recombination in GaP presents in the spectrum
of the structure B [2]. Additional intensive bands marked as
WL and QD appear in the spectrum of the structure A. The in-
tensive PL evidences the high quality of the structure GaSb/GaP
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Fig. 1. (a) PL spectra of the structures A and B; (b) PL spectra of
the structure A measured at the excitation power density P (from top
to down), W/cm2: 25, 8.72, 3.3, 1.15, 0.57, 0.23; (c) PL spectra of
the structure A measured at the temperatures, K: 5, 15, 30, 40, 50,
60, 70, 80; (d) PL kinetic of the WL and QD bands.

grown on the mismatched GaAs substrate. Spectra of the struc-
ture A measured at various excitation densities are presented
in Fig. 1b. The relative intensity of the WL band increases
with increase in P. Authors of Ref. 3 demonstrate that satura-
tion of intensity of PL band related to exciton recombination
in QDs and increase in relative intensity of PL band related to
exciton recombination in wetting layer with increase in P oc-
cur in structures with self-assembled QDs due to filling of the
QDs with carriers. Following Ref. 3 we identify the QD and
WL bands as connected with recombination of excitons in the
GaSb/GaP QDs and wetting layer, respectively. The tempera-
ture dependence of the PL spectra of the structure A presented
in Fig. 1c confirms our interpretation. Indeed, the intensity of
the WL band quenches faster with temperature increase then
the intensity of the QD band as a result of stronger localization
of exciton in the QDs. In order to reveal, which type of band
alignment is realized in the QDs and wetting layer we analyze
the energy position of both QD and WL bands as a function
of P. As it is shown in Fig. 1b, the position of both WL and
QD bands do not shift with increase in P. Since position of a
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band in PL spectra of any heterostructure of type II demon-
strates strong blueshift with increase in P [4], we conclude that
both GaSb/GaP QDs and wetting layer have band alignment of
type I.

3. Enegry structure of GaSb/GaP QDs

The PL decay of the WL and QD bands after excitation by N2
laser pulse are presented in Fig. 1d. One can see that the bands
demonstrate very long decay of the PL lied in tens microsecond
region of time. Observed PL decay times for both PL bands
are too long for the QDs and wetting layer with a direct band
gap structure. Therefore, we conclude, that the ground elec-
tron state of the QDs as well as wetting layer belongs to an
indirect valley of the GaSb conduction band. In order to clar-
ify, to which valley of the GaSb conduction band belonged the
ground electron state in the wetting layer and QDs we calcu-
late band alignment of a model structure — thin GaSb quantum
well (QW) in GaP matrix. The calculation takes place in the
framework of the model presented in Ref. 5. Since significant
lattice mismatch of GaSb and GaP (11.8%) can lead to strain
relaxation in the structure, we calculate two extreme cases: the
strained GaSb layer and completely relaxed GaSb layer. The
result of the calculation is presented in Fig. 2. One can see
that the band alignment of type II is realized in the case of
completely relaxed QW, while the strained QW demonstrates
band alignment of type I with electron state belonged to XXY
valley of GaSb conduction band. It is easy to demonstrate that
the band alignment of type I is conserved in the case of partial
(down to 50%) relaxation of the strain. Therefore, the strain
relaxation of the QDs in our GaSb/GaP heterostructure does
not exceed 50%.
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Effect of gamma irradiation on optical absorption
and photoluminescence in borosilicate glasses
doped with CdS-CdSe nanoparticles
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Abstract. The behavior of optical absorption (OA) and photoluminescence (PL) in gamma (60Co) irradiated borosilicate
glasses doped with CdSSe nanoparticles has been studied. From the results obtained follows that gamma radiation destroys
OA bands caused by the embedded nanoparticles. Storage at environmental temperature leads to partial restoration of these
bands. The PL intensity increases significantly in the energy region between 1.7 and 2.2 eV under gamma irradiation. The
observed behavior of OA and PL can be attributed to the ionization of the nanoparticles that give a possibility to use these
glasses in nanodosimety.

Introduction

The primary goal of ionizing radiation dosimetry is a measure-
ment by some detector macro- and/or microcharacteristics of
ionizing radiation with the purpose to determine an effect of
this radiation on biological objects. The development of nan-
odosimetry is based on the concept that DNA clustered dam-
age in regions having dimensions of the order of 10 nm plays
a major role in the biological effectiveness of ionizing radia-
tion [1,2]. The size of nanoparticles is comparable to the sizes
of radiation-sensitive structures of biological objects. There-
fore, the separate nanoparticles embedded in dielectric media
seem to be ideal objects for register and quantify energy de-
positions in the nanometer volumes that can be explored for
development of an effective nanodosemeter [2,3]. Optical and
luminescent properties of embedded nanoparticles strongly de-
pend on their structure, the size and an environment [4] that
gives a broad opportunity for searching for radiation induced
effects suitable for studying absorbed ionizing radiation energy
in the nanometer volumes and for simulation of the radiating
yield of biological objects.

Since the pioneering publication of G. Bret and F. Gires [5],
CdSSe-doped borosilicate glasses have been actively investi-
gated. Many experimental and theoretical works were carried
out for effect of preparation conditions and external factors
such as temperature, pressure, electric field, and illumination
by intense light. The effect of ionizing radiation on the glasses
with the embedded CdSSe nanoparticles was investigated in-
sufficiently up to now. There are several works, in which optical
absorption (OA) in X-ray and high-energy electron irradiated
CdSSe doped borosilicate glasses were presented (see [6] and
references there in). It was shown that irradiation results in
an apparent blue shift of the absorption edge and smearing out
of the confinement-related absorption maxima. This was ex-
plained by charge transfer from the nanoparticles to some traps
formed in the host matrix under irradiation. From the other
hand, the radiation-induced absorption increment was found
in CdS doped borosilicate glasses [7]. The glasses irradiated
with UV light or X-rays exhibit pronounced thermolumines-
cence (TL) [8,9] above room temperature. However, relation
between OA and TL remains unclear. The effect of ionizing
radiation on photoluminescence (PL) of CdSSe doped borosil-
icate glasses is presented in [9], where the decrease of the

PL intensity after 10-MeV electron beam irradiation has been
found.

In this work we present the behavior of OA and PL in
gamma irradiated borosilicate glasses doped with CdS-CdSe
nanoparticles. The TL and optically stimulated luminescence
of these glasses were investigated by us earlier [10]. The main
aim of this study consists in the search for radiation-induced
properties, which will depend on distribution of deposited ion-
izing radiation energy in nanosized volumes.

1. Experimental

The investigated samples were sliced from commercially avail-
able OG530, OG570, RG630 and RG665 Schott glass fil-
ters, where the numbers indicate the cut-off wavelengths of
the different glasses. The filter glasses consist of CdSxSe1−x
nanocrystallites embedded in a borosilicate glass matrix, where
the sulphur content x as well as the nanoparticle size determine
the cut-off wavelengths of the filters. The volume fraction of
the nanoparticles in the matrix and their average size are about
1% and few nanometers, respectively.
Gamma irradiation (14400 Ci 60Co gamma source, 200 Gy/min
dose rate) was performed with a MDS Nordion research irradi-
ator Gammacell 220 Excel. A Perkin–Elmer Lambda-19 UVV
is spectrophotometer and a Jobin–Yvon Fluorolog-3 fluorom-
eter were used for OA and PL measurements.

2. Results

Fig. 1 shows the energy dependences of the absorption coef-
ficients of the OG530 and RG665 glass samples. The coeffi-
cients were extracted from the OA spectra of the thin (0.2 mm)
samples. The other glasses exhibit the similar behavior of the
absorption coefficients with irradiation and the post irradiation
storage. The interband absorption of the borosilicate glass ma-
trix itself is started at about 4 eV, therefore the absorption at
lower photon energies is caused by the embedded nanoparti-
cles. This absorption is well investigated now and attributed
mainly to the exciton absorption in the semiconductor nanopar-
ticles in a wide band glass matrix, which can be represented
as three dimensionally confined quantum wells. The spec-
tral position and shape of the exciton absorption bands are
closely related to those one of bulk semiconductors, but de-
pends strongly on the nanoparticle size. The absorption spec-

175



176 Quantum Wells and Quantum Dots

0

50

100

A
bs

or
b.

 c
oe

ff
. (

1/
cm

) non-irradiated
after gamma irradiation with 183 kGy
after irradiation and 34 h storage

OG530

2.0 2.5 3.0
Energy (eV)

0

50

100

A
bs

or
b.

 c
oe

ff
. (

1/
cm

)

RG665

Fig. 1. Absorption coefficients of non-irradiated (points) and gamma
irradiated (triangles) OG530 and RG665 Schott glass filters. The
thickness of the samples is 0.2 mm.

tra of the thick (1.4 mm) samples exhibit only the exponential
absorption edges at 2.4, 2.2, 2.0 and 1.9 eV for the OG530,
OG570, RG630 and RG665 filters, respectively. In the spectra
of thin (0.2 mm) samples the additional maxima at the absorp-
tion edges, related to the quantum-size effects, are observed.

After gamma irradiation with 180 kGy these maxima dis-
appear almost completely blue-shifting the absorption edge by
about of 0.1 eV. The observed behavior of the OA under gamma
irradiation can be attributed to the ionization of the nanopar-
ticles due to electron transfer to existing or radiation-created
electron traps in the glass matrix [6].

Fig. 2 shows PL spectra of the OG570 glass sample. The
other glasses exhibit the similar PL behavior. The PL consist of
several overlapped band attributed to the embedded nanopar-
ticles. The PL of embedded nanoparticles is usually classi-
fied into three types [4]. The first one (direct recombination
PL) is the direct electron-hole recombination at the absorption
edge, the second (surface state recombination PL) corresponds
to shallow trap states near the band edge, and the third (deep
trap PL) to deep traps far below the edge. The deep trap PL
is the red-shifted emission and spectrally resolved from the
band edge emission. Preliminary measurements have shown
that all three types of PL are observed in the investigated sam-
ples. The deep trap PL is most pronounced and consists of two
bands with maxima at about 1.5 and 1.8 eV, those positions
depends weekly on the samples composition. The direct and
surface state recombination PL are also visible but an additional
study is needed for their identification. Gamma irradiation with
10 kGy leads to pronounced changes in PL spectra. The PL
intensity increases significantly in the energy region between
1.9 and 2.3 eV that corresponds to the increasing of direct and
surface state recombination PL. The observed enhancement of
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Fig. 2. PL of OG530 and OG570 Schott glass filters measured
before and after gamma irradiation with 10 kGy. The wavelength of
excitation light is 530 nm. The PL intensities were normalized on
the low energy part of spectra.

PL can be caused by the decrease of nonradiative recombina-
tion due to effect of gamma radiation on the nanoparticle glass
matrix interface. The deep trap PL is not practically changed
after irradiation.
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Temperature dependence of luminescence in multilayer
InAs/InAs heterostructures
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Abstract. Energy structure of InAs self-assembled quantum dots (QDs) embedded in AlAs has been studied.
Photoluminescence spectrum of the QDs manifests itself superposition of a low-energy and several high-energy
luminescence bands related to carries recombination in QDs of different size.

Introduction

Self-assembly of semiconductor quantum dot heterostructures
with strong three-dimensional confinement is currently consid-
ered for fabrication of novel devices [1]. Earlier we have inves-
tigated photoluminescence spectra of heterostructures contain-
ing ten layers of InAs/GaAs quantum dots located on a (100)
surface GaAs. Measurements were done in a wide temperature
interval of 80–300 K with application of hydrostatic pressure
(P = 0−16 kbar) [2].

The PL spectrum atP = 0 and T = 77 K consists of a wide
slightly structured band in the region of 900–1300 meV. The
PL band was decomposed into four components, of which one
(L4) is associated with stacks of QDs and three others (L1, L2,
L3) are associated with large size QD (AQD) in contact with
wetting layer (CQD). The sizes of all QDs increase monotoni-
cally along the direction of growth axis with layer number.

For investigated QDs the baric coefficient (BC) have been
measured. Baric dependencies of the energy structure for InAs
quantum dots in the GaAs matrix are calculated in the frame-
work of the deformation potential model. The assumed ab-
sence of interaction between QDs having the spherical shape
and uniform size enabled to identify the dependence between
baric coefficient and radiative transition energy in a quantum
dot. The numerous calculations are in good agreement with
measured dependence of BC on sizes of QD in the range of
the sizes of 10–200 nm. The possible reasons of quantitative
discrepancies of the theory and experiment were discussed.

The system of InAs QD’s embedded in an AlAs matrix is
very close to the system of InAs/GaAs QD’s from the point of
view of the Stranskii–Krastanov growth mode, since AlAs has
practically the same lattice constant as GaAs. However, their
optical characteristics strongly differ (long non-exponential PL
decays have been observed in InAs/AlAs whereas lumines-
cence of InAs/GaAs dots decays uniformly and fast, in the sub
nanosecond range) [3].

In this work results of the further researches of heterostruc-
tures are presented.

1. Experimental

The samples of InAs QDs in anAlAs matrix studied in this work
were grown by molecular beam epitaxy in a Riber-32P system.
The samples consisted of five layer of the QDs sandwiched
between two 25 nm thick layers of AlAs grown on top of a
200 nm buffer GaAs layer. The nominal amount of deposited
InAs was equal to 2.5 monolayers. A 20 nm GaAs cap layer

was grown on top of the sandwich in order to prevent oxidation
of AlAs. The PL was excited by a He-Cd laser.

2. Results and discussion

In this paper, we investigate the temperature behavior of the
QD PL spectra. PL spectrum of InAs/AlAs QDs was mea-
sured at 5 K. The spectrum contains four bands referenced
here as L1–L4 (in the order of wavelength). The PL bands
were decomposed into several components. The best agree-
ment with experiment has been obtained under approximation
of the bands by Gaussians with various intensities, half widths
and positions of maxima. For description of the temperature
behavior of integral intensities of the components, an Arrenius
law,

I

I0
= 1

1 + Ce
Ea
kT

,

has been used, where constant C and, activation energy Ea

are fitting parameters. It was found that temperature depen-
dences of a luminescence of QD InAs embedded in AlAs and
GaAs heterostructures are similar. Using this temperature de-
pendency, an energy level schema of the QDs was constructed
and compared to the theoretical calculations.
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The observation of direct band photoluminescence
from Ge/GaAs heterostructures with Ge quantum well
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Abstract. A GaAs/Ge/GaAs heterostructures with Ge quantum well were grown by metal-organic chemical vapor
deposition epitaxy on GaAs substrates. Sufficiently intensive peak of photoluminescence at wavelength 1.5 μm was
observed in all structures. This peak corresponds to the direct band optical transition in Ge.

Introduction

In recent years, semiconductor lasers emitting at 1.3 and 1.5μm
have been required in telecommunication because in this range
quartz waveguides ensure minimum dispersion and absorption
of radiation. However, the only commercially available lasers
operating at these wavelengths are InGaAsP-based quantum
well lasers on InP substrates [1]. Cheaper GaAs substrates and
conventionally grown InGaAs quantum wells cannot be used
for lasing in this spectral region due to a large mismatch of the
lattice constants for GaAs and the InGaAs solid solution with
a high In content.

This work deals with investigation into possibility to pro-
duce effective lasing in the 1.5 μm wavelength range, using
GaAs-based structures with Ge direct band quantum wells. The
lattice constants of Ge and GaAs are close, which is promising
of attainability of practically perfect Ge/GaAs heterojunctions.
Germanium is an indirect semiconductor. The lowest valley in
the conduction band is the L-valley, and the top of the valence
band is located in the �-point of the Brillouin zone. The differ-
ence between the edges of the L- and �-valleys in the conduc-
tion band is only 140 meV [2], and the direct optical transition
corresponds to a 1.55 μm wavelength at room temperature.
This energy difference between the L- and �-valleys can be
compensated by the tensile strain of the Ge layer (but direct
band transition wavelength increases) and/or sufficiently high
donor impurity doping (more than 1020 cm−3) of the Ge layer.
So the Fermi level will be in the �-valley. The direct radia-
tive electron transitions (direct in the momentum space) under
sufficiently high pumping at room temperature will dominate
indirect transitions from the L-valley due to a low probability
of the latter. Note also that the use of this effect in bulk tensile
strained Ge as an active matter recently led to creation of an
optically pumped 1.6 μm — laser that was grown on a silicon
substrate [3].

1. Experimental

The Ge/GaAs heterostructures were grown by metal-organic
chemical vapor deposition epitaxy on GaAs substrates. High
doped Ge layers were deposited by laser evaporation. The
structures with five Ge quantum well widths (4, 8, 10, 16,
30 nm) were grown at three different temperatures (550, 590,
650 ◦C). Ge quantum wells were overgrown by 100–300 nm
GaAs.

The photoluminescence (PL) from these structures was inves-
tigated with using the parametric oscillator MOPO-SL (“Spe-
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Fig. 1. Photoluminescence spectra of a GaAs/Ge/GaAs heterostruc-
ture with thickness of Ge quantum well 30 nm. A structure was
grown at 550 ◦C.

ctra-Physics”, the radiation pulse duration 10 ns) for pumping
at temperatures 77 and 300 K. As radiation-measuring instru-
ments we used diode arrays (diapason 0.62–2.2 μm) and pho-
toelectronic multiplier (diapason 0.93–1.7 μm).

Sufficiently intensive peak of photoluminescence at wave-
length 1.5 μm (line 3 in Fig. 1) was observed in all structures.
This peak corresponds to the direct band optical transition in
Ge. Moreover, intensive peaks at wavelengths 0.83 μm (cor-
responded to the direct band optical transition in GaAs, line 1)
and 1.1 μm (corresponded to optical transition in defects of
GaAs, line 2) and weak peak at wavelength 1.7 μm (corre-
sponded to the indirect band optical transition in Ge, line 4)
were observed in these structures too. The largest PL inten-
sity of the peak at 1.5 μm was detected from samples with
Ge quantum well width 4 nm and grown at 650 ◦C. The rea-
son for this effect that the structures, which were grown at the
highest temperature and with the narrowest Ge quantum well,
are more perfect. Moreover, the difference between electron
energy of the L- and �-subbands decreases at a decrease of Ge
quantum well width. So the intensity of the direct band optical
transitions in the momentum space grows. The presence in the
photoluminescence spectra of the structures lines associated
with defects in GaAs, which arise due to the growth of GaAs
on Ge layer, indicating the imperfection of these structures.

In future, the improvement of the growth methods for the
Ge/GaAs heterostructures will lead to the possibility of the
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observation of stimulated radiation at wavelength 1.5μm from
these structures.
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nanocrystals in a fluorophosphates matrix
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Abstract. Absorption spectra of the CdS, CdSe and CdTe nanocrystals of different size was studied. Previously found in
CdSeS systems coinsidence of splitting between two spectral lines with the spin-orbital splitting of the valence band was
also observed in CdSe and CdTe. Physical reasons of such a coinsidence are discussed.

Earlier the absorption of sulfoselenide solid-solution nanocrys-
tals has been studied. Nanocrystals of cadmium sulfoselenide
were grown within a volume of P2O5–Na2O–ZnO–AlF3 glass-
forming system where CdS and CdSe were added. An analysis
of the composition of the glasses thus produced, made with an
electron-beam microprobe. Differential absorption spectra of
the mixed semiconductor samples were studied at the T = 300
and 77 K in the 380–620 nm spectral region (see Fig. 1). Near
to edge of fundamental absorption were observed oscillations.
The oscillations are associated with transitions between the
hole and electron quantum confined levels.

It was found that the energy difference �Ei between lines
corresponding to transition to the conduction band from the
first level of dimensional quantization and one of the higher
levels of dimensional quantization in the range of structures
0 < x < 0.4 coincides with the value of spin-orbital splitting
ESO of bulk crystals of the same structure. The observed effect
has been directly confirmed by the calculations performed for
x = 0.3 within the limits of model, developed in work [1].
This effect can be explained by the anticrossing of levels of
dimensional quantization of light and heavy holes with similar
levels of dimensional quantization of spin-orbital split valence
zone.

In the present work we have obtained following results:

1. dependence of absorption spectra of CdSe, CdS and CdTe
samples on the sizes of microcrystals. In case of CdSe and
CdTe microcrystals the previously observed effect of coinci-
dence between�Ei andESO is present. However, CdS micro-
crystals didn’t exhibit this effect.

2. The analysis of numerical calculations of the absorption
spectra of microcrystals of mixed composition CdSe0.7
S0.3 and similar calculations for CdSe microcrystals [2] was
carried out. Two possible models leading to occurrence of this
effect are considered:

— coincidence between energy transitions from level of di-
mensional quantization of the bottom valence band of
light holes to the first level of dimensional quantization
of conductivity band and similar transitions from spin-
orbital band, or

— changing of band structure of a bulk material owing to
crossing of a band of light holes with spin orbital valence
band.

Necessary and sufficient conditions for observation of above-
mentioned effect are revealed:
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Fig. 1. Wavelength-modulated light transmission spectra of
CdSxSe1−x nanocrystals in fluorophosphates glassy matrices at

T = 77 K.
label 1 2 3 4 5 6 7
x 1 0.9 0.76 0.6 0.4 0.2 0

— the larger value of effective mass of holes in spin-orbital
band in comparison with mass of light holes in valence
band, and

— coincidence between energy levels of light and heavy
holes at top of a valence band.

It is shown that one of the possible reasons leading to ab-
sence of effect in case of microcrystals of mixed structures with
x > 0.4 is that they have wurzite structure.
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3. Decomposition of previously obtained spectra is made. De-
pendences of energy of the basic line and magnitude of spin-
orbital splitting on the structure-composition are measured.
Change of slope (see Figs. 2,3) of such linear dependences
at about x ≈ 0.4. . .0.5 confirms transition from hexagonal to
cubic structure.
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Abstract. Photoluminescence characterization of GaAs quantum dots embedded into AlGaAs nano-wires has been
performed. Time integrated and time resolved photoluminescence measurements from both an array and a single quantum
dot/nano-wire are reported. The influence of the diameter size distribution is evidenced by the optical spectroscopy.

We report on the photoluminescence (PL) study of the quasi-
one-dimensional semiconductor structures — cylindrical nano-
wires (NW) based on the AlGaAs compounds. The NW’s di-
ameter was aout 20–50 nm and their length was about 0.5–1μm
length. The samples were grown by MBE on GaAs (111)B
semi-insulating substrates. We have studied the samples that
contain one or several quantum dots inside each wire. These
dots were GaAs discs of 2 nm in thickness and of 20–50 nm in
diameter. We have investigated single NW’s and NW ensem-
bles.

A systematic photoluminescence study was performed on
the samples at low temperature and various optical excitation
densities in magnetic fields up to 11 T.

Inset on the Fig. 1a shows an STM image of the sample
grown at “high” temperature (580 ◦C). It can be seen that the
nano-wires are strongly inhomogeneous in diameter and posi-
tion on the substrate.

The diameter ranges between 100 and 500 Å, and even
varies along a given wire. Most of the wires are perpendicular
to the substrate, but some of them are lying horizontally, re-
vealing also the orientations inhomogeneity and some of them
are cut from the substrate at all. It is clear that this sample is
strongly inhomogeneous.

Photoluminescence spectrum from this type of the samples
is shown on the Figure 1a. The spectrum is very broad and
spreads from 1.65 to 1.95 eV without any reproducible struc-
ture. This emission band is a mixture of recombination coming
from NWs and QDs embedded into them, without any possi-
bility to separate both contributions.

Instead, for the samples grown at lower temperature (560 ◦C),
a much better homogeneity is obtained for the both diameter
and length of the NWs (see inset on the Fig. 2b. For example,
we can estimate from this figure that the distribution of the NW
diameters does not exceed 15%. Additionally, the diameter
does not vary along the wire.

The PL spectrum taken from this structure at temperature
of 10 K is represented on the Fig. 2b by solid line. Two intense
lines at the energies 1.73 and 1.87 eV are dominated in the spec-
trum. These lines are attributed to the carrier recombination in
the quantum dots and nanowires, respectively.

Indeed, the nano-wire materialAlxGa1−xAs, x ≈ 0.25−0.30
has bandgap EAlGaAs

g = 1.8−1.9 eV, and the bandgap of the

quantum dot material is EGaAs
g = 1.519 eV at helium temper-

atures. Consequently, the PL line from the quantum dots may
have the energy from Eg = 1.519 eV, in the very large dots
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Fig. 1. a) Photoluminescence spectrum taken from the “high tem-
perature” sample. Inset: TEM image of the given sample. b) Pho-
toluminescence spectra taken from the “low temperature” sample.
Inset: TEM image of the given sample.

up to EAlGaAs
g = 1.8 eV, in the very small ones. From the

other hand the PL line of NW can not be lower in energy than
the Al0.25Ga0.75As bandgap, i.e. below EAlGaAs

g = 1.8 eV. By
contrast with the results shown on Figure 1a, the width of these
PL lines reveals a much narrower distribution of NW diameters.

The difference in the nature of these two lines shown in
Figure 2b is confirmed by the temperature dependence of the
emission spectrum. The PL spectrum taken at 77 K is presented
on the Fig. 2b by the dashed line. The PL emission from
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Fig. 2. Photoluminescence spectra taken from a single quantum dot
at different optical excitations.

the nano-wire range completely disappears by the temperature
increase, whereas the QD line drops down by only a factor
of three. This is an evidence of the strong localization of the
carriers that contribute to the QD line emission. On the other
hand the carriers in the NW may diffuse along the wire and
can be captured by the QD, the later explains the NW line
vanishing.

Comparing the results shown in Figs. 1a,b we can conclude
that it is possible to obtain a homogenous distribution of NW
diameters by adjusting the growth conditions.

We performed also the optical study on a single QD. For this
purpose a strongly increased image of the sample surface was
projected into the slit of the spectrometer. As a result, only the
signal coming from a very small number of NWs is collected.
The spatial resolution of the objective was ∝ 1.5 μm, and the
average distance between nano-wires was about ∝ 0.8 μm.
Consequently the photodetector can collect a signal coming
from one or several nano-wires contained quantum dots.

Figure 2 shows a set of PL spectra taken from a single QD
at different levels of optical excitation. The emission spectrum
shown on Fig. 2, corresponds to a NW having a diameter of
about 500 Å, which is a little bigger than the one of the sample
presented in Figure 1.

The line of the exciton ground state in the qiven QD was
observed on the energy of 1.626 eV at low excitation levels.
The biexciton line was observed at 1.621 eV. At high excitation
levels the PL line from the ground state is saturated and the
biexciton line starts to dominate. In this structure a line of
trion at 1.624 eV was also observed.

The magnetic fields measurement shown that the Zeeman
splitting corresponds to the g-factor ∼1.0 for all lines in these
structures.

The decay time for ground sate was found to be 5 ns. This
is typical value for the decay time of the exciton recombination
in self-assembled (Stranski–Krastanov) quantum dots.

The full width at half maximum (FWHM) of the emission
line of a single quantum dot was found to be of 0.5 meV. This
is little bit bigger than can be expected for a single QD. Such
linewidth is not lifetime limited; it implies instead that the
linewidth is not an intrinsic property of genuine quantum dots,
but a consequence of their local environment, which can be
explained by fluctuating Stark shift caused by photo-excited
charged carriers. Such results were already reported in Ref. 1
for the lattice matched quantum dots like GaAs/AlGaAs by
using a droplet epitaxy method.

As it follows from the theoretical estimations the biexciton
binding energy in such QDs can reach 10 meV. In several sam-
ples (not in all) of a kind we could observe a trion line. The
intensity of the trion line increases by increasing the optical
excitation and saturates on the same level as the exciton line.
The biexciton line saturates at high optical excitation on the
level, which is two times higher then the maximal amplitude
of the exciton line.

1. Conclusion

Photoluminescence spectra from a QD embedded into NW
have been measured. It has been demonstrated that by ad-
justing growth procedure one can obtain a homogenous distri-
bution for the QD/NW sizes. Micro-PL spectroscopy reveals
the carriers recombination in a single QD. Ground and excited
exciton states are observed in these spectra. At high optical
excitation line of biexciton reveals in the spectra.
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Abstract. The proposed method of nonlinear absorption investigation utilizing the measured traces of luminescence (the
dependences of colloidal CdSe/ZnS quantum dots’ luminescence intensity upon distance) in the case of two-photon resonant
excitation of excitons by powerful picosecond laser pulses has allowed us to define the values of two-photon absorption
coefficients, to reveal the influence of nonradiative Auger recombination, and to realize the limiting effect — invariable
transmitted intensity of laser pulses at input intensities exceeding limiting threshold.

Different methods may be utilized to measure nonlinear ab-
sorption of semiconducting quantum dots (QDs) in the case of
two-photon excitation by powerful laser pulses. Two of them
were applied in this paper

1. Most often applied one is to measure the dependence
of transmitted intensity upon input pulse intensity. In the case
of negligibly small linear absorption the change of intensity
dS/dz = −βS2, where β is the coefficient of two-photon
absorption. Thus the measured dependence of transmitted in-
tensity ST upon input intensity S0 allows us to calculate β using
the expression

S0

ST
= 1 + βzS0 . (1)

2. In the case of two-photon absorption of excitons in semicon-
ducting QDs the measuring of the dependence of luminescence
intensity upon distance z (trace of luminescence) is a conve-
nient way to investigate two-photon absorption. This method
was utilized for the first time in [1] to investigate the effect of
self-induced transparency in the case of two-photon excitation
of semiconductors. At moderate intensities of excitation when
less than one electron-hole pair (less than one exciton) is excited
in a single QD and nonradiative Auger recombination [2,3] is
suppressed the intensity of luminescence I (z) is proportional
to the number of absorbed photons (absorbed energy) in the
layer �z:

I (z) ≈ τ [S(z)− S (z+�z)] , (2)

τ is laser pulse duration. Thus, in the case when �z → 0

I (z) ≈ τ
β�zS2

0

1 + 2βzS0 + (βzS0)
2 . (3)

The measured ratio of the intensities of luminescence at dis-
tance z2 to that at distance z1

I (z2)

I (z1)
= 1 + 2βS0z1 + (βz1S0)

2

1 + 2βS0z2 + (βz2S0)
2 (4)

allows to determine βS0 and β in the case of known S0.
Two-photon absorption of colloidal solution of highly lumi-

nescent Green 545 CdSe spherical core capped with epitaxial
ZnS shell and surface hydrophobic layer QDs was measured.
To achieve the resonant two-photon excitation of the basic exci-
ton optical transition by 30-picosecond pulses of mode-locked
Nd:YAG laser QDs of appropriate size (radius 2.6 ± 0.4 nm)
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Fig. 1. The transmission and photoluminescence spectra of colloidal
CdSe/ZnS quantum dots. The wavelength of two-photon excitation
is shown by arrow. The transitions are shown schematically in insert.

were chosen using the measured transmission and photolumi-
nescence excitation [4] spectra. The transmission and lumines-
cence spectra (the latter at two-photon excitation) are shown
in Fig. 1 for colloidal solution of the chosen QDs. The Stokes
shift of the luminescence spectrum maximum relatively to the
transmission minimum arises in CdSe QDs because of crystal
field in hexagonal lattice, weak deviation from the spherical
shape, electron-hole exchange interaction [5–7]. Thus LO-
phonon assisted luminescence arises due to two-photon reso-
nant excitation of excitons in CdSe/ZnS QDs (optical transition
1S3/2(h)−1S(e) and 1P3/2(h)−1S(e) that is allowed only for
two-photon process).

The analyzed luminescence traces excited by two-photon
absorption of the Nd:YAG mode-locked laser train of pulses in
1 cm cell filled by colloidal solution of CdSe/ZnS QDs with
1017 cm−3 density are shown in Fig. 2. The measured duration
of a single pulse in the train using Hamamatsu C979 streak
camera (30 ps) did not vary at least for the first part of the train.
The total energy of the train was defined utilizing pulse energy
measuring device Ophir PE25 and the distribution of the total
energy among individual pulses was defined from the oscillo-
grams of the train obtained with 1 ns time resolution. In this
case the amplitude of individual 30-picosecond pulse (Fig. 4)
is proportional to its energy. Special photo camera was utilized
to photograph the trace of luminescence from the lateral side
of the sell with QDs. To exclude the radial intensity distribu-
tion of the exiting laser beam (it has the Gaussian distribution)
the dependence of luminescence intensity upon distance was
measured only for the central part of the trace.
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In Fig. 2(a) the measured decreasing of luminescence inten-
sity along the trace I (z) is shown for the total pumping energy
of the train of pulses W = 1.7 mJ with the calculated (equa-
tions (3) and (4) were utilized) longitudinal distribution of the
luminescence intensity. The contribution of all laser pulses of
the train in luminescence was taken into account. The calcu-
lated longitudinal decreasing of luminescence intensity with
β = (0.23 ± 0.02) cm/GW is in good agreement with that
measured.

The measured intensity of luminescence I (z) shown in
Fig. 2(b) was obtained at higher total energy W = 3.5 mJ.
It is impossible to describe experimental result applying equa-
tions (3), (4) for any value of β. We suppose that the initial
part (part I) of luminescence trace separated by vertical dashed
line in Fig. 2(b) is characterized by competition of radiative and
nonradiativeAuger recombination. The calculated dependence
for the separated part I is shown by dashed line. The estimated
value of absorbed photons’ density is enough for excitation of
more than one electron-hole pair (exciton) per single QD and
thus to effective Auger recombination in QDs of small radius
accompanied by decreasing of intensity of luminescence. The
application of equations (3), (4) for part II in Fig. 2(b) of the
trace of luminescence allowed to determine coefficient of two-
photon absorption: β = (0.23 ± 0.02) cm/GW.

Additional experiment confirms the suggested division of
the trace of luminescence in two parts in Fig. 2(b). The mea-
sured dependence of the intensity of CdSe/ZnS QDs’ lumines-
cence on the pumping intensity in the case of one-photon exci-
tation by 100 fs laser pulses (Fig. 3) showed that for moderate
intensities (the estimated density of excited electrons corre-
sponded to excitation of not more than one electron in single
QD) it is linear. For high excitation (more than one electron in
a single QD) it becomes nonlinear, and we suppose that Auger
process is responsible for this nonlinear part of the dependence
of intensity of luminescence upon exciting intensity of 100 fs
pulses.
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Fig. 3. The dependence of photoluminescence intensity of
CdSe/ZnS quantum dots upon the pumping intensity in the case
of one-photon excitation by 100 fs laser pulses.

Fig. 4. The oscillogram of transmitted through the cell with colloidal
CdSe/ZnS quantum dots pulses (pointed by arrows) and pumping
pulses.

At high exciting intensities S0 when βS0 � 1 the limiting
effect may arise — constant (independent of S0) transmitted
intensity ST = 1

βz
. In order to discover the limiting effect we

excited colloidal CdSe/ZnS QDs of higher (1018 cm−3) density
for which the measured coefficient of two-photon absorption
β = (0.8 ± 0.2) cm/GW. The limiting effect in the case of
resonant two-photon excitation of excitons in CdSe/ZnS QDs
was obtained. It is confirmed by oscillogram (Fig. 4) of the
train of transmitted and input laser pulses. To compare the
train of input and output pulses a special optical 3 ns delay line
was utilized. The limiting effect for the most powerful input
pulses is manifested in invariable amplitudes of transmitted
pulses.
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Photoelectric properties of InAs/AlAs heterostructures
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Abstract. Effect of an electric field applied along the growth direction of the structure on photoluminescence of multiplayer
structure with InAs/AlAs QDs was studied. Bands relating to transitions at QDs of GaAs was observed in
photoluminescence spectra at spectral region of 500–800 nm. An oscillation of photoluminescence intensity along the
spectrum connected with Franz–Keldysh effect in cap GaAs layer was observed under electric field of 30 kV/cm.

Introduction

Systems of self-assembled InAs quantum dots (QD’s) have
been intensively studied in recent years due to their importance
for fabrication micro- and optoelectronic devices [1]. The most
investigated system with such QD’s is system of InAs QD’s
embedded in GaAs and/or AlAs matrix. The system of InAs
QD’s embedded in AlAs matrix is very close to the system
of InAs/GaAs QD’s from the point of view of the Stranski–
Krastanov growth mode, since AlAs has practically the same
lattice constant as GaAs and both of them are more chemically
stable than InAs. The system of InAs/AlAs QD’s demonstrates
millisecond recombination dynamics and strong no-monotonic
shift of photoluminescence (PL) band with change in excita-
tion power density — which is quite different from that of the
InAs/GaAs QD’s system. Recently in order to obtain additional
information about structure of energy levels in heterostructure
with InAs/AlAs QD’s we have studied photoluminescence of
this structure under electric field E applied along the growth
direction.

1. Experimental

Structure with self-assembled InAs/AlAs QDs was grown by
the molecular beam epitaxy on semi-insulating (001)-oriented
GaAs substrates using a Riber-32P system. The structure (see
Fig. 1) consists of five layers of InAs QDs separated by 8 nm
thick AlAs spacer layers. The QD layers were deposited with
a nominal amount of InAs of 2.5 monolayers (ML). A 20 nm
GaAs cap layer was grown on top of the structure in order to
prevent oxidation of AlAs.

In order to apply electric field (up to 0.30 kV/cm) the sam-
ples are pressed against quartz plate covered with transparent
electrode of SnO2. Backside of the sample was covered by
silver grease to form the opposite contact. The radiation of a
He-Cd laser (441.6 nm) was used to excite PL.

AlAs 8 nm

— AlAs 16 nm

QD InAs

— GaAs 20 nm

— GaAs 200 nm
— GaAs (100)

— AlAs 16 nm

Fig. 1. Self-assembled InAs/AlAs QDs structure.
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2. Results and discussions

Photoluminescence spectra (PL) of the structure with QDs have
been recorded at temperatures of 77 and 300 K and different
strength of electric field (0–30 kV/cm) measured. The PL spec-
tra consists of two adjacent broad bands related to transitions
in QD1 (1400–1700 meV) and QD2 (1700–1800 meV), as seen
in Fig. 2.

We subtract curve 1 form curve 2 and built differented spec-
trum depicted in Fig. 2 as curve 3. It has been established that
electric field leads to the the PL quenching. Besides, applica-
tion of the electric field leads to appearance of an oscillations
of PL intensity along the spectrum. We suppose that the os-
cillations result from spectral modulation of light reflection in
cap GaAs layer due to Franz–Keldysh (FK) effect [2]. In or-
der to verify this supposition we have calculated absorption
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caused by FK effect in layer of GaAs with thickness of 200 nm
(which equals to the thickness of cap layer of our structure) and
compare its extrema to the extrema of the curve 3 in Fig. 2. Cal-
culated energy positions of FK oscillation extrema En − Eg,
where Eg is the bang gap of GaAs and n is number of ex-
tremum, for E with strength of 30 kV/cm are demonstrated in
Fig. 3.

The harmonic analysis is carried out. The contribution to
a spectrum of light holes is found out and the dispersion elec-
trooptical factor is defined.
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Abstract. In the work the dark resonances have been investigated at by interaction of optical and infrared irradiation with
tunneled-coupled quantum wells. The conditions of the formation of such resonances in this system were determined. The
influence of laser field phases on dark resonances is studied.

Now an interest of researchers attract the coherent population
trapping (CPT) effect which consist in arising of superposition
quantum state (dark state) of low states of three-level�-system
at interaction of such systems with laser fields [1]. The appear-
ance of such dark state has been induced by induction of low-
frequency coherence. In the result the excited medium under
acting of laser irradiation change its characteristics. This fact
allows to bring such name as “coherent medium”. The chang-
ing of characteristics of optical dense medium and its influ-
ence on propagation of multi-frequency laser irradiation was
called as effect of electromagnetically-induced transparency
(EIT) [2].
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The progress in the realization of element base for quan-
tum computation on EIT resonance associated with realiza-
tion of this effect in solids. In these materials semiconductors
nanostructures the real (big) interest attract in particular dou-
ble tunneling-coupled quantum wells [3]. The investigation
of coherent effect coupled with quantum interference in such
structures was performed in [4–7].

In the present paper the facility of control of dark resonance
by third (coupling) field in double tunneling-coupled quantum
wells (Fig. 1(a)) was considered. Such peculiarities of excita-
tion allow to extend of facilities of control of dark resonance
by phases of excited fields [8–10].

The numerical results of dependence of populations ρ33,
ρ44 on two-photon detuning δ for three values of atomic contour
phase is presented on Fig. 1(b). From this one can see that at
� = 0 the dip and narrow resonance in spectrum of absorption
is observed. This feature corresponds to the dark resonance.
However when one increase � from 0 till π/2 the magnitude
of dip is decrease and at π/2 the dark resonance vanish (the dip
for ρ33 and ρ44 do not appear). This fact clearly demonstrates
that the dark resonance can arise and vanish in dependence on
value of phases of excited field.

The dependence of dispersion and absorption spectra of
laser fields acting on transitions |1〉 → |3〉(|4〉) for different
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phase values is presented on Fig. 2(a) and 2(b). From shape of
this dependence one can see that the resonance amplification
in index of refraction in area of the dark resonance at� = π/4
is observed. When � = π/4 the dependence of index of
refraction on two-photon detuning in changed radically.

Conclusions:

We considered the interaction of three laser fields (two optical
fields and one coupling field having infra-red range), formed
closed contour of excitation, with double tunneling-coupled
quantum wells. It is established that in this system dark reso-
nance can arise and vanish. For � = 0 the amplitude of the
dark state is maximal and for � = π/2 the dark resonance
is absence. It is found that the index of refraction for laser
fields of optical range in area of dark resonance at � = π/4
have different resonance peculiarities which vanish when the
amplitude of coupled field increase.
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Kinetic properties of InAs quantum dots grown on vicinal
GaAs substrates
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Abstract. InAs quantum dots grown on vicinal GaAs substrates exhibit different kinetics properties. In order to explore the
mechanism within the vicinal quantum dots formation process, the distribution density of quasi-3D clusters in the metastable
growth region is studied here. The ratio of certain sized quasi-3D cluster density between vicinal quantum dots and quantum
dots grown on singular substrates is distinct, which indicate the total material density and nucleation rate differences.

Introduction

The vicinal GaAs substrates provide new possibilities to mod-
ulate the InAs quantum dots(QDs) performance by varying
misorientation angles and buffer layer thicknesses et al. The
position of InAs QDs can be well controlled adopting GaAs vic-
inal substrates [1,2]. The QDs nucleate predominately along
the steps and there are rare QDs on the terraces below certain
deposition thickness, which can be explained by the higher
material density around the steps compared with the singu-
lar substrates [2,3]. The alignment of InAs QDs along the
step edges favors the spatially ordering of multiple QDs lay-
ers [1,2]. In this way, the defects induced by nanolithography
for QDs ordering can be avoided. It is also possible to obtain
sharp emission from single vicinal QDs grown in the subcritical
deposition region [4]. These advantages make the theoretical
research of vicinal QDs formation mechanism attractive. Here,
the analysis of the quasi-3D islands kinetics before SK tran-
sition is developed for further exploration. The assumption
of predominately growing along the step edges of quasi-3D
islands is adopted.

1. Theoretical models

1.1. Assumptions

In order to explain the differences between singular QDs and
vicinal QDs, we compared the InAs material densities of the
two cases. Several assumptions and simplifications are pro-
posed for further analysis: (1) we consider the MBE case. The
steps on the vicinal substrate are multiatomic and vertical after
GaAs or AlGaAs buffer layer epitaxy prior to InAs deposi-
tion, which is the requisite for steps of high quality and for
optoelectronics characterization. The buffer layer is not only
technically important but also theoretically convenient, for we
can ignore the influence of InAs adatoms from the upper ter-
races; (2) the analysis is based on the experimental observa-
tion that before QDs formation there exist quasi-3D multilayer
InAs clusters [5]. The layer-by-layer growth mode interruption
caused by the large lattice mismatch in the InAs/GaAs system
is the reasonable explanation to this phenomenon. Following
we will refer the quasi-3D clusters as i-sized clusters, and i is
the number of In-As pairs(in the following, it could be referred
as both “adatoms” and “monomers”) in the cluster; (3) we con-
sider the clusters formed by continuous In-As pair attachment;
(4) the adatoms favorable nucleation sites are the step edges
on the vicinal substrate for a lower energy barrier, and the col-

lection of monomers from elsewhere (such as beam flux direct
impingement) for a given cluster is ignored. Which is not the
truth when the clusters even grow bigger, then the collection of
monomers from the terrace cannot be ignored; (5) the method-
ology we adopted is the classical nucleation theory [6], which
usually take the number i of the clusters as continuous vari-
able and the nucleation course is stationary one whose rate is
considered as constant one, i.e., we ignore the temperature and
adatom density fluctuation before the clusters approaching the
overcritical size to form QDs.

The above simplifications will be discussed after the com-
parison between singular QDs and vicinal QDs properties.

1.2. Theoretical methodology

The nucleation rate I is one of the most important parameter in
classical nucleation theory, whose general definition is given
as I (t) = dζ(t)/dt .

ζ(t) =
ic∫

i∗

n(i, t)di ,

i∗ denotes the critical size in the course of phase transition from
adatom to clusters (simplified as critical size below), while ic
denotes the critical size in the course of phase transition from
clusters to QDs (simplified as overcritical size below). Besides,
n(i, t) is defined as the density of i-sized cluster at certain
time t , in this way ζ(t) is the total density of the clusters before
QDs formation. To simplify the modeling, we just consider the
first course. Further, take the stationary nucleation case, I and
n is independent of time t , so:

n(i) = ne(i)
1 − erf

[
β (i − i∗)

]
1 − erf [β (1 − i∗)]

(1)

n(i) ≈ 1
2ne(i){1−erf[β(i− i∗)]}, provided that β(i∗ −1) > 1

here ne(i) is the equilibrium density, which is introduced for
theoretical analysis in classical nucleation theory, erf is the
error function and

ne(i) = n∗
e (i) exp

[
β2 (i − i∗

)2
]
, (2)

n∗
e (i) = n0 exp

(−F ∗/kBT
)

(3)

is the equilibrium density of critical cluster density whereF ∗ is
the energy barrier for the formation of a i∗-sized cluster, kB is
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L2

L1

Fig. 1. Schematic diagram of InAs adatoms on the vicinal GaAs
substrate. For simplicity, the InAs material on the upper terrace and
step edge is not illustrated.

the Boltzmann constant andT is the temperature; the numerical
factor β > 0 is given by

β = [−F ′′ (i∗) /2kBT
]1/2

. (4)

whose similar form is called Zel’dovich factor.

1.3. Comparison between vicinal QDs and singular QDs

Vicinal i-sized clusters:
Based on the assumption that the adatoms condensation

sites are the step edges on the vicinal substrate, which implies
that n0(v) = n (step)L1/a0 (v means “vicinal”) and n (step) is
the step density on the vicinal substrate which can be controlled
by varying misorientation angles and buffer layer thicknesses;
L1 is the step length and a0 is the size of a In-As dimer, L1/a0
has a meaning of the total nucleation sites on a single step-
terrace system.
Singular i-sized clusters:

Taking a same area as the terrace in the step-terrace system
on the vicinal substrates, the nucleation sites on singular sub-
strate is L1 × L2/a

2
0 (L2 is defined as the terrace width). So

n0(s) = L1×L2/a
2
0

L1×L2
= a−2

0 (s means “singular case”).
For further simplification, we assume that vicinal and sin-

gular systems have the same value of the energy barrier to form
a quasi-3D cluster nuclei. In this case, the nucleation sites den-
sity makes the major difference. In such way, we obtain the
actual i-sized cluster density difference between vicinal sub-
strate and singular one:

k = n(v)

n(s)
= n (step) a0L1 . (5)

The following analysis is straightforward: if we consider the
material density G = ∫ ic

i∗ i n(i)di within the range of i∗ and
ic, the difference between vicinal and singular cases is also
the factor k. We introduce line step density as n′ (step) =
n (step) L1, taking L2 = 100 nm and a0 = 0.5 nm, the ratio
k is calculated as 10−3. So small a k implies that under the same
material deposition, the quasi-3D clusters are much easier to
approach the overcritical region to form QDs, which is verified
by the experimental observation. Furthermore, the material
densityG and nucleation rate I of quasi-3D clusters on vicinal
substrates are both about 1/k larger than the singular case.

L 2

L 1

Fig. 2. Schematic diagram of InAs adatoms on the singular GaAs
substrate.

2. Discussion

From the calculations, we used some simplifications to ob-
tain the vicinal QDs behaviors before QDs formation, and the
simplifications need revisions. Besides, the similar modeling
should be extended to the region of QDs formation which is of
practical interests. The formation energetics of the quasi-3D
InAs cluster nuclei should be calculated separately for different
step orientations. More accurate depiction of quasi-3D clusters
or attachment rate of monomers to QDs should be given.
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Indium dose dependence of carrier transfer in InAs/AlGaAs
quantum dots system
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Abstract. Indium dose dependence of carrier transfer in InAs/AlGaAs quantum dots is studied. Droplet to
Stranski–Krastanov growth mode transition occurs in chosen growth conditions, that allows us to investigate growth mode
dependence within the one sample. Temperature dependence of integral PL intensity was measured to study carrier transfer.
It is shown that in Stranski–Krastanov mode non-radiative recombination centers with high density arise in the wetting
layer, while in droplet mode the wetting layer is almost defect-free and thus carrier transfer is highly efficient.

Introduction

InAs/AlAs quantum dots (QDs) are pesrpective system to pro-
duce light-emitting devices for the visible spectral range. How-
ever, as it was shown in our recent work [1], there is problem to
produce effective light-emitting devices based on InAs/AlAs
QDs due to insufficient capture of charge carriers from wetting
layer (WL) to the QDs. This problem is caused by high con-
centration of non-radiative recombination centers localized in
the WL that capture charge carriers impeding their penetration
into the QDs. In this work we investigated the In dose depen-
dence i.e. influence of growth mode on carrier transfer from
WL to QDs.

1. Experimental

The structures with InAs/AlGaAs QDs studied in this work
were grown by MBE using a Riber32P system with valve ar-
senic source on semi-insulating (001) GaAs substrate. After re-
moval of native oxide a 0.2μm thick Al0.9Ga0.1As buffer layer
was grown. Simultaneously the quality of the surface was con-
trolled by means of reflection high-energy electron diffraction
and metal-enriched (5 × 2) surface reconstruction was clearly
observed. To study In dependence the rotation was switched
off during In deposition. Two monolayers of In were deposited
to the Al0.9Ga0.1As surface at 510 ◦C in the absence of arsenic
flux and the array of initial In droplets formed. Then the sample
was exposed to a beam equivalent pressure of 1.5 × 10−5 Torr
of As4 and InAs quantum dots crystallized. The growth was
interrupted for 60 s after In source had been closed and then
the QDs were capped with 25 nm of Al0.9Ga0.1As.

2. Carrier transfer

To investigate the capture of carries from the WL to QDs, the
temperature dependence of integral intensity of the WL and QD
bands of PL spectrum was measured (Fig. 1). For low In dose
intensity of the QD band increases and intensity of the WL band
decreases simultaneously. It evidences that nonequilibrium
carriers, delocalized in the WL with a temperature increase, are
captured in QDs mainly and don’t recombine in non-radiative
way as in Stranski–Krastanov (SK) grown samples [1]. Then,
over critical In amount QD band intensity doesn’t not increase
with temperature increase and carrier transfer from WL to QDs
is impaired.
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Fig. 1. Integral intensities for QD and WL bands: circles — under-
critical indium dose, squares — overcritical dose. Filled and open
symbols denote QD and WL bands correspondingly.

Such behaviour can be treated within the framework of drop-
let to SK transition, that takes place over critical In dose [2].
Elastic relaxation in SK mode can create defects (worked as
nonradiative centers) in a WL/lower layer interface. Other-
wise, in the droplet epitaxy a conversion of a In droplet to
InAs QD is arsenic-driven and soft. Thus, in droplet epitaxy
mode WL/lower layer interface doesn’t change and it can be
saved defect-free. Therefore, we assume that in droplet mode
the density of non-radiative recombination centers in the WL
is lower, than in Stranski–Krastanov one and, thereby carrier
transfer is more efficient.
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Abstract. In work was the THz pump-probe studies of photoexcited carrier lifetime in narrow-gap
HgyCd1−yTe/Cd1−xHgxTe QW heterostructures with graphene-like energy-momentum using the free electron laser
facilities.

Introduction

HgCdTe (MCT) photodetectors are widely used in mid IR range
(see, for example [1]). HgTe is known to be a gap-less semi-
conductor with inverted band structure (or negative band gap),
i.e. �8 point in the centre of Brillouin zone is over �6 one in
contrast to “normal” semiconductors. Due to this remarkable
property a band gap can be engineered from 0 up to 1.6 eV in
MCT solid solutions or in HgTe/CdTe based heterostructures.
However it is a problem to advance MCT detectors to THz
range because the content fluctuations in solid solution smear
the valence and conduction band edges. Using of MBE grown
high quality HgTe/CdTe based QWs/superlattices (SL) seems
to be a solution to overcome this problem.

Schulman and McGill suggested for the first time to employ
HgTe/CdTe SLs for the photodetectors as a material with vari-
able by changing the QW layer thickness band gap [2]. How-
ever up to now studies into THz photoresponse in HdTe/CdTe
QW heterostructures have been carried out on the samples with
2D electron gas only where the effect results from the intra-
bans radiation absorption [3–6]. MBE allows the controllable
growth of SL and HgxCd1−xTe QWs with high homogene-
ity under in situ ellipsometric control of layer thickness and
content [6]. High quality HgTe/CdHgTe QWs with 2D elec-
tron gas has been demonstrated, the mobility being as high as
(5−6)×105 cm2/V s [7]. It is also worth mentioning that nar-
row gap MCT QW heterostructures possesses grapheme-like
energy-momentum law. I.e. the energy-momentum relation
both in the conduction and in the valence band nearby the 0
point is closed to the linear ones with the same slope while the
effective mass tends to zero — Fig. 1.

In heterostructures with narrow (but finite) gap the effec-
tive mass at the band edge is also finite but very small. The
smallness of the effective mass and hence of the density of
states results in the low concentration of the thermally excited
charge carriers. This peculiarity is useful for designing THz
photodetectors operating at interband transitions. In MCT het-
erostructures with the inverted band structure the conduction
band states are formed the p-type Bloch wavefunctions corre-
sponding to �8 representation. For such states the effects of
spin-orbit interactions are much larger than those for the states
corresponding to �6 one. The latter results in giant spin split-
ting of the conduction band (in the absence of the magnetic
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Fig. 1. Calculated energy spectrum in HgTe/CdTe (013) QW 70 Å
wide. The electron and hole velocity near kx = 0 is 5.6 × 107 cm/s.

field) in asymmetrical QWs that can be used for creating spin-
tronic devices. To design both the lasers and the photodectors
it nessessary to possess the information not only on the en-
ergy spectrum of the structures but on the carrier lifetimes as
well. To the date the most informative and precise experimental
tool to measure carrier lifetimes is optical pump-probe method.
This method is based on the measurement of the transmission
(or reflection) modulation as a function of the time delay be-
tween the excitation (pump) and the probing (probe) radiation
pulses. Pump-probe technique allows directly measuring the
interband recombination time at the carrier excitation with ra-
diation quanta equal to the band gap.

1. Results and discussion

The sample to be investigated in the framework of this proposal
were grown by MBE technique on semiinsulated GaAs(013)
substrates and according to the calculations and preliminary
measurements possess the normal (not inverted) band structure.
The active part of structures were grown on relaxed CdTe buffer
layer. In already studied heterostructure #1225 1 [8] the active
part consists of the lower CdyHg1−yTe (y ∼ 0.6) barrier of
30 nm thickness, Hg1−xCdxTe (x ∼ 0.13) QW 30 nm wide, a
similar CdyHg1−yTe upper barrier and CdTe cap layer 40 nm in
thickness. To date we have already performed preliminary THz
pump-probe measurements using FELBE (pulse duration about
10 ps) with the structure #1225 1 for different excitation wave-
lengths and powers. Earlier preliminary measurements of THz
photoconductivity spectra of this structure has been performed
using Bruker Vertex 80v FT spectrometer at T = 4.2 K [8].
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Fig. 2. Calculated energy spectrum in the heterostructure
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Fig. 3. Measured photoconductivity spectrum in the heterostructure
#1225 1 at T = 4.2 K.

A broad photoconductivity band ranging from 60 to 300 cm−1

has been discovered (Fig. 3) resulted from the interband ab-
sorption in Hg0.64Cd0.36Te/Cd0.86Hg0.14Te QW with dips at
129 and 147 cm−1 owing to the absorption by optical phonons
in upper CdHgTe barrier.

According to the calculated band structure (Fig. 2) and the
measured photoconductivity spectrum (Fig. 3) the band gap
at k = 0 is of 7.4 meV. The pump-probe measurements in
this sample were carried out at the FELBE wavelength 88μm
(energy quantum 14 meV), i.e. the electrons were excited far
from the conduction band edge. By the “single-color” pump-
probe technique it has been discovered that the transmission
signal relaxation time increases with the pump power and is
10 ps at the power of 60 mW and about 50 ps at power of 100
to 200 mW.

At the low pump power the signal shape is gaussian while at
higher power the exponential decay is clearly seen (Fig. 4). It
seems that the gaussian form of the signal at power of 60 mW
results repeat the form of the FELBE pulse while the char-
acteristic times of the relaxation processes are shorter than
10 ps. Such fast relaxation seems to result mainly from the
cooling of photoexcited holes by acoustical phonon emission,
the hole scattering rate by acoustical phonons being estimated
as 1011 s−1. It is worth mentioning that the electron scatter-
ing rate by acoustical phonons is much less (it is estimated
as ∼5 × 109 s−1) because of the very small effective mass
0.003m0 [8] and significantly less deformational potential of
−4.6 eV if compared with that in GaAs (∼ − 11 eV). At a
higher pump power the valence band population increases that
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Fig. 4. Transmission signal versus time at the excitation wavelength
88μm and power 150 mW for the heterostructure #1225 1 measured
at T = 4.2 K.

restricts the intraband relaxation due to the Pauli exclusion
principle.
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Abstract. The formation of Ge wetting layer and nucleation of Ge(Si) self-assembled islands in multilayer structures were
investigated experimentally. It was shown that the inhomogeneous strain fields produced by the buried islands cause a
significant redistribution of the material of the Ge wetting layer in upper layers of multilayer structures. As a result of such
redistribution of Ge atoms local unfacetted elevations (“hills”) form on the wetting layer above the buried islands. It was
observed that these hills are the preferable sites for the islands nucleation. The possibility to use the hills for local ordering
of islands was demonstrated.

Introduction

It is well known that in the multilayer structures with self-
assembled islands the vertical ordering of islands occurs if the
spacer layers of host material are rather thin. Such ordering
was observed for different strained heterosystems like Ge/Si
and InAs/GaAs [1,2]. It was demonstrated [2,3] that the phys-
ical reason for the preferential island nucleation in the upper
layers above the islands of underlying layers is the strain fields
produced by the buried islands. It was supposed [2] that vertical
ordering of islands is facilitated by the nonuniform distribution
of the wetting layer material in the growth plane. Recently the
direct experimental confirmations of this hypothesis for Si/Ge
system were demonstrated [4]. Present work is devoted to the
detailed investigations of features of wetting layer formation
and specialities of the nucleation and growth of Ge(Si) self-
assembled islands in multilayer structures.

1. Experimental

The SiGe structures under investigation were grown by solid
source MBE on Si(001) substrates at growth temperaturesTg =
600−700 ◦C. The structures consisted of 2–3 layers of Ge(Si)
self-assembled islands separated by 20 nm thick Si spacer
layers. The amount of deposited Ge in the first layer was
dGe = hc1 + 3 monolayers (ML) (1 ML ≈ 0.14 nm), where
hc1 is the critical thickness of 2D growth of Ge film in the
first layer (hc1 = 4−5 ML subject to growth temperature).
The growth conditions of investigated samples are described
in detail elsewhere [4]. Sample morphology was studied by
an atomic force microscopy (AFM) using “NTEGRA Prima”
NT-MDT microscope in the tapping mode. The transition point
from the 2D to 3D growth mode was detected in situ by the re-
flection high energy electron diffraction (RHEED) technique.
The using of RHEED gives the possibility for accurate determi-
nation of the critical thickness of 2D growth of Ge film (hc) for
each layer in multilayer structures. The transmission electron
microscopy (TEM) studies were performed on Philips CM20
and JEM 4010 electron microscopes with acceleration biases
of 200 and 400 kV, respectively.

2. Results and discussion

It was obtained that the uniform Ge wetting layer does not
form in the upper layers of multilayer structures with Ge(Si)
self-assembled islands (Fig. 1a) in contrast to the single-layer
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Fig. 1. AFM images of the upper layer of structures with 3 islands
layer grown at Tg = 600 ◦C: (a) dGe < hc, (b) dGe ∼ hc, (c) dGe >

hc. The size ofAFM images is 0.75×0.75μm. On theAFM scan (b)
arrows indicate: hill (1), partially facetted hill (2) and T-pyramid (3).

structures. The strain fields produced by the buried Ge(Si) is-
lands lead to the preferential diffusion of Ge adatoms to the
tensile-strained regions of Si spacer located above buried is-
lands. As a result the local unfacetted elevations (hills) with
the surface density and lateral dimensions close to those of is-
lands in underlying layer form already at the early stage of Ge
wetting layer formation (Fig. 1a) [4]. According to the TEM
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Fig. 2. AFM image of the second layer of multilayer structure with
the different growth temperatures for the first (700 ◦C) and second
(600 ◦C) island layers.

data these hills appear directly above the buried Ge(Si) islands.
So the hills formation can be connected with the preferential
diffusion of Ge adatoms to the tensile strained regions of Si
spacer which are located above the buried islands. Due to the
smaller lattice mismatch accumulation of Ge adatoms in the
tensile strained regions of Si spacer is energetically favorable.

It was revealed that the Ge(Si) islands nucleation in the
upper layers of multilayer structures differs from that in the
single-layer ones. Particularly in multilayer structures it goes
via the faceting of the hill’s sides by the {105} planes and
the gradual transformation of unfacetted hills to the truncated
pyramids (T-pyramids) (Fig. 1b) [4], but not by the spontaneous
nucleation of so-called “pre-pyramid” islands as in single-layer
structures [5]. The T-pyramids turns into the “usual” pyramids
with the increase of the amount of deposited Ge (Fig. 1c). At
this point the typical “spotty” picture on the RHEED pattern
forms manifestly.

As was reported earlier [6] the island formation in the upper
layers of multilayer structures occurs at the smaller amount of
deposited Ge in comparison with the single layer ones. How-
ever the height of the observed hills is greater than the criti-
cal thickness of 2D growth (hc) in the single layer structures.
This fact can be explained by the local tension of Si spacer
layer in the regions above the islands and so the smaller lattice
mismatch between Ge and substrate there. Because of the for-
mation of the nonuniform Ge wetting layer in the multilayer
structures with islands such parameter as “critical thickness of
the 2D growth”, which is widely used for description of the
growth mode of strained layers can be used only as an integral
parameter that does not reflect the real distribution of wetting
layer material on the surface in upper layers of multilayer struc-
tures.

Investigations of multilayer structures in which the first and
subsequent Ge(Si) island layers grown at different tempera-
tures (hereinafter referred to as “temperature — asymmetric
structures”) revealed that lateral sizes of hills and islands in
the multilayer structures are determined by different param-
eters. In particular, the lateral sizes of hills depend on the
lateral sizes and surface density of the buried islands, whereas
the lateral sizes of uncapped islands are defined basically by

the growth temperature. There are two different situations for
“temperature-asymmetric structures”.

1. If the growth temperature of the first island layer is lower
than of the subsequent island layers (Tg = 600 and 700 ◦C, re-
spectively in the present work) the sizes of islands in upper
layers are larger than sizes of hills. But surface density of the
islands in upper layers is determined by the density of hills
which is close to density of buried islands grown at low tem-
perature. As a result the surface density of islands in upper
layers of such “temperature-asymmetric structures” is signifi-
cantly higher than in the structures completely grown at high
(Tg = 700 ◦C) temperature.

2. Otherwise, if the growth temperature of the first island
layer is higher than of the subsequent island layers (Tg = 700
and 600 ◦C, respectively in the present work), the lateral sizes
of hills are significantly larger than lateral sizes of islands which
will form on these hills. It was demonstrated that several (2–
4) closely packed small islands can be grown on the single
large hill in such “temperature-asymmetric structures” (Fig. 2)
which results in the appearance of the island clusters or so-
called “quantum dot molecules” [7].
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Abstract. We have studied the temperature dependence of the photoluminescence (PL) intensity of nano-size
heterostructures ZnTe/CdTe/ZnTe containing self-organized CdTe quantum dots (QD) in temperature range 5–250 K at
different intensities of optical excitation. It has been found that the temperature quenching of PL intensity is governed by
thermal activation of electrons and holes to the centers of nonradiative recombination. These two processes should be
considered as independent which leads to the two-exponential character of the thermal decay curves. The character of
temperature quenching of PL intensity strongly depends on the pumping power. The higher is the excitation power, the
slower is the temperature decay of the PL intensity. We attribute the observed effect to the saturation of the centers of
nonradiative recombination for electrons or holes in the barrier regions of heterostructures.

The understanding of the mechanisms of nonradiative recom-
bination in quantum size heterostructures is very important for
the construction of the optoelectronic devices. Although the
heterostructures containing the quantum dots demonstrate bet-
ter working parameters than those with quantum wells, the
working characteristics of these structures are by far lower than
the theoretical expectations. The main drawbacks are coming
from the nonradiative recombination of carriers which strongly
reduces the operation efficiency of devices at room and even
liquid nitrogen temperatures.

In this work we have studied the PL spectra of MBE-grown
CdTe/ZnTe structure containing five isolated QW’s (A, B, C,
D, and E) with progressively increasing CdTe content WCdTe
(1.8, 2.5, 4.3, 6.5, and 8.6 monolayers (ML)), separated by
thick (60 nm) ZnTe barriers. The PL spectra of the sample at
optical excitation above the ZnTe barrier are shown on Fig. 1a,b.
The spectra contain three PL bands of comparable intensities
corresponding to the radiative recombination of carriers in A,
B, and C QW’s. For QW’s with higher Cd content WCdTe (6.5
and 8.6 ML) the PL intensity is by more than 50 times lower
than in A,B, and C QW’s.

Transmission electron microscopy [1] has shown that only
A, B, and C QW’s in this structure are coherently strained
whereas D and E QW’s exhibit partial structure relaxation of
the interfaces with formation of structural defects which are
serving as the centers of nonradiative recombination (NR).
The study of micro-PL spectra has shown that the distribu-
tion of CdTe across the QW planes is highly inhomogeneous
which is evidenced by the presence of sharp resolution lim-
ited (<0.2 meV) emission lines (Fig. 1b). These lines corre-
sponds to the PL of exciton states localized within the separate
QD’s formed via the self-organization processes during the
growth [2].

The temperature dependence of the integrated PL intensity
IPL(T ) in the range 5–150 K for A, B and C QW’s at excitation
above the ZnTe barrier is shown in Fig. 2. For each band the
measurements were carried out at two excitation densities (1
and 100 W/cm2). Two characteristic features of our experi-
mental results should be noted. First, the general dependence
of the temperature quenching of the PL intensity for all three
bands strongly depends on the density of optical excitation.
Second, in all cases the curves of the temperature quenching
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Fig. 1. (a) PL spectra of QW’s from A, B, and C at T = 2 K and
excitation by 441.6 nm line of He-Cd laser, (b) micro-PL spectra of
QW’s A, B, and C from the 0.5-μ-diameter spot at T = 7 K and
excitation above ZnTe-barrier.

have complicated character.
At low excitation densities for every of three QW’s two

different temperature regions in the quenching of emission in-
tensity are observed. Up to 50 K the decrease of the emission
intensity is rather steep and above this temperature it becomes
smoother. Most clear it is seen on the panel b of the Fig. 2
for B QW but can be also noticed for A and C QW’s. Usually
the temperature dependence of IPL(T ) is assumed to arise due
to the activation processes and can be described assuming the
exponential relation exp(−Eac/kT ) of population of radiative
states in QD and nonradiative states in barrier which are sepa-
rated by activation energyEac. The emitting states of localized
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Fig. 2. Temperature dependence of the integrated PL intensity of
three quantum wells formed by 1.8 (a), 2.5 (b), and 4.3 (c) ML of
CdTe at two different excitation powers 1 (lower curves) and 100
(upper curves) W/cm2. Symbols are experimental data, solid lines
are the results of calculations.

excitons in QD’s are formed by two carriers, electron and the
hole. The nonradiative escape of every of them will lead to the
destruction of the radiative state. So for the description of our
experimental results we have used two-exponential function
suggested by simple kinetic considerations which accounts for
the separate nonradiative relaxation of the two kinds of carriers

I (T )

I0
= 1

1 + α exp (−E1/kT )+ β exp (−E2/kT )
. (1)

Here I (T ) is a temperature dependent integrated PL intensity,
I0 is that at the lowest temperature, α and β are numerical
parameters, and E1 and E2 are characteristic activation en-
ergies for thermal transitions from radiative to the nonradia-
tive states for holes and electrons. The activation energies for
the release of holes and electrons from the QD are expected
to be quite different, since in ZnTe/CdTe/ZnTe heterostruc-
tures the band offset in the valence band is much smaller than
that for the conduction band [3]. The activation energies for
holes E1 providing the best fit of the results were found to be
2.6 → 3.0 → 5.2 meV for the A, B, C sequence of QW’s in
qualitative agreement with the increase of the well depth with
the increase of the CdTe content. The value of activation en-
ergy for the electron release E2 was found to be in the range
60 to 100 meV for all three QW’s.

As it is seen from Fig. 2, the increase of the excitation
density for all three QW’s A, B, and C leads to the slowing
of the temperature quenching of the PL intensity in the region
of low temperatures. Most pronounced this effect is for the
A QW. However, the same tendency can be also noticed in
the results for two other QW’s B and C. We suppose that the
observed effect is caused by the saturation of NR centers of
recombination at the increase of the excitation density. It can
be assumed, that the concentration of NR centers increases with
the increase of CdTe content in A, B, and C QW’s. Also, the
increase of nominal Cd content in the QW increases the density
of QD’s per unit area. The centers of NR recombination can
be completely saturated for the A QW with the lowest density
of QD’s and presumably the lowest concentration of centers of
NR recombination at temperatures below 50 K. The saturation
is not complete for B and C QW’s since at the same density
of optical excitation the number of electron-hole pairs per one
QD is decreasing in A, B, C sequence. Qualitatively these
assumptions are in agreement with our fitting results, but the
interpretation of the physical meaning of obtained parameter
values needs further elaboration of the model.
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Abstract. We report on intraband photocurrent spectroscopy of Ge self-assembled quantum dots grown on strained
Si0.65Ge0.35 layer. The p-type devices show broad spectral response ranging from 2 to 12 μm. By a comparison between
photocurrent measurements and the hole energy level scheme, as deduced from six-band k × p calculations, the two main
contributions to the photoresponse are identified. The absorption band between 2 and 4 μm is attributed to the
bound-to-continuum transitions between the bound states of the quantum dots and the continuum states in the Si barrier.
The photoresponse at longer wavelength (4–12 μm) is associated with hole transitions from the dots to the nearby
Si0.65Ge0.35 layer.

Introduction

Intraband optical transitions in QDs have attracted a great deal
of attention due to their potential applications in infrared de-
tectors operating at normal incidence and displaying low dark
current. Most of the demonstrations of quantum dot photode-
tectors were achieved with III–V heterostuctures. SiGe-based
QD photodetectors represent another attractive type of the de-
vice due to its compatibility with standard Si readout circuitry.
At present, the most highly developed technology for fabri-
cating arrays of SiGe-based QDs utilizes strain-driven epitaxy
of GeSi nanoclusters on Si(001) surface. A typical energy
gap between the GeSi dot ground state and the Si valence band
edge is about 300–400 meV and weakly depends on the growth
conditions. With the increase in the growth temperature, the
dots become larger, and the Ge content decreases. Since the
energy level confined to a dot becomes deeper with increasing
dot size and more shallow with decreasing Ge content, the hole
binding energy changes slightly with the growth temperature.
The photoresponse in the spectral range 3–4 μm was really
observed by several groups [1–3] and attributed to the transi-
tions from hole states bound in GeSi QDs to continuum states
of Si matrix. There are only few works announcing the long-
wavelength (8–12 μm) operation of detectors based on Ge/Si
quantum dots [4,5]. Since the long-wavelength photoresponse
in this system is originated from the bound-to-bound intraband
transitions, it is unlikely to expect superior performance of such
devices and one is obliged to seek another approach. In this
paper we demonstrate that technologically important range be-
tween 8 and 12μm can be reached by the use of self-assembled
Ge QDs grown on strained Si1−xGex layers. The concept of
the device is similar to the dots-in-a-well detectors proposed
for III–V nanostructures. The advantage of this structure is
the ability to control the effective valence band offset at the
Ge/Si1−xGex interface and hence the operating wavelength by
varying the composition x and thickness of only the underlying
Si1−xGex quantum well.

1. Device structure

Samples were grown by solid-source molecular-beam epitaxy
on a Si substrate with a resistivity of 150 �cm. Before Ge
QDs growth, a 15-nm-thick strained Si0.65Ge0.35 layer was de-
posited at a rate of 0.008 nm/s at 500 ◦C. Ge QDs form by self-
assembling in the Stranski–Krastanov growth mode at 500 ◦C

by deposition of 0.4 nm Ge over the Si0.65Ge0.35 buffer layer.
The active region of the devices is a five-layer stack, where each
period consists of a Si0.65Ge0.35 buffer layer, Ge QD layer and
a 100 nm Si barrier. The doping of the dots was achieved with
a boron δ-doping layer inserted 10 nm below each Si0.65Ge0.35
quantum well, providing after spatial transfer approximately
6 holes per dot. For vertical photocurrent (PC) measurements,
the active region is enclosed between two heavily boron-doped
contact layers (p = 5×1018 cm−3), where the bottom and top
contact are 500 and 300 nm thick, respectively. For the lateral
detector structure, no highly doped contact layers are needed.
From scanning tunneling microscopy, we observe the Ge nan-
oclusters to have a shape of “hut” clusters bounded by {105}
facets with a typical base length of 12 nm and an areal density
of ∼ 1.5 × 1011 cm−2. Waveguide structures were prepared
with a polished backside and polished 45◦ facets to enhance
the absorption and to study the polarization dependence of the
induced PC. The measurement system for spectral response
consisted of a Vertex 70 FTIR specrometer operating in a step-
scan mode.

2. Experimental results

Figure 1 shows the vertical PC measured at 95 K for p-polari-
zed, s-polarized and unpolarized midinfrared excitation. The
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Fig. 1. Vertical photocurrent measured at T = 95 K for a p-
polarized, s-polarized and unpolarized infrared excitation. The ap-
plied bias is 0 V. The curves are vertically shifted for clarity. The
wedge coupling geometry is shown.
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spectra are normalized to the corresponding polarized spectral
intensity of the incoming light. The vertical photocurrent can
be clearly detected without bias voltage. This is caused by
asymmetry in the device introduced by the δ-doping planes
and the existence of a built-in electric field. By increase of
the bias voltage the PC signal becomes noise due to the strong
increase of the dark current. An intense maximum with the
PC onset at ≈ 280 meV (≈ 4.4 μm) is visible. It is nearly
independent of the polarization excitation and attributed further
to transitions from the states confined in Ge dots to continuum
states at the Si valence band edge. No signal is detected in the
long-wavelength range, except for the free carrier absorption
in the s-polarization (λ > 8 μm) which stems from carriers in
heavily doped Si contact layers.

In Fig. 2, the PC spectra of the lateral device measured at
T = 200 K and U = 5 V are shown. The position of the
main PC maximum is approximately the same as that of the
vertical structure. In addition to the main peak, the lateral
device exhibits a long wavelength PC response between 4 and
12 μm which is seen to be mainly polarized along the growth
direction and is not observed in the vertical geometry. The
long wavelength PC signal is clearly detected also in a normal
incidence geometry and for s-polarization at temperatures as
high as 200 K and disappears at T > 220 K.

In order to elucidate the nature of photoresponse, we per-
formed 3D analysis of the band diagram of the heterostructure
under study. Here we used a six-band k × p approximation
(three valence bands and spin), based on the method of Bir
and Pikus [6], which includes spin-orbit and strain effects. Re-
cently this approach was successfully applied to simulate the
electronic structure of strained Ge QDs on pure Si(001) sur-
face [7]. The finite element calculations of three-dimensional
spatial distribution of strain components were performed us-
ing the package COMSOL Multiphysics. The strain tensor
elements are subsequently used as input to a strain-dependent
Hamiltonian. We consider a pyramidal Ge nanocluster with
four {105}-oriented facets and a (001) base embedded into the
Si matrix. The pyramid lies on a 2 ML Ge wetting layer which,
in turn, lies on a 15-nm Si0.65Ge0.35 buffer layer. The pyramid
base length l is 12 nm, the pyramid heigh is 1.2 nm. The chosen
geometrical parameters of the structure are inspired from the
experimental observations.

From the calculations we find that there are only four con-
fined hole states in Ge dot. The absence in wavefunction den-
sity of nodal surfaces perpendicular to the growth direction is
clear evidence that the difference between all the found states
is determined only by quantization in the plane of dot base.
The ground and first excited states in QD are located about
354 and 273 meV from the Si barrier edge, respectively. The
latter value is close to the PC onset in the vertical device and
to the PC shoulder observed in the lateral structure (see Figs. 1
and 2). Thus, the photoresponse at λ < 4 μm can be associ-
ated with transitions from the bound states within the Ge dots
to continuum states at the Si valence band edge. The calculated
energy difference between the highest heave-hole subband in
Si0.65Ge0.35 quantum well and the ground hole state in Ge QD,
140 meV, agrees well the long-wavelength PC onset in lateral
device. Therefore, we may conclude that the long-wavelength
in-plane photocurrent is caused by excitation of holes from
QD to two-dimensional states of Si0.65Ge0.35 layer. Since this
states are unbound in lateral direction, they can carry a current
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Fig. 2. Lateral photocurrent spectra measured at T = 200 K in
multipass waveguide geometry (see inset) for two polarizations of
incident light. The normal incidence photoresponse is also shown.
The applied bias is 5 V.

if an external electric field is applied.
In summary, we report midinfrared photodetectors based

on Ge self-assembled quantum dots grown on Si0.65Ge0.35
strained layer. The device photoresponse covers the spectral
range from 2 to 12 μm. The demonstration of the normal in-
cidence detection at T = 200 K shows the promise of the
application of Ge/Si0.65Ge0.35/Si heterostructures with Ge QD
for future high-temperature optoelectronics application. Fur-
ther work is in progress to improve long-wavelength device
operation.
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Formation of Ge nanoislands on pit-patterned Si substrates
studied by molecular dynamics simulations
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Abstract. Study of Ge nanoislands formation on pit-patterned Si(001) substrate by molecular dynamics simulations is
carried out. Energy surface of Ge/Si(001) structures with pits was mapped out. By the analysis of the energy surface the
mechanism of adatoms diffusion on the pit-patterned surfaces was revealed. Energy of Si/Ge heterosystem with various
morphologies, sizes and orientations of Ge nanoislands inside the pits was calculated. The size of the critical nucleus is
estimated to be ∼20 nm.

Introduction

The challenge for investigators working in the field of material
science is the formation of space arranged arrays of semicon-
ductor quantum dots (QDs). These quasi zero-dimensio-nal
systems exhibit abundant physical properties and offer great
potential for device applications, such as light-emitting de-
vices, QD-based lasers, spintronics, or even quantum com-
putation. An effective way to solve the problem of the in-
homogeneous size distribution and random location of QDs
is utilization of lithographic techniques to prepare substrates
with pre-patterned pits in well-defined positions [1–3]. The
pits act as the nucleation sites for subsequently grown dots.
However, even though extensive studies on growth of Ge dots
on pit-patterned Si substrates have been carried out, still there
exists a lack of knowledge about Ge QD formation mechanism
and fundamental limits of the pit size favorable for space ar-
rangement [3]. In our previous work [4] some peculiarities of
diffusion mechanism on a pit-patterned surface were revealed
using molecular dynamics (MD) simulations. For pits, assum-
ing a shape of inverted square-base pyramids, it was established
that an energy barrier appears at the pit edges, blocking the Ge
fast migration through diffusion channels on Si(001)-(2 × 1)
surface. In the present paper we study the effect of pit shape
and Ge coverage on the surface diffusion. In addition, we ana-
lyze various morphologies of Ge inside pits to determine which
one is energetically favorable.

1. Model

1.1. Energy surface calculation

MD simulation was used to study the properties of pit-patterned
surface. The system under consideration included Si and Ge
atoms, forming the pit-patterned structure, with interaction de-
scribed by the empirical Tersoff potential [5]. By the numerical
solution of Newton equation an equilibrium state of the sys-
tem can be found. In particular, the equilibrium energy of a
Ge adatom sticken to the surface at a certain point can be de-
termined. Using such a probe Ge adatom, the energy surface
is obtained through the scanning over the surface of the sim-
ulated structure. The procedure of energy surface calculation
is similar to that described in [6]. Prior to energy calculations
the simulated structures were allowed to relax.

The basic simulated structure was composed by 15×15 nm
mesh of 20 ML-thick Si(001) with top Ge(001)-(2 × 1). The

thickness of the Ge layer was varied from 1 to 4 monolay-
ers (ML). The structure contained a pit, which had a shape of
inverted square-base pyramid with (115)-oriented side walls.
The pit was 4 nm wide. Periodical boundary conditions were
imposed in the lateral directions.

1.2. Determination of thermodynamically stable morphology

Since the time-scale covered by MD simulations (∼100 ps)
is much shorter as compared to the characteristic time of Ge
nanoislands growth, an alternative approach was used to study
the formation of Ge 3D-islands. First, a structure with an empty
pit was made up, and its potential energy E0 was calculated
using Tersoff potential. Then a structure with a certain mor-
phology of Ge inclusion inside the pit was considered, and its
potential energyEGe was calculated in the similar way. Finally
the energy densityW was calculated by the following formula:

W = EGe − E0

NGe
, (1)

whereNGe is the number of atoms in the Ge inclusion. W char-
acterizes the energy added to the system due to filling the pit
with Ge for the certain morphology of the Ge inclusion. As
the energy is calculated per an atom, W does not change sig-
nificantly at a small variation of Ge inclusion volume. Thus, if
a set of different Ge morphologies of approximately the same
volume is considered, by comparison of W calculated for each
one it can be estimated which morphology is thermodynami-
cally favorable.

The lateral size of the mesh involved in energy calculations
was expanded up to 40 nm, which is comparable with the pit
size in experiments.

Table 1. Energy density of Ge inclusions inside pit obtained by MD
calculations for different Ge volumes and morphologies.

Energy density
Volume (eV/atom)
(nm3) 3D 2D
70 −3.68 −3.70
180 −3.75 −3.75
260 −3.82 −3.80
530 −3.78 −3.77
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Fig. 1. (a) Simulated structure of 3ML-thick Ge(001)-(2 × 1) film
on a pit-patterned Si(001) substrate (plan view). The red and blue
balls represent the Ge and Si atoms, respectively. Ge atoms in dimer
rows are painted in dark red. The pit has a shape of inverted square-
base pyramid with (115)-oriented sidewalls. The energy surface
was calculated within the region marked by the white rectangle.
(b) Energy surface map of pit-patterned Si/Ge(001)-(2×1) structure.
Color scale is used for indication of energy magnitudes. The energy
values in the relevant points are shown with labels.

2. Results and discussion

Fig. 1 presents the simulated Si/Ge(001)-(2×1) surface with a
pit (Fig. 1a) and the corresponding energy surface map
(Fig. 1b). The quasi single-colored parallel paths on the map,
outside the pit, present the diffusion channels. Being formed
between the dimer rows at the planar surface, the diffusion
channels are broken at the pit edge by the energy barrier of
0.9 eV. Ge atoms, which have reached the end of the diffu-
sion channel, migrate with a lower rate by the sidewalls, where
there are many traps for them (minima of −2.6 eV on the
Fig. 1a). The similar picture was observed for the different Ge
film thickness and the bigger inclination of the pit sidewalls.
At all stages of Ge deposition the pits turn out to be the most
favorable site for Ge adatoms accumulation. At further growth
this may promote the nucleation of 3D Ge islands.

Structures included in energy calculation are shown in Fig. 2.
Ge inclusion which would be formed in layer-by-layer (2D)
growth mode is shown in Fig. 2c, the Ge 3D-nanoisland of
hut-cluster shape — in Fig. 2b. Energy density values ob-
tained by MD calculations are presented in Table 1. For Ge
inclusion volume larger than 180 nm3 (lateral size ∼18 nm) the
energy density of 2D Ge inclusion exceeds that of hut-cluster.
The size of ∼20 nm corresponds to the critical nucleus. This
estimate gives the lower theoretical limit for the pit size fa-
vorable for space-arranged array formation. In the case of
Ge0.5Si0.5 solution the critical size is increased up to 60 nm. It
should be stressed that the difference in W values for 2D and

(a)

(b)

(c)

Fig. 2. Simulated Si/Ge structures involved in energy calculations
(side view). (a) The reference structure with an empty pit. (b) Hut-
cluster in the pit. (c) Ge inclusion with flat surface inside the pit.

3D morphologies, respectively, is much higher than the error
of calculations. This difference is correlated for all Ge atoms,
and when being multiplied by the number of Ge atoms NGe, it
becomes much higher as compared with kT .
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The electronic structure of SiGe quantum rings
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Abstract. SiGe quantum rings on Si(100) were growth by molecular beam epitaxy. Nanometer-sized rings formed during
partial Si capping of self-assembled SiGe/Si(001) islands at the substrate temperature 680 ◦C. The morphology of these
structures was investigated by atomic force microscopy. Two types of nanorings with very different diameters and vertical
sizes were found. The electronic spectrum of the quantum rings was calculated by 6-band k × p method. The results of
these calculations demonstrated, that SiGe nanorings are perspective objects for device application for THz range detection.

Introduction

Many researchers pay special attention to quantum rings (QRs),
which have unique magnetic, transport and optical proper-
ties [1,2]. It was demonstrated that self-assembled nanometer-
sized rings created during molecular beam epitaxy (MBE) of
binary semiconductors (A3B5) can be used to terahertz (THz)
radiation detection [3]. Recently, similar Ge/Si heterostruc-
tures with nanorings were obtained by the several experimen-
tal groups [4,5]. However, a systematic study of the electronic
properties of the SiGe QRs is still lacking. This work is de-
voted to study of the formation of SiGe nanorings and the en-
ergy spectrum calculations of charge carriers localized in SiGe
QRs.

1. Experimental findings

The samples were grown by MBE (Riber SiVA-21). After stan-
dard cleaning and in-situ oxide desorption, a 50 nm-thick Si
buffer layer was deposited on Si (100) substrate. The array of
self-assembled SiGe quantum dots (QDs) was formed by the
following deposition of 8 monolayers of Ge with a growth rate
of 0.007 nm/s at the substrate temperature of 680 ◦C. Then,
SiGe QRs were created by capping the SiGe QDs with a 4nm-
thick Si layer with a growth rate of 0.068 nm/s at the same
temperature. The surface morphology of the grown samples
is characterized by atomic force microscope (AFM). All mea-
surements were performed in contact mode with microscope
(SMM 2000K) equipped by sharp Veeco tips with 10 nm ra-
dius. AFM revealed two families of SiGe nanorings formed
during MBE (Fig. 1): the first family with average ring diam-
eter of about 400 nm, width of 95 nm, and height of 11 nm,
the second one with the diameter of about 300 nm, width of
90 nm, and height of 6 nm. The in-plane density of the rings
is ∼2 × 108 cm−2.

2. Energy spectrum calculations

According to AFM data, the diameters of the grown SiGe rings
(D) are always much bigger than their heights and widths,
therefore the quantization of energy due to the finite length
of the ring (πD) can be neglected. In this approximation the
nanoring can be considered as an infinitely long quantum wire.
The energy spectrum of localized hole states calculated for the
quantum wire by 6-band k×p method. Two-dimensional prob-
lem was solved for different nanowire shapes (rectangle, trian-
gle and trapezoid) with height 6 nm and width 90 nm. The Ge
content of nanorings used in the calculations was 30%, which

(c)

0 213.0 nm 301.9 nm (88.90 nm)0.576* Base: 740.8 nm

Section [48.4° course, (62.283) (142.373)]→ Line✔10.72 nm
(15.65 nm)

−4.929 nm
(0.0)

2.810 nm
3.705 nm
(894.4 pm)

(a) (b)

Fig. 1. (a) AFM image of the surface area (3 × 3 μm) with SiGe
nanorings formed on the Si(100) at 680 ◦C, (b) the surface area
(1.5 × 1.5 μm), (c) cross-sectional profile of the SiGe nanoring.

corresponds to average experimental value determined by x-ray
scattering method for SiGe nanorings formed at 680 ◦C [6].
The energy levels of hole states in SiGe quantum ring were
counted from the top of the Si valence band. The calcula-
tion showed that the energies of localized charge carriers are
strongly dependent on the shape of nanoring cross-section. It
was found, that the energy gap between ground and first ex-
cited state is about 1 meV for rectangle, 10 meV for triangle
and 8 meV for trapezoid cross section shapes (see, Table 1).

Figure 2 shows calculated distributions of charge density
for ground state and two excited states with corresponding en-
ergy levels in the case when a cross-section of the ring has
shape of an isosceles trapezoid with the ratio between top and
bottom bases 0.1. Notice, that this simulation geometry is very
similar to the experimental AFM scan section profile of nanor-
ings (Fig. 1). Energy gap between ground and exited state is

Table 1. The energy spectrum obtained for different nanowire
shapes.

Rectangle Triangle Trapezoid

Ground state (meV) 198.6 192.5 195.4

First excited state (meV) 197.7 182.5 187.5

Second excited state (meV) 196.2 174.5 179.4
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SiGe QR
224 meV

195.4 meV
187.5 meV
179.4 meV

valence bandSi

Si

(a) (b) Si Ge0.7 0.3

ground state

first excited state

second excited state

Fig. 2. Calculated energy levels for ground hole state and two excited
hole states (a) and charge density distributions of corresponding
energy levels (b) in the case when the cross-section of SiGe ring has
shape of an isosceles trapezoid.

about 8 meV, which corresponds to the frequency 2.5 THz.
Calculated energies for transitions between ground state and
exited states allow us suggest, that obtained SiGe nanorings
are perspective for developing of THz range detectors.

3. In summary

SiGe nanoring formation has been observed after partially cap-
ping SiGe islands on Si(001). This transformation is dependent
on the cap layer thickness and substrate temperature at which
the capping layer is deposited. The energy spectrum of local-
ized states was calculated. The results of these calculations
demonstrated that SiGe nanorings are perspective objects for
device application for THz range detection.
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First principle simulations of the vacancy mediated surface
diffusion of Si-defect on the Me induced Si(111)

√
3×

√
3 surface,

Me = Al, Ga, In, Pb
Yu. V. Luniakov
Surface Physics Department, Institute for Automation and Control Processes, 690041 Vladivostok, Russia

Abstract. Using Nudged Elastic Band optimization the minimal energy paths for Si adatom moving on the ideal and
vacancy defected metal induced Si(111)

√
3 × √

3 surface have been obtained. The results of DFT calculations demonstrate
that it is much more preferable for Si defect to move through vacancy than to exchange with Me adatom. The energy barriers
for the direct Si and Me adatoms exchanges are considerably higher than that for Si-defect moving to the vacant T4 position.

Introduction

One of the most interesting physical processes on the surfaces
is the diffusion of the vacancies and adatoms that is respon-
sible on the mobility of surfaces: motion of steps, islands or
adsorbates. The most challenging effects are concerned with
the mobility of the single surface defect because it is quite dif-
ficult to be traced experimentally or simulated theoretically.
One of the distinctive example is high temperature STM ob-
servation of exchanges between group-III and Si atoms on
Si(111)

√
3 × √

3 surface [1–3]. The activation energies of
the exchange are withing the range 1.2–1.7 eV and the pref-
actors are withing the range 1010−1013 s−1. The prefactor
is largely dependent on the mechanism of the surface diffu-
sion. As was shown by Kaxiras and Erlebacher [4], if adatoms
are subjected to the collective concerted motion, the prefac-
tors are march more smaller, i.e. ≈ 10−5 s−1 for Pb diffusion
on Ge(111)-c(2 × 8) surface. The much larger prefactors for
Si-Me adatom exchange on Si(111)

√
3 × √

3 surface indicate
that the mechanism is different from the concerted motion of
adatoms. Another possible mechanism proposed by Hibino
and Ogino [1] is that when metal adatom moved to T4 site oc-
cupied by a Si adatom, the Si adatom looks like a vacancy and
automatically moves to the T4 site formerly occupied by the
metal adatom. Even more simple mechanism is the vacancy
mediated surface diffusion [5], when the diffusive motion of
the adatoms can be explained by the presence of a low density
of extremely mobile vacancies in the first layer of the surface.
This mechanism is confirmed to be responsible to the of In

Fig. 1. Structural model of the Me induced Si(111)2
√

3 × 2
√

3-
surface with vacancy defect. Me atoms are shown by the large black
circles, the topmost Si atoms of the 1st layer are shown by the largest
gray circles, the 2nd layer Si atoms are shown by the smaller gray
circles, the 4th layer Si atoms are shown by the smallest gray circles.

adatoms on Cu(100) surface [5]. Hannon has proposed that
surface vacancies are responsible for mass transport between
adatom islands on Cu(001) [6]. So the question about the most
possible mechanism of adatom movement on the Me modified
Si(111)

√
3×√

3 surface is still open for discussion. In order to
testify whether the vacancy mediated surface diffusion is more
favorable than direct Si — Me adatoms exchange we performed
first prinsiple simulations of this processes for Pb, In, Ga and
Al atoms for which the experimental results are available [1].

1. Methods of calculations

For the first principle simulations we employed the local den-
sity approximation (LDA) after Ceperley–Alder [7] in the Pe-
rdew–Zunger parametrization [8] for the exchange and correla-
tion functional with projector-augmented wave pseudopotenti-
als (PAW) [9], implemented in VASP ab-initio program [10–
13]. The surface has been simulated by a periodic slab geom-
etry with Si(111)N

√
3 × N

√
3 Me induced unit cells (N =

2−6), containing six silicon atomic layers and one Me adsor-
bate layer (Fig. 1). The dangling bonds of the bottom slab layer
have been saturated by hydrogen atoms. The hydrogen atoms
and bottom layer silicon atoms have been fixed and the rest
atoms have been set free to move. A vacuum region of more
than 10Å has been incorporated within each periodic unit cell to
prevent interaction between adjacent surfaces. Wave functions
were represented using a plane-wave basis set with a kinetic
energy cutoff of 250 eV. The Brillouin zone integration was
performed with a �-point for large 4

√
3 and 6

√
3 supercells.

2. Results and discussions

It was conclusively determined that atomic structure of the Me
induced Si(111)

√
3 × √

3 is essentially the same for Al, Ga,
In, and Pb adatoms: with coverage of 1/3 monolayer rest in
the threefold symmetric T4 sites above second-layer Si atoms.
To check out the dependency of the vacancy formation energy

Table 1. The dependency of the relative energies (in eV) of the
surface with In adatom displaced from T4 to T ′

4 or H3 sites on the
supercell size.

Energy (eV) 2
√

3×2
√

3 4
√

3×4
√

3 6
√

3×6
√

3

Adsorption site T ′
4 H3 T ′

4 H3 T ′
4 H3

Cell size 0.35 −0.05 0.59 0.11 0.66 0.11
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Fig. 2. (a) The possible Me and Si adatoms exchange path nearly
on top Si atom and (b) the corresponding energy profiles for Me and
Si adatoms, moving to meet each other. The solid line corresponds
to the distance passed by Me, the dashed line corresponds to the
distance passed by Si. The distances passed by Si or Me adatom
have been projected to the line, connecting the neighboring T4 sites
beside Si and Me adatoms exchange.

on the size of a supercell we perform a series of calculation of
Si(111)N

√
3 ×N

√
3-In supercells containing one In vacancy

(see Fig. 1). One of In atoms bordering to the vacancy was
displaced from it’s equilibrium position to the neighboring free
T4 site (hereinafter referred to asT ′

4) or toH3 site. The resulting
energies are summarized at table 1. We can see that when the
superlattice is so small as 2

√
3, the density of vacancies are

too high, that gives the much smaller formation energies for In
adatom moving to T ′

4 and H3 sites. The energies for 4
√

3 and
6
√

3 supercells are in the right relative order and are different in
less then 0.1 eV. So 4

√
3 supercell Should be large enough for

our simulations and all the following results have been attained
using this supercell.
To simulate a movement of Si-defect on the ideal Si(111)

√
3×√

3-Me surface with Me = Al, Ga, In, Pb we have artificially
chosen Si adatom path around on fop Si atom. On this path Si
and Me adatoms are going to move towards each other pass-
ing around on top Si atom clockwise or counterclockwise (see
Fig. 2(a)). The whole path has been divided onto a series of
metastable configurations, every one have been fully optimized
separately. To locate the barrier height we have carried out
NEB optimization [14,15] on a number of intermediate points
nearby the closest metastable maximums where Si-defect and
Me adatom are most close to each other around on top Si atom.
Black crosses on Fig. 2(a) mark them. The full energy profiles
for Si and Me adatoms are shown on Fig. 2(b), the energy barri-
ers for Si-Me exchanges on the ideal Si(111)

√
3×√

3-Me sur-

Table 2. The dependency of the barrier height (in eV) for Si–Me
adatom exhange on the ideal surface and for Si adatom moving to
the vacant T4 site though the Me vacancy.

Experimen- Barrier for Barrier for the
Metal tal [1,3] the ideal surface vacancy surface

Al 1.42 ±0.07 3.11 1.58

Ga 1.67 ±0.11 2.79 1.58

In 1.56 ±0.15 2.67 1.52

Pb 1.20 ±0.17 2.41 1.33

Fig. 3. (a) The minimum energy path of Si defect migration obtained
by NEB optimization and (b) the corresponding energy profiles. The
designations are essentially the same as on Fig. 2.

face are summarized on table 2. We can see that the activation
energies for Si-defect diffusion on the ideal Si(111)

√
3 × √

3-
Me surface is too much above the experimental results.

To investigate the influence of vacancy on the activation
energy we perform NEB optimization of Si-adatom migration
from the initial T4 position to the neighboring site with the
missing Me adatom (see Fig. 3(a)). The full energy profiles
for Si-defect are shown on Fig. 3(b), the energy barriers for
Si-defect moving on the

√
3 × √

3-Me surface with vacancy
are summarized on table 2, last column. We can see that the
activation energies for Si-defect migration on the

√
3 × √

3-
Me surface is much better agree the experimental results if the
movement is carried though vacancy.
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Abstract. Non-volatile metal-silicon nitride-silicon dioxide-silicon (MNOS) memory structures with an embedded sheet of
Si or Ge nanocrystals were prepared by low pressure chemical vapour deposition using chemical SiO2 tunnel layers. It was
obtained that Si or Ge nanocrystals improved the charging behaviour of the MNOS structures. To understand the physical
origin of this phenomenon computer simulation was performed. The results of simulations are in agreement with the
experimental results obtained on MNOS structures with Si or Ge nanocrystals.

Introduction

Information storage in non-volatile memories are based on
changing the threshold voltage of field effect transistors (FETs)
by appropriate voltage pulses. The actual mechanism is injec-
tion of charge by tunneling and its storage in a floating gate
or in traps located in the insulator layer in MNOS or SONOS
structures [1–4].

However, the reduction of the dimensions of floating gate
memory FETs is limited mainly due to reliability problems
connected with defects in the tunneling layer, because the re-
duction of lateral dimensions calls forth the reduction of oxide
thickness. So, if there is a defect or week point in the thin oxide
layer, the whole charge can be lost via it. Application of iso-
lated semiconductor nanocrystals embedded in the insulator,
as charge-storage media, is a possible and successful solution
of this problem [1–4].

The loss of information via defects in oxide layer can also
be avoided by using MNOS or SONOS structures. In these
structures the charge is stored in defects located in the nitride
layer, which are separated a’priori. However, we considered
that the formation of semiconductor nanocrystals can improve
the charge injection and storage behaviour of these structures.
So, Ge or Si nanocrystals were embedded at the oxide/nitride
interface, and — as expected — improved memory behaviour
were obtained for different MNOS structures [3,4].

In this paper the charging behaviour of some of the studied
MNOS structures containing Si or Ge nanocrystals embedded
at the SiO2/Si3N4 interface are analyzed, comparing the ex-
perimental results with tunneling probabilities calculated for
structures with and without nanocrystals using WKB approxi-
mation [5].

1. Experiment and simulation

MNOS structures with embedded Si or Ge nanocrystals have
been grown on n-type Si substrates. The results of two differ-
ent series of samples are studied. In one series the structures
consist of a 2.5 nm thick SiO2 tunnel, a Si nanocrystal and a
40 nm thick Si3N4 control layers. The samples of the other
series consist of a 2.5 nm thick tunnel SiO2, a Ge nanocrystal
and a 75 nm thick Si3N4 control layers. The effect of the dura-
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Fig. 1. Memory window of MNOS structures with embedded Ge
nanocrystals prepared with nanocrystal deposition duration of 25 s
(circles) and 50 s (triangles) as a function of charging pulse amplitude
with pulse width of 100 ms. The results obtained on reference sample
without nanocrystals are presented by squares.

tion of nanocrystal deposition has been investigated. Reference
samples without nanocrystals were also prepared.

The SiO2 layers with a thickness of 2.5 nm have been pre-
pared by a chemical treatment using HNO3 [3,4]. The Si
nanocrystal layer and the Si3N4 control layer were deposited
by LPCVD at 830 ◦C at a pressure of 30 Pa using SiH2Cl2 and
NH3 [3,4]. The Ge nanocrystals were grown by electron beam
evaporation. During evaporation the substrate temperature was
kept at 350 ◦C [3,4].

For deeper understanding the enhanced charging behaviour
the tunneling probability of electrons to the conduction band
of the nitride layer has been calculated using the WKB approx-
imation [5].

2. Results and discussion

The enhanced charging properties of structures with embed-
ded Ge nanocrystals can be seen in Fig. 1, which presents the
memory window for samples with Ge deposition duration of
25 and 50 s as well as for the reference sample. The upper
branches of the memory window were obtained for positive,
while the lower branches for negative charging pulses. The
samples with nanocrystals exhibited wider memory window,
than the reference sample indicating enhanced charge injection

207



208 Si-Ge Based Nanostructures

2 4 6 8 10
10−30

10−25

10−20

10−15

10−10

10−5

100

4 nm

3 nm

2 nm

5 nm

1 nm

Oxide field (MV/cm)

T
un

ne
lin

g 
pr

ob
ab

ili
ty

dox 1-5 nm

Fig. 2. Tunneling probability of electrons (solid lines) and holes
(dashed lines) to the nanocrystals located at the SiO2/Si3N4 interface,
as a function of the electric field in the oxide layer and of the oxide
thickness.

behaviour. Similar picture was obtained for the samples with
Si nanocrystals: samples with nanocrystals exhibited wider
memory window than the reference sample [3].

The calculated probability of electron or hole tunneling to
the conduction or valence bands of the nitride layer, respec-
tively, in MNOS structures without nanocrystals as a function
of the oxide thickness and the electric field in the oxide layer
exhibit maximum as a function of oxide thickness. The tun-
neling probability is higher and its maximum is closer to the
SiO2/Si3N4 interface for higher electric fields.

Fig. 2 presents the tunneling probability of electrons and
holes to the nanocrystals located at the SiO2/Si3N4 interface,
as a function of the electric field in the oxide layer and the oxide
thickness. As a matter of fact, this is the tunneling probability
via the oxide layer by direct or Fowler–Nordheim tunneling [6].
For practical electric field values, the Fowler–Nordheim tun-
neling occurs at oxide thicknesses above 3 nm and at high
electric fields only. The obtained probabilities are much higher
than those obtained for tunneling to the nitride conductance or
valence band in structures without nanocrystals, but at low elec-
tric fields only. For direct tunneling of electrons or holes via
the oxide layer at medium electric fields to the nitride conduc-
tion or valence band, respectively, and for Fowler–Nordheim
tunneling at high electric fields, the tunneling probabilities are
the same to the nanocrystals, as to the nitride conduction band.

3. Conclusions

Charging behaviour of MNOS structures containing Si or Ge
nanocrystals embedded at the SiO2/Si3N4 interface have been
studied by experiments and by calculating tunneling probabil-
ities of electrons and holes to the nanocrystals or to the con-
ductance/valence band of the nitride layer for structures with
and without nanocrystals.
The presence of semiconductor nanocrystals at the SiO2/Si3N4
interface enhances strongly the tunneling probability of elec-
trons and holes for structures with thin oxide layers (3 nm or
below) or at low electric fields, but they do not influence the
charging behaviour of structures with thick oxide layers at high
electric fields.

The results of calculations are in agreement with the ex-
perimental results obtained on MNOS structures with Si or

Ge nanocrystals embedded at the SiO2/Si3N4 interface. The
tunneling probability of both the electrons and holes increased
due to the presence of nanocrystals yielding enhanced charging
behaviour.
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Abstract. An analytical model for investigating of the periodic dislocation nucleation during epitaxial growth of SiGe
nanoislands on Si(001) substrates is proposed. This model, which includes suitable estimates of energy gain and cost
produced by the dislocation nucleation events as well as mutual interactions between dislocations in the island, is able to
predict correctly the spacing between tree rings, as measured either by atomic force microscope or by a He Ion microscope.
Excepting the nucleation of the first few dislocations, which are strongly influenced by the island shape, the model predicts
self-ordering of dislocations inside SiGe islands in a regularly spaced network.

Introduction

It has been discovered by in-situ transmission electron micro-
scope (TEM) analysis during the epitaxial growth of three-
dimensional (3D) SiGe island on Si (001) [1,2], that periodic
dislocation nucleation occurs, and it is accompanied by sud-
den lateral expansions of the island and followed by a slow
recovery of the original aspect ratio, during accumulation of
the deposited material at the top. This phenomenon was named
“cyclic growth”. A more recent TEM study [3] reported an or-
dered pattern of 60◦ misfit lines. In the top view, they appear
as concentric polygons at the basal plane of the island, sug-
gesting a constant dislocation distance. Nevertheless it is still
unknown whether plastic relaxation events are really periodic
with increasing island base radius and what is the thermody-
namic balance in volume that might lead to such periodicity.
These issues will be clarified in this work, by comparing an-
alytic calculations of critical island sizes for dislocation nu-
cleation and accurate measurements of the footprints due to
subsequent island lateral expansions, which were explained
with the occurrence of subsequent plastic events in the island.

1. Experimental findings

Samples were grown by molecular beam epitaxy (MBE). Af-
ter standard cleaning and in-situ oxide desorption, a 100 nm
thick Si buffer was grown before the deposition of 15 ML Ge,
at a substrate temperature of either 620 or 740 ◦C. With these
growth parameters both coherent and plastically relaxed is-
lands are observed on the surface [4,5]. The samples were
then cooled to room temperature and chemically etched to re-
move selectively Si1−xGex over Si. The surface morphology
was then imaged by Atomic Force Microscopy (AFM) and by
a Carl Zeiss Orion PlusTM helium-ion microscope (HeIM),
revealing stepped-ring structures left below plastically relaxed
islands (Fig. 1). Such observed structures are produced during
the island cyclic growth [4].

From the microscopy images, we measured the distances
between subsequent rings (ring width), starting from the cen-
tral plateau and moving towards the periphery of the islands
along two orthogonal directions. The two independent mea-
surement techniques yield fully consistent results. It can be
concluded that, within our growth conditions, the ring width

100 nm

100 nm

(a) (b)

Fig. 1. (a) 3D view of an AFM image of a similar ring structure (the
depth of the trench around the tree-ring is about 16 nm), (b) He-ion
image of the Si surface obtained after removal of a dislocated SiGe
island grown at 740 ◦C showing a characteristic ring structure.

shows a slight decrease from the island centre to the island
borders, in the range from 10 to 20 nm for the sample grown
at 620 ◦C and between 20 and 30 nm for the sample grown at
740 ◦C, converging to an almost constant value, 15 and 22 nm,
respectively. The average Ge content in the islands determined
using AFM [4] is X = 0.36 and X = 0.48 at 740 and 620 ◦C,
respectively.

2. Analytical model

In order to interpret the experimental findings, we propose an
analytical model of multiply dislocated islands, similar to the
one commonly used in the calculation of the thermodynamic
critical thicknesses of flat films, and recently adopted in the
calculation of the critical dimension for the first dislocation
nucleation in 3D SiGe islands on Si(001) [5]. This simple ap-
proach fully captures the essential features of the system, with
no fitting of the involved parameters, just assuming closed cir-
cular loops of 60◦ type misfit segments, which are nucleated
right at the perimeter of the growing island. It was assumed,
that the dislocation nucleation occurs, when the energy lower-
ing (Egain) corresponding to the effective misfit reduction, pro-
vided by the dislocation becomes equal to the increase in energy
(Ecost) due to the lattice distortion produced by the dislocation
itself and due to interaction between the dislocation and other
ones already present in the multi-dislocated island. By consid-
ering a 3D Si1−xGex island with an aspect ratio ", analytical
expression forEgain can formulated asW(n)−W(n−1), where

W(n) = G
1−ν F (ρ,X)

(
ε2
xx(n)+2νεxx(n)εyy(n)+ε2

yy(n)
)
V
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is the elastic energy stored in an island when n dislocations
are present. Here G is the shear modulus, ν is the Pois-
son ratio, V is the island volume, εxx(n) = εyy(n) = εm −
beff
2

∑n
i=1 λi/(πR

2) are the in-plane strain tensor components
corresponding to the lattice misfit εm = 0.0412X, as reduced
by the presence of n circular dislocations, beff = b cos(π/3) is
the effective component of Burgers vector for a 60◦ misfit dis-
location (b = aSiGe

√
2/2), λi is the length of the dislocation,

R is the island radius, F(ρ,X) is the reduction factor of the
elastic energy stored in the island and substrate (numerically
evaluated by Finite Element Method). Ecost is evaluated by
summing of two energy contribution related to the self-energy
of the dislocation (Eself ) and interaction energy between dis-
locations (Eint). Eself is analytically calculated as for the case
of a flat film, by considering each segment of the circular loop
is decomposed into two components, along the x and the y

directions.

Eself = λiG

(
1 − ν cos2 β

)
b2

4π(1 − ν)
ln
αRcut−off

b
,

where β is the constant angle between dislocation line and
Burgers vector b, α is the parameter taking into account the
dislocation core energy (usually set to 2.7). Rcut−off is the cut-
off radius of the dislocation strain field, i.e. the average distance
of the dislocation line from the free surface, taken as the height
of a cylinder equal in volume and in base area to the island [5].
Eint is taken as the sum of the pair interaction energies between
straight dislocation segments located near a free surface [6]:

Eint =
n∑
i=1

λn + λi

2
EI

(
dn,i

)
,

where

EI(d) = Gb2/2

4π(1 − ν)

[
ln

(
4a2+1

)
− 4a2

(
12a2 + 1

)
4a2 + 1

]

+ Gb2/4

4π(1 − ν)

[
ln

(
4a2+1

)
+ 4a2

(
4a2 + 3

)
4a2 + 1

]

+ Gb2/4

4π(1 − ν)

[
ln

(
4a2 + 1

)]
.

Here dij is the separation distance between dislocations, a =
di,j /Rcut−off is the dimensionless interaction radius. Since we
assume that all dislocation loops nucleate exactly at the island
edge, the ring width (and the dislocation spacing) as a function
of the number of dislocations in the island is obtained directly
by subtracting subsequent critical base radii for the dislocation
nucleation.

3. Model vs Experiment
The model results in Fig. 2 show that the ring width initially
decreases with the dislocation number, but after the nucleation
of the very first dislocations the spacing between two subse-
quent loops becomes almost constant. It was found, that the
interaction between dislocations contributes significantly to the
spacing. We report the ring width between two plastic events
vs the increasing number of rings for the same system, cal-
culated with (solid line with boxes) and without (dashed line
with circles) the interaction term. One can see that the solid
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Fig. 2. Calculated distance between dislocations (ring width) versus
the number of rings, with (full boxes, blue) and without (full cir-
cles, red) including the Eint term. Island aspect ratio to ρ = 0.3, in
agreement with AFM measurements. Ge content X = 0.36, corre-
sponding to the experimental data at T=740 ◦C.

curve correctly reproduces the experimental trend observed at
740 ◦C, as reported in Fig. 1, and converges to the ring width
value of 22 nm, which is the experimental indication. The
dashed curve obtained neglecting the repulsive term is shifted
by a nearly constant value far below this experimental data,
outside the relative error bar (the band in Fig. 2). Then the
dislocation interaction in the thermodynamic balance is very
important for an accurate prediction of the critical island radii
and dislocation spacing. As one should expect, increasing the
Ge content inside the elastic energy stored in the system is also
increased and the dislocation spacing becomes smaller with the
increasing misfit. In fact, by tuning the island Ge content X
from 0.3 to 0.5, a downward shift of the ring width curve is ob-
tained, in agreement with the experimental trend observed by
decreasing the growth temperature. In particular, we observe
that at any Ge concentration the ring width quickly converges
to a nearly constant value, which is lower for higher island Ge
content.

Acknowledgements

V.A. Zinovyev would like to acknowledge support by Russian
Foundation of Basic Research (grant 09-02-00882).

References

[1] M.C. Reuter, J. Tersoff, M. Hammar, R.M. Tromp, Phys. Rev.
Lett. 73, 300 (1994).

[2] F.M. Ross, J. Tersoff, M.C. Reuter, F.K. LeGoues, R.M. Tromp,
Microsc. Res. Tech. 42, 281 (1998).

[3] A. Portavoce, R. Hull, M.C. Reuter, F.M. Ross, Phys. Rev. B 76,
235301 (2007).

[4] T. Merdzhanova, S. Kiravittaya, A. Rastelli, M. Stoffel, U. Den-
ker, and O.G. Schmidt, Phys. Rev. Lett. 96, 226103 (2006).

[5] R. Gatti, A. Marzegalli, V.A. Zinovyev, F. Montalenti, Leo
Miglio, Phys. Rev. B 78, 184104 (2008).

[6] A. Atkinson and S.C. Jain, J. Phys.: Condens. Matter 5, 4595
(1993).



19th Int. Symp. “Nanostructures: Physics and Technology” 2DEG.01o
Ekaterinburg, Russia, June 20–25, 2011
© 2011 Ioffe Institute

Transport in wide HgTe/HgCdTe quantum wells with Mexican
hat spectrum
A. V. Germanenko1, G. M. Minkov1,2, O. E. Rut1, A. A. Sherstobitov1,2, S.A. Dvoretski3

and N. N. Mikhailov3

1 Ural State University, 620000 Ekaterinburg, Russia
2 Institute of Metal Physics, Ural Branch of RAS, 620990 Ekaterinburg, Russia
3 Institute of Semiconductor Physics, SB RAS, Lavrentieva av., 13, Novosibirsk 630090, Russia

Abstract. The transport phenomena in single quantum well structures based on the gapless semiconductor HgTe are
investigated. The analysis of the Shubnikov–de Haas oscillations allows us to obtain the gate voltage dependence of the
electron densities corresponding to different branches of the energy spectrum split due to the Rashba effect in asymmetric
quantum well. The data are found in a good quantitative agreement with the results of numerical calculations performed
with the use of the 6 × 6 matrix Hamiltonian. However, the central point of the paper relates to the features connected with
the shape of the dispersion law. In biased structure, the energy versus quasimomentum curve has the form of Mexican hat.
The existence of the electronlike and holelike states results in complicated magnetic field dependence of the Hall coefficient,
which changes the sign from negative to positive with growing magnetic field within some gate voltage interval.

Introduction

After long hiatus in 90-s interest in gapless A2B6 semiconduc-
tors was rekindled in the new millennium [1–4]. The reason
is the considerable achievements in technology of growing of
the heterostructures allowing one to fabricate the systems with
2D gas of extremely high quality. On the other hand, the new
interest is stimulated by the new phenomena arising in such a
type structure resulting from the complicated energy spectrum
of the parent material forming the quantum well.

In the present paper, the results of experimental investiga-
tions of the transport in wide single quantum well of mercury
telluride are reported. The main attention is focused on the
situation when the spectrum of the carriers has the form of
Mexican hat due to mixing of the conduction and valence band
states in biased heterostructure.

1. Experimental

Our HgTe quantum wells were realized on the basis of HgTe/
Hg0.25Cd0.75Te heterostructure grown by means of MBE. The
width of the quantum well is 20 nm. The 10 nm doping layer of
indium is situated in the barrier above the quantum well at the
distance of 10 nm from the upper interface. The samples were
mesa etched into standard Hall bars. To change and control the
carriers density in the quantum well, the field effect transistors
have been fabricated on the basis of the Hall bars with parylene
as an insulator and aluminium a gate electrode.

2. Results and discussion

To characterize the samples, the Shubnikov–de Haas (SdH)
oscillations have been measured and analyzed. The typical os-
cillation picture is presented in Fig. 1a. It seen that it is rather
complicated. The Fourier spectrum shown in Fig. 1b has two
peaks, corresponding to the two branches of the electron energy
spectrum split by spin-orbit interaction in asymmetric quantum
well. Quantitative interpretation has been done in framework of
the kP̂ model. We started from the multiband Hamiltonian de-
rived from Kane’s model, making the usual assumption that the
energy difference between the valence �8 band and spin-orbit
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Fig. 1. (a) and (b) The magnetic field dependences of dρxx/dB and
the results of the Fourier transformation, respectively, for Vg = 0
and T = 4.2 K. (c) The density of electrons corresponding to two
“spin” branches of the energy spectrum as a function of the total
electron density. Symbols are obtained from the Fourier analysis
of the Shubnikov–de Haas oscillations, the lines are result of the
numerical calculations within framework of 6 × 6 kP̂ -model.

split-off �7 band is infinite. To consider the effects involving
the heavy-hole states, the interaction with remote bands has
been taken into account by a standard procedure of including
additional terms with γ parameters in the Hamiltonian. An
isotropic approximation has been used. The Shrödinger equa-
tion has been solved consistently with the Poisson equations.
The method of direct numerical integration has been used (see,
e.g., [5]). As seen from Fig. 1c this model agrees well with the
results obtained from the analysis of the SdH oscillations.

Before discussing the Hall effect, it would be well to con-
sider the dispersion law ε(k) of 2D carriers in HgTe quantum
well. As seen from Fig. 2 the degeneracy of the spectrum
is lifted. This is result of the spin-orbit interaction in asym-
metric quantum well. Another important feature of the spec-
trum is nonmonotonic run of the dispersion curves related to
the valence band. The plot ε(kx, ky) being plotted in three-
dimensions looks like the Mexican hat turned over. There-
with, the states on the left and right of maximum are char-
acterized by the different sign of the dynamic effective mass
h̄2k∂k/∂ε(k). Finally, the energy spectrum of the HgTe quan-
tum well is gaped.

Let us turn now to the main result of our paper — to the Hall
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effect. At first glance it would seem that the Hall coefficient
(RH) should change sign from negative to positive when the
Fermi level goes through the gap from the upper (electron)
band to the lower (hole) one. However it is not the case in
reality. As seen from Fig. 3 there is the range of the gate voltage
from approximately −20 V to −12 V, where RH behaves itself
analogously to situation when two types of carriers — electrons
and holes — take part in transport. The Hall coefficient changes
the sign; it is negative at low magnetic field and positive at
higher one. The transverse resistivityρxx (not shown) increases
monotonically with growing magnetic field.

It turns out that the classical hand-book formulae, which
describes the transport for two types of carriers of different
signs, fit the experimental curves RH(B) and ρxx(B) fairly
well. The found from the fit values of k2

e/2π = n and k2
h/2π =

p as a function of gate voltage are shown in Fig. 4 by open and
solid squares, respectively (for illustrative purpose the k2

h/2π
values are negative). In order to show that the sign-alternative
behavior of the Hall coefficient results from the existence of
electronlike and holelike states on the Mexican-hat branch of
the spectrum, the theoretical [(k−

e )
2 +(k+

e )
2]/4π and [(k−

h )
2 +

(k+
h )

2]/4π versus Vg dependences are plotted as well. Taking
into account an approximate approach to analysis of the Hall
effect and magnetoresistivity and neglect of the wrapping of
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symbols are obtained from the analysis of the B-dependences of
the Hall coefficient as k2
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calculation results. Inset illustrates the meaning of the holelike and
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the energy spectrum in the theoretical model, the agreement
between experiment and theory can be considered as rather
good.

Thus, the existence of the electronlike and holelike states
in biased HgTe/HgCdTe single quantum well heterostructure
with the Mexican-hat energy spectrum results in complicated
magnetic field dependence of the Hall coefficient. At the gate
voltages, when the Fermi level lies within the hat, the Hall
effect changes the sign from negative to positive with growing
magnetic field.
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Abstract. The interaction corrections to the conductivity in the quantum well structures InP/In0.47Ga0.53As/InP with strong
spin-orbit interaction are studied experimentally. The diffusion part of the interaction correction to the conductivity was
found as correction to the σxx , which is absent in σxy . There was shown that the suppression of the triplet channel is not
observed up to value of 1/τs , which is twenty times as larger as the temperature (where τs is the spin relaxation time). This
result contradicts the theoretical prediction that only singlet channel remains at strong spin-orbit interaction.

The quantum corrections to the conductivity, namely the weak
localization (WL) correction and correction due to electron-
electron interaction, wholly determine the low temperature,
T � EF, h̄/τ , and magnetic field dependences of the conduc-
tivity (EF and τ are the Fermi energy and transport relaxation
time, respectively). Both these corrections crucially depend on
the spin-orbit interaction strength. This interaction determines
the spin relaxation time of the carriers, τs , also. When τs is
less than or close to the phase relaxation time, τφ , the inter-
ference leads to appearance of the antilocalization behavior of
the magnetoresistance. It becomes nonmonotonic. The mag-
netoresistivity being positive at low magnetic field transforms
to the negative one at stronger magnetic field. At τs � τφ the
only positive interference magnetoresistance remains, there-
with the temperature dependence of interference correction
changes from localization (dσ/dT > 0) to antilocalization
one (dσ/dT < 0).

Spin-orbit interaction should change the interaction correc-
tion to the conductivity also. At the absence of spin relaxation
this correction is

δσee = G0

[
1 − 3

(
1 + γ2

γ2
ln (1 + γ2)

)]
ln T τ

= G0Kee ln T τ , (1)

where G0 = e2/πh = 1.23 × 10−5 Ohm−1, γ2 = −Fσ
0 /(1 +

Fσ
0 ) is the interaction parameter. The first term in square brack-

ets in Eq. (1) results from the interaction in singlet channel,
while the second one results from the interaction in triplet chan-
nel. At h̄/τs � T the contribution of the triplet channel should
vanish, the correction cease to depend on the interaction con-
stant and becomes

σee = G0 ln T τ . (2)

Such the behavior of the corrections to the conductivity was
invoked to interpretation of the crossover to metallic temper-
ature dependence of the conductivity with temperature de-
crease [1,2], which was observed in some 2D structures [3,4].

It should be noted that the suppression of triplet channel
was predicted theoretically but, for the best of our knowledge,
was never observed experimentally. It is not surprising be-
cause special structures are needed for reliable determination
of the interaction correction and its dependence on spin-orbit
interaction strength.

The heterostructure with 10 nm In0.47Ga0.53As narrow gap
single quantum well in InP with 12.5 nm Si doped layer sep-
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Fig. 1. (a),(b) The experimental magnetoresistance �σ =
1/ρxx(B) − 1/ρxx(0) for two electron densities; (c) The electron
density dependence of τ , τφ and τs . T = 1.35 K.

arated by 12.5 nm undoped spacer (CBE06-173) was studied.
The electrons in such well have simple, isotropic, nondegen-
erated energy spectrum. The effective g factor found from
the angle dependence of the Shubnikov–de Haas oscillations
amplitude is about 2. The electron density in the well was con-
trolled with the help of the gate electrode. Part of the data was
obtained after illumination of the samples. The results for both
cases were mostly the same.

Because the suppression of the triplet term of the interaction
correction is governed by the T τs value, the low field magne-
toresistance was studied to find the spin relaxation time. The
magnetoresistance curves for some conductivity values and
their fit by theoretical expression [5] are presented in Figs. 1a
and 1b. The obtained values of τφ , τs and τ are plotted in
Fig. 1c.

To find the interaction correction to the conductivity from
the experimental dependence of longitudinal, ρxx , and trans-
verse, ρxx , magnetoresistance we have used the unique prop-
erty of this correction in the diffusion regime, T τ � 1, namely,
it contributes to σxx while δσ eexy = 0. To eliminate the WL
contribution and the ballistic part of the interaction correc-
tion, which reduces to the renormalization of τ , we have found
μ(B, T ) from σxy(B, T ) and determined the interaction cor-
rection δσ ee as the difference between experimental value of
σxx and calculated one enμ(T )/[1+μ2(T )B2] (see Ref. [6] for
detail). Results of such a data treatment for σ(4.2 K) = 29G0,
n = 2 × 1011 cm−2 are presented in Fig. 2. Comparison with
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dependences of δσ eexx for two magnetic fields. Symbols are exper-
imental results, solid lines are calculated with taking into account
the Zeeman splitting only. The theoretical dependence for B = 0
(dashed line) takes into account the spin-orbit interaction only.
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Fig. 3. The temperature dependences of δσ eexx for two magnetic
fields. The symbols are the data. The solid lines are calculated
dependences, which takes into account the Zeeman splitting only.
The upper curve is the theoretical dependence for B = 0 taking into
account the spin-orbit interaction only.

the theoretical dependences calculated with taking into account
of suppression of the two triplets due to the Zeeman splitting
(presented in the same figure by solid lines) demonstrates good
quantitative agreement.

Note, the value of 1/τs is three times larger than T =
1.35 K. Therewith the slope of σxx vs ln(T ) dependence at
low magnetic field is about 0.2. It means that the contribution
of the interaction in the triplet channel constitutes about 0.8
from that in the singlet one, i.e. noticeable suppression is not
observed. If one supposes that the spin-orbit interaction sup-
presses the triplet channel by the same manner as the Zeeman
splitting, i.e., the logarithm in the second term in (1) should be
replaced with ln T τ

√
1 + (T τs)−2 [7], the value of the triplet

contribution at T = 1.35 K should be less than 0.1 [the dashed
line in Fig. 2(b)].

It is possible that the suppression has to be observed at
lower τs and lower temperature. Therefore, the measurement
was extended down to T = 0.6 K, at higher electron density
when τs is lower, τs � 6 × 10−13 s. Fig. 3 shows that the

suppression of the triplet channel caused by the Zeeman effect
is evident, while the suppression due to spin-orbit interaction
does not reveal itself even for this case, when 1/τs is 20–30
times as large as T . The reason of this contradiction with
theoretical prediction is puzzle now.
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In situ transmission electron microscopy analyses
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Abstract. Self catalyzed GaAs nanowires grown on Si-treated GaAs substrates were studied with a transmission electron
microscope before and after annealing at 600 ◦C. At room temperature the nanowires have a zincblende structure and are
locally characterized by a high density of rotational twins and stacking faults. Selected area diffraction patterns and
high-resolution transmission electron microscopy images show that nanowires undergo structural modifications upon
annealing, suggesting a decrease of defect density following the thermal treatment.

Introduction

GaAs nanowires (NWs) grown by catalyst assisted methods are
typically affected by the presence of structural defects. Stack-
ing faults are common, and the two GaAs polytypes, zincblend
(ZB) and wurtzite (WZ) are often intermixed along the growth
axis of a single nanowire. The two GaAs polytypes of GaAs
have indeed a small cohesive energy difference (24 meV per
III–V atom pair [1]). The occurrence of one or the other of
the possible stacking has been recently predicted on thermo-
dynamic basis in terms of the relative weight of the surface
energies of the different phases involved in the NW growth,
i.e. solid, liquid and gaseous [2]. Recently, wide effort has
been devoted to careful tune the growth conditions in order to
obtain pure ZB or pure WZ NWs [3, 4]. Self-catalyesd NWs
typically display ZB structure but twins and stacking faults are
generally present [5]. We give here a preliminary account of
a study of the thermal stability of self-catalyzed GaAs NWs,
especially with respect to the stability of stacking faults.

1. Experimental details

NWs have been synthesized by solid source molecular beam
epitaxy using a Riber 32P apparatus: (111)B GaAs wafers
have been deoxidized and 3–4 monolayers of Si (1 mono-
layer = 1.36 Å) have been epitaxially deposited. Air exposure
and outgassing in ultra high vacuum completed the substrates
preparation for self catalyzed NW growth [6]. NWs were
grown at a growth temperature of 620 ◦C with an As to Ga
beam-equivalent pressure ratio of 12. In these growth condi-
tions a two-dimensional growth rate of 1 μm/hour is observed.
A suspension of the as-grown nanowires in ethanol produced
by sonication was then applied to a nickel Quantifoil TEM
grid and examined in the transmission electron microscope
(Tecnai G2 operating at 200 keV). The annealing step con-
sisted of 10 minutes at 600 ◦C inside the TEM chamber using
a sample holder with a platinum heating element (Gatan Inc.).
High temperature mesurements were possible only in diffrac-
tion mode, while for high resolution the absence of thermal
drift was mandatory: to acquire high resolution images, then,

Fig. 1. (a) SEM image of GaAs NWs on (111)B GaAs substrates
as grown; (b) HRTEM image of a NW in the ZB region at the base;
(c) filtered FFT of (b); (d) HRTEM image of the same NW after the
annealing step; (e) filtered FFT of (d). The insets in (b) and (d) show
details of the crystal lattice. Notice that the FFTs are aligned with
the HRTEM images.

30 minutes were waited after the annealing.

2. Results and discussion

In Fig. 1 the result of the annealing step on the NW body
where it had pure ZB crystal structure is visible. In Fig. 1(a) a
scanning electron microscope image of the NWs as grown on
the (111)B GaAs substrate. In 1(b) the NW body with twinned
zones of alternating contrast along the growth axis. The inset in
1(b) and the fast Fourier transform (FFT) of the image, visible
in 1(c), confirms the stacking to be ZB, diffraction spots are
indexed according to this structure. In 1(d) the HRTEM image
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Fig. 2. Low magnification TEM images (left) and corresponding
SAD patterns taken from the black circled zone (right) of a NW
before (top) and after (bottom) the annealing step. Notice the black
spots on the NW body in the region next to the SAD aperture in (c).

of the same NW shows a greater uniformity possibly due to a
tilt of the crystal after the annealing step, though the detail of
the atomic lattice is still visible in the inset. In 1(e) the FFT of
1(d): spot indexes show the stacking to be ZB. Notice that the
FFTs in 1(c) and 1(e) are aligned with the HRTEM image.

In Fig. 2 the low magnification image of a NW tip is visi-
ble, before in 2(a) and after in 2(c) the annealing step. In both
2(a) and 2(c), the black circle region shows where the SAD
pattern in 2(b) and 2(d), respectively, were taken; notice that
the diffractograms in 2(b) and 2(d) are 90◦ rotated with respect
to 2(a) and 2(c). The diffractogram in 2(b) is compatible with
a defected region with stacking faults and/or rotational twins,
whereas the diffractogram in 2(d) is much simpler and strongly
suggests the absence of multiple crystal phases in that area. Al-
though a slight movement or rotation of the NW as result of the
annealing step (same as previous image) could be the reason
of the disappearance of some diffraction spots, distances and
positions of the main diffraction peaks show pure ZB phase
in the selected area. It should be pointed out that the slight
different selected area between 2(a) and 2(c) is a result of the
thermal drift at high temperature. Fig 2(c) shows other par-
ticulars, if compared with 2(a): first, the Ga nanoparticle on
top of the NW has a different morphology; second, the pres-
ence of greater contrast spots on the NW body, close to the
selected area, suggests a partial dewetting of the Ga nanoparti-
cle. In this case, Ga atoms have migrated down the NW body
and segregated in smaller Ga clusters; this should be taken
into account in considering transport or electronic properties
of annealed NWs. Their position inside the NW body couldn’t
though be resolved by this TEM analysis. With an energy dif-
ference of 24 meV per III–V atom pair between ZB and WZ
GaAs polytypes and thermal energy employed for these exper-
iments of 75 meV, structural changes in NWs are very likely
to be triggered.

3. Conclusions

These preliminary results show that structural changes take
place when self catalyzed GaAs NWs undergo thermal anneal-
ing. In particular, where the stacking was ZB, it remains ZB
and where the structure was defected it seems to become sim-
pler towards pure ZB. The incidental evidence of Ga diffusion
within the NW body moreover confirms the effectiveness of
post growth annealing procedures to affect NW structure. An
annealing step in As atmosphere inside the growth chamber af-
ter the growth interruption and other TEM analyses performed
with a lower electron beam energy are upcoming points of this
investigation.
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Characteristics of InAs-InSb heterostructured nanowires
growth by chemical beam epitaxy: theory and experiment
M. A. Timofeeva1, N. V. Sibirev1, L. Lugani2, D. Ercolani2,3, M. V. Nazarenko1, L. Sorba2,3

and V. G. Dubrovskii1,4
1 St Petersburg Academic University, St Petersburg, Russia
2 NEST, Scuola Normale Superioreand CNR-INFM, Piazza S. Silvestro 12, I-56127, Pisa, Italy
3 NEST, Istituto di Neuroscienze CNR, Piazza S. Silvestro 12, I-56127, Pisa, Italy
4 Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. We report the Au-assisted chemical beam epitaxy growth of defect-free zincblende InSb nanowires. The grown
InSb segments are the upper sections of InAs/InSb heterostructures on InAs(111)B substrates. We found that the InAs part
possesses cubic zincblende phase and the InSb part possesses hexagonal wurtzite phase. We developed a theoretical model
which allows us to explain InAs/InSb NWs shape and crystal structure.

Introduction

Semiconductor nanowires (NWs) are anisotropic nanostruc-
tures orthogonal to the substrate surface with 10–100 nm in
lateral dimensions. NWs have some unique properties that
makes them promising for application in nanophotonic, nano-
electronic and nanosensing devices. Nanowires are grown by
different epitaxial techniques such as molecular beam epitaxy,
metalorganic chemical vapor deposition and chemical beam
epitaxy (CBE). One of theirs most attractive feature is the pos-
sibility of growing heterostructures with materials with very
different lattice constants [1]. Among III–V semiconductor
materials InSb has the smallest band gap and the largest bulk
electron mobility [2,3]. The aim of our work was to investigate
InAs/InSb NWs shape and to analyze their crystal structure.

1. Experiment

InAs-InSb NWs heterostructures were grown on InAs(111)B
substrates by CBE techniques in a Riber Compact-21 system by
Au-assisted growth using trimetilindium (TMIn), tertiarybuty-
larsine (TBAs) and trimethylantimony (TMSb) as metalorganic
(MO) precursors. InAs segment had been grown for 45 min
at a temperature of 435 ± 10 ◦C, with MO line pressures of
0.3 and 1.0 Torr for TMIn and TBAs, respectively. Then the
group — V precursor was switched from TBAs to TDMASb,
with a pressure of 1.0 Torr, with no interruption or variation in
the TMIn flux or substrate temperature. Fig. 1 shows scanning
electron microscope (SEM) images of InAs/InSb NWs. The
lower InAs part has a smaller diameter than upper InSb seg-
ment. Also it was found that InAs part grows in the hexagonal
wurtzite phase (WZ) and InSb grows in cubic zincblende phase
(ZB). It should be mentioned that sidewalls of the InSb part are
rotated by 30◦ as compared to the InAs part.

2. Theory

We have developed a theoretical model of NWs growth which
has enabled us to explain InAs/InSb NWs shape and crystal
structure. The vertical NWs growth rate in quasi-stationary
regime is determined by the material balance equation and the
nucleation equation. It should take into account the direct im-
pingement of the material to the droplet, re-evaporation of the
growth material from the droplet, the nanowire growth and the
diffusion flux. In terms of supersaturation in vapour � and in

〈112〉

〈110〉
50 nm

500 nm

Fig. 1. SEM images of InAs/InSb NWs.

the droplet ξ the material balance equation can be presented in
following form [4]:

dL

dH
= ε

[
�+ 1 − (ξ + 1) exp

(
RGT

R

)]
, (1)

here ε is a constant determined by the growth system properties,
RGT describes the desorption flux modification due to Gibbs–
Thomson effect. To find the unknown supersaturation we write
the nucleation equation [5]:

dL

dH
= h

tG

Vmono(ξ)Vpoly(ξ)

Vpoly(ξ)+ Vmono(ξ)
, (2)

here Vpoly, Vmono is the growth rate in polycentric and mono-
centric mode, respectively, h is the height of a monolayer and
tG is the microscopic growth time of 2D islands on the top
facet [4]. Glas and co-authors [6] also showed that a lower
surface energy of WZ NW sidewalls could lead to WZ for-
mation instead of ZB crystal phase which is typical for bulk
GaAs. They also show that the formation of WZ structure re-
quires two conditions: (i) the nucleation at the triple line to
gain the surface energy and (ii) high enough supersaturation of
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liquid alloy to overcome the stacking fault [6,7]. This view has
gained much support [8,9] and is now widely used for tuning
the crystal phase of Au-catalyzed III–V NWs [9,10]. Joining
equations (1) and (2) we get closed equation for R, � and ξ :

�+ 1 − (ξ + 1) exp

(
RGT

R

)
= h

tG

Vmono(ξ)Vpoly(ξ)

Vpoly(ξ)+Vmono(ξ)
. (3)

This allows us to find the supersaturation ξ . The depen-
dence between supersaturation and radius gives the critical ra-
dius Rc of phase transition. For R < Rc WZ phase dominates,
and for R > Rc ZB phase dominates. In Table 1 we present
results for Rc for different growth temperatures [11].

Table 1. Results for maximal radius Rc.

Material InAs InSb

T (◦C) 380 400 420 380 400 420

Rc (nm) 86 73 62 5.2 5.2 5.2

The data presented in the table gives us opportunity to ex-
plain why the InAs part of NW possesses WZ phase and the
InSb — ZB phase. In earlier work [11] we showed that the
minimal surface energy for ZB NW sidewalls is reached at
(110) and for WZ NW sidewalls at (1–100). This allows us
to explain the rotation of the InSb part of NW. Simultaneous
increase of the NW radius could be explained if we take into
account high solubility of Sb in Au [12].

3. Conclusions

We have developed a theoretical model of NWs growth. Ac-
cording to this model we could predict crystal structure of NWs.
This model allows us to describe InAs/InSb heterostructured
NWs growth.
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Abstract. Nanofilms consisting mainly of dilute alloy GaAs1−xNx with minor inclusions of GaN clusters were fabricated at
high vacuum conditions on the surface of GaAs(100) by implantation of low-energy N+

2 ions followed by Ar+ ion bombard-
ment. The elemental and chemical compositions were controlled in situ by Auger diagnostics in the course of the film
fabrication. The nanofilms are characterized by high concentration of nitrogen x ∼ 0.04−0.09 and by the thickness of
about 4 nm.

Introduction

Surface nitridation of GaAs by low energy nitrogen ion beams
seems to be an attractive way for passivation and insulation of
the surface of GaAs based semiconductor structures and for
some other applications [1–7]. An advantage of this technique
is relative simplicity, compatibility with other vacuum tech-
nologies, and opportunity of in situ monitoring the elemental
and chemical composition by different kinds of electron spec-
troscopy. In recent years, research in this direction has become
very topical for solving the task of creating an ion implanted
buffer GaN nanolayer on the surface of GaAs substrates for sub-
sequent epitaxial growth of crystallographically perfect GaN
layers for device structures [6,7] and even for direct fabricating
GaN layers suitable for device applications [5]. In most studies,
it was concluded that a nitride nanolayer formed by low energy
implantation of the GaAs consists entirely of GaN [1,2,5,7]
or at least contains predominantly Ga-N chemical bonds [3,6].
But recent research [8] with high resolution photoelectron spec-
troscopy and synchrotron radiation has revealed a significant
fraction of GaAsN alloy besides GaN in the ion nitrated lay-
ers. In the present study, the fraction of GaAsN alloy has been
radically increased in the implanted layer with the help of the
developedAuger diagnostics for quantitative chemical analysis
and special modification of the nitrated layer by the Ar+ ion
bombardment.

1. Experimental details

The experiment was carried out in an electron LHS-11 (Ley-
boldAG) spectrometer with basic vacuumP < 2×10−10 Torr.
GaAs(100) film with a thickness of about 100 nm grown by
molecular beam epitaxy on a GaAs(100) substrate [9,10] was
taken as a sample. The surface nitridation was effected by a
beam of N+

2 ions with the energy ofEi = 2500 eV after etching
the surface with an Ar+ ion beam. All stages of sample treat-
ment were accompanied by measuring theAuger electron spec-
tra in the regime allowed the known elemental sensitivity coef-
ficients to be used for evaluating the elemental composition of
samples. The concentration of nitrogen in the implanted layer
was [N ] ∼ 12 at% and decreased to [N ] ∼ 2.5 at% upon the
bombardment with Ar+ ions with the energy ofEi = 2500 eV.
The thickness of the ion implanted layer was estimated as the
average projected range of nitrogen ions, 〈x〉 = 3.9 nm, which
was calculated for the given ion energy using the well known
SRIM 2006 program. Since the mean free path of N KVV
Auger electrons is λ ∼ 1.5 nm, the information contained in
the Auger electron spectra considered below refers to the near
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Fig. 1. AsLMM Auger spectra of GaAs (right curve) and GaAs
implanted by nitrogen ions (left curve).

surface region of the probed layer without the substrate contri-
bution.

2. Results and discussion

When colliding with the surface, molecular nitrogen ions dis-
sociate, and chemically active atomic particles penetrate into
the substrate to a projected range of several nanometers be-
fore they completely lose their kinetic energy. At the end of
this process, the nitrogen atoms react with the GaAs matrix,
substituting arsenic and resulting in formation of the follow-
ing chemical phases: GaN, GaAsN and AsN. The last one was
revealed in plasma nitridation of GaAs [11] but it was not ob-
served in the most investigations involving the nitrogen ion
implantation in GaAs [1,3,4,7,8–10] as well as in the present
study. Fig. 1 shows that AsLMM Auger spectrum of nitrated
layer is mainly described by one line without essential contri-
butions of AsN, GaAs and As phases. This line was attributed
to the remaining GaAsN phase.

Fig. 2 shows the N KVV Auger spectrum of a nitride layer
after implantation (curve 1) as well as after the bombardment
of the layer by Ar+ ions for 3, 7, and 12 min, respectively
(curves 2–4). These spectra clearly reveal the presence of two
Auger lines centered at EA = 379.8 and 382.8 eV. The posi-
tion of the first component coincides with that of the line of a
thick epitaxial layer of GaN [11]. The second line falls within
the interval of EA = 381.5−383 eV, in which a disordered
GaAsN phase was observed in the early stages of plasma ni-
tridation of the GaAs surface [11]. Thus, the formation of two
nitride phases, GaN and GaAsN, was observed in nitrided lay-
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Fig. 2. N KVV Auger spectra of the nitride layer measured (1) after
implantation and (2–4) after Ar+ ion bombardment.
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Fig. 3. N KVV Auger spectrum of a nitride layer and the result of
its decomposition into components.

ers similarly to that revealed by high-resolution photo-electron
spectroscopy [8].

A quantitative analysis of the revealed nitride phases was
carried out by decomposition of the Auger spectra into compo-
nents taken into account the double peak structure of N KLVV
spectrum. Fig. 3 gives an example of this analysis. Area under
the elementary spectra (thin solid curves) is proportional to the
concentration of nitrogen atoms in the nitride phases. The re-
sults of the decomoisition showed that about 70% of nitrogen
atoms enter into the GaN phase and about 30% of nitrogen is
contained in the GaAsN phase after implantation. As can be
seen from Fig. 2 (curves 2–4), the bombardment of the nitride
layer by Ar+ ions leads to a redistribution of the intensities of
the main nitride components. Plots of the relative content of
nitrogen in the GaN and GaAsN phases versus duration of the
Ar+ bombardment shown in Fig. 4 demonstrate the chemical
effect of an argon ion beam on the nitride layer, which leads to
a gradual disappearance of the GaN phase and a growth of the
GaAsN phase. As a result, the distribution of nitrogen between
these phases changes to the opposite.

At the same time, the thickness of the nitrated layer remains
approximately constant because of knocking nitrogen atoms by
argon impact into deeper layers and their mixing. The observed
effect can be explained by intermixing the chemical phases due
to ion cascades that are effectively generated by heavy argon
ions [9,12]. Taking into account the total nitrogen concentra-
tion [N] in the layer, the variation of the content of the dominant
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Fig. 4. Relative content of nitrogen in GaN and GaAs1−xNx phases
versus duration of the Ar+ ion bombardment.

GaAsN phase was estimated to be ∼83 → 99 at% in the course
ofAr+ ion treatment. As the material is sputtered and the con-
centration [N] in the layer diminishes, the nitrogen content in
GaAs1−xNx alloy decreases from x ∼ 0.09 to x ∼ 0.04.

3. Conclusions
The implantation of N+

2 ions at an energy of Ei = 2500 eV
into an epitaxial film of GaAs(100) has been shown to form
a surface nitride layer of about 4 nm thick. Auger diagnos-
tics for quantitative chemical analysis of the nitrated layers
has been developed using the values of NKVV Auger energies
in GaN and GaAsN chemical phases measured in one exper-
iment, with the accuracy being sufficient for separating their
contributions into the experimental spectrum. Using this diag-
nostics showed that 70% of nitrogen atoms in the nitrided layer
is contained in the GaN phase. The remaining 30% enter into
a GaAs1−xNx (x ∼ 0.09) alloy. Nevertheless the alloy proved
to be a dominant phase (>80 at%). It is established that the
bombardment by accelerated argon ions produces a chemical
effect on the nitride layer, which is related to a cascade mixing
of the material. As a result, the domination of alloy becomes
absolute (>98 at%), though the nitrogen concentration in alloy
decreases.
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Abstract. We have studied the optical properties of droplet epitaxial quantum dots and quantum rings in the GaAlAs/GaAs
system. Photoluminescence spectra measurements were performed in the temperature range from 4 to 300 K. The
differences between the observed spectra and the electronic structure of quantum dots and quantum rings is briefly discussed.

Introduction

Self-assembled nanostructures, like quantum dots (QDs) and
quantum rings (QRs) have recently been intensively inves-
tigated for basic physics and device applications. Notwith-
standing the efforts of various groups there are still many open
questions regarding the growth mechanisms of epitaxial nanos-
tructures and their electrical and optical properties. Employ-
ing droplet epitaxy [1] to grow self-assembled lattice-matched
quantum structures is a novel and interesting alternative method
in comparison to the more common technology based on strain-
driven quantum dot formation [7,8].

Here we report on some results of a photoluminescence
study of the properties of uncovered droplet epitaxial QDs and
QRs in the GaAs/GaAlAs system. The covered droplet epi-
taxial nanostructures have been investigated by several work-
ers [4–6].

1. Experimental

Uncapped GaAs quantum dots and quantum rings were grown
with droplet epitaxy onto an epitaxial (001) AlGaAs layer on
the top of the GaAs substrate in a conventional solid source
MBE system. To obtain quantum dots, the sample was cooled
down to 200 ◦C after the growth of the AlGaAs layer. Then
θ = 3.75 ML gallium was deposited with a flux of 0.19 ML/s
without arsenic flux. After gallium deposition we waited 60 s
still without arsenic ambient pressure, followed by a process-
ing under an arsenic pressure of 6.4 × 10−5 Torr for 120 s.
Then the samples were annealed at 350 ◦C temperature under
the same arsenic pressure for 10 minutes. The quantum ring
growth process was somewhat different, the annealing was car-
ried out at 300 ◦C at a substantially lower arsenic pressure of

dQD

hQD

(c)

(b)(a)

Fig. 1. (a) AFM picture of QDs, the density is 3.6 × 1010 cm−2.
(b) The RHEED pattern of the surface with QDs. (c) A typical AFM
line scan across a QD, the height and base diameter are 7 and 40 nm
respectively.

dQR

hQR
(c)

(b)(a)

Fig. 2. (a) AFM picture of QRs, the density is 1.5 × 109 cm−2.
(b) The RHEED pattern of the surface with QDs. (c) A typical AFM
line scan across a QR, the height and the mean base diameter are 2
and 60 nm respectively.

4 × 10−6 Torr. The growth of the quantum structures were
monitored continuously in the [1–10] direction using RHEED.
More details on the sample preparation were published in our
earlier work [9]. After the growth of quantum objects, atomic
force microscopy (AFM) and photoluminescence (PL) mea-
surements were carried out.

Temperature dependence of photoluminescence (PL) was
measured on the grown quantum structures between 4 and
300 K using a Janis refrigerator system. The PL was excited
with the 488 nm line of an Ar+ ion laser with radiated power of
47 mW. The chopped light beam was focused to the sample with
a spot diameter of about 200 μm. The PL system consisted of
an ORIEL Cornerstone monochromator, a Si avalanche pho-
todiode detector and a Stanford DSP lock-in amplifier. The
resolution was better than 0.5 nm.

2. Results and discussion

AFM pictures of GaAs quantum dots and quantum rings on the
surface of the top GaAlAs layer of the GaAlAs/GaAs structure
are shown in Figs. 1 and 2.

The shapes of the quantum dots were truncated pyramids
with mean lateral dimensions and height of about 50 and 5 nm
respectively. The mean diameter and height of quantum rings
were about 60 nm and less than 5 nm respectively.

Representative PL spectra of quantum rings are shown in
Figs. 3 and 4.

While in the PL spectra of QDs (not shown here) only the
peaks belonging to GaAs could be identified, quantum con-
finement effects were observed in the PL spectra of quantum
rings. Two peaks can be seen above the GaAs bandgap which
are ascribed to transition between the first quantized level in
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Fig. 4. Temperature dependent PL spectra of QRs. The evolution of
the positions of the lines belonging to the QRs follows the temper-
ature dependence of the GaAs bandgap.

the conduction band to the firs quantized levels in the heavy
and light hole bands.

The above observations can be explained as follows. The
nanostructures reported in the literature are either self-suppor-
ted or confined in another materiel. Our uncapped structures
are located between these two extremes. According to theoret-
ical calculations in [10] a perceptible change in the bandgap of
GaAs begins under the diameter of about 7 nm. The base diam-
eter of QDs investigated here was much larger than, and their
height was comparable with this value. Therefore quantum ef-
fects can hardly be expected. On the other hand the height of
the QRs is significantly less than this value and energy quanti-
zation emerges.

To sum up uncapped GaAs quantum dots and quantum rings
were grown by droplet epitaxy ontoAlGaAs surfaces. Photolu-
minescence spectra were measured, and in the case of quantum
rings two quantized peaks were found.
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Abstract. I-V curves of individual GaAs nanowires have been measured with scanning probe microscopy methods. The
surface of these nanowires was covered either with a layer of natural oxide or with a layer of SiOx . It was discovered a
sharp, for two or three orders of magnitude, asymmetrical weakening of the currents in the I-V curves for GaAs-nanowires
covered with SiOx coating. The observed effect was partially attenuated when nanowires were illuminated by the red laser
light from the energy region of interband absorption of GaAs.

Introduction

In the last decade, there was considerable interest addressed to
the growth and use of semiconductor nanowires (NWs). These
objects are crystalline rods with a diameter of 30 to 100 nm and
lengths up to several microns. Nanowires have good prospects
for use in a variety of new applications such as: the creation of
optoelectronic light-emitting devices on silicon substrates [1],
transistors and diodes [2], electron emitters [3], chemical and
biological sensors [4], etc.

The structural properties of the NWs are studied in de-
tails, particularly by the methods of transmission electron mi-
croscopy. Less studied are electrical properties of NWs, in
particular, mechanisms of doping of NWs. In general, the
electrical properties of NWs are determined by: (i) the type
and level of doping, (ii) the spatial distribution of impurities,
(iii) the presence of p-n junctions (or heterojunctions), (iv) the
influence of surface states, (v) the presence of elastic strain,
etc.

1. Experimental results and discussion

In this work it is proposed the scanning probe microscopy
(SPM) method of current-voltage measurements (I-V curves)
using conductive SPM-probe positioned at the top of NWs. In-
deed, conductive SPM-probe can be used as a small electrode,
which can be placed into the different positions at the surface.
When placed at the top of the individual NW (see Fig. 1a) it is
possible to measure the current passing through the NW.

It was fulfilled a series of experiments on arrays of n-type
GaAs-NW with different lengths and diameters. The surface
of these NWs was covered either with a layer of natural oxide
(Fig. 1a (1)) or with a layer of SiOx (Fig. 1a (2)). At the Fig. 1b
there can be seen n-type I-V curves measured on GaAs-NWs. It
was investigated the influence of surface states on the electrical
properties of NWs. It was discovered a sharp, two or three
orders of magnitude, asymmetrical weakening of the currents
in the I-V curves (see Fig. 1b) for GaAs-NW covered with SiOx

coating. The observed effect is partially attenuated when NWs
were illuminated by the red laser light from the energy region
of interband absorption of GaAs. The possible explanation of
the observed effect could be the following: covering the GaAs-
NW with SiOx layer should lead to an increase of the density of
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Fig. 1. (a) — Scheme of experiment and (b) — Current-voltage
characteristics measured on GaAs-NW (1) and GaAs-NW covered
with SiOx (2).

surface states and the number of carriers escaped to the surface
from the bulk of the NW.

Also, electrons at surface states may drift under the applied
external electric field and could be accumulated at the interfaces
encountered or oxide traps. Electric field of localized charges
can cut-off the conduction channel in the NW, which explains
the effect of reducing the current in buried NW. In thicker
NWs effect may be stronger due to increased surface area and
increased amount of surface trapped carriers. Illumination of
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Fig. 2. a,b) — Illustration of light induced band bending change;
(c) — I-V curves measured on NW in darkness and when illuminated
by red laser; (d) — Change of the NW current when exposed to red
laser light.

GaAs-NW with red laser light leads to depopulation of surface-
state carriers and should weaken the observed effect.

Also, in this work it was studied the effect of light on the con-
ductivity of the GaAs-NW. It was discovered the effect of the in-
duced photocurrent in a GaAs-NW. When irradiated with light
of the red laser with a wavelength = 630 nm current-voltage
characteristics of the NWs significantly changed. When illu-
minated the slope of the I-V curve, which corresponds to the
conductivity of NW, has increased by 10–30 times (Fig. 2c,d).
Such a strong effect can be attributed to a specific feature of
the NW — the “vicinity” of the surface. Indeed, the character-
istic radius of GaAs-NW R = 30−50 nm is comparable with
the characteristic thickness of the surface band bending zone
in doped semiconductors. The illumination decreases band
bending due to the effect of the birth and separation of electron-
hole pairs (Fig. 2a,b) in the surface field. So, the exposure to
light increases the carrier concentration near the surface of the

NWs. In addition, the illumination should reduce the number
of charges localized at the NW-oxide boundary states, which
should lead to increased values of the currents flowing through
the NWs. The important role of surface charge states is also
indicated by the fact that stronger currents associated with the
light were observed in thin GaAs-NW (d = 85 nm), while in
thicker GaAs-NW (d = 120 nm) the effect was weaker. Thus,
all of the above may explain the increase of conductivity of
GaAs-NW when illuminated by the red laser light. Addition-
ally, the experiments were fulfilled to study the effect of illu-
mination by the infrared laser (with the wavelength = 1.3μm)
on the conductivity of the GaAs-NW. In the latter case, when
Ephoton > Eg the effect was not observed.
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Abstract. The results of XPS measurements of nanostructured (ns) and coarse-grained (cg) titanium are presented. For each
set of measurements ion etching was performed and by such a way a full information about the surface and the near-surface
layers of ns-Ti and cg-Ti is obtained. XPS Ti 2p show that the surface of both Ti-samples are covered by thick TiO2 layer.
The Ar+-ion etching changes the near-surface composition of oxide layers increasing the contribution of TiO (Ti2+). In
accordance with electronic structure calculations, the Ti2+ substitution of Ca2+ in hydroxyapatite (the main component of
tooth and bones) is thermodynamically favored and provides excellent biocompatibility of nanostructured Ti.

Introduction

Commercially pure titanium (cp-Ti) is widely used for a range
of medical applications such as orthopedic and dental im-
plants [1]. However, the mechanical strength, notably fatigue
strength of cp-Ti is poorer to that of commonly used titanium al-
loys [2]. It is found that formation of a submicron or nano-scale
grain structure with help of severe plastic deformation (SPD)
can be used to enhance the strength of bulk coarse-grained (cg-
Ti) by the formation of a submicron or nano-scale grain struc-
ture [3]. As result, the tensile strength of cg-Ti is increased
from 700 to 1240 MPa, exceeding that for annealed Ti–6Al–
4 V (940 MPa). SPD-treatment of cg-Ti allows to avoid the
use of expensive (and often cytotoxic) alloying elements, as the
required strength can be obtained by grain refinement, rather
than by solid solution strengthening and precipitate hardening.
It seems to be very important along with the improvement of
mechanical properties to establish whether nanostructured ti-
tanium remains surface properties of coarse-grained titanium,
well-acceptable for biomedical applications? In connection
with this we have performed in present paper XPS study of the
surface of ns-Ti and compared the obtained results with those
of cg-Ti.

1. Experimental

The XPS measurements were performed on cg-Ti and ns-Ti
samples using a Perkin Elmer PHI 5600 ci Multitechnique Sys-
tem with monochromatized Al Kα radiation (FWHM=0.3 eV).
The binding energies were determined using the Au 4f7/2 core
level (Eb(Au 4f7/2)=84.0 eV) as a reference. For each set of
XPS measurements ion etching (with Ar+ ions) was performed
step by step with intervals of few minutes (from 1 to 84 min).

2. Results

XPS wide scans of cg-Ti and ns-Ti are presented in Fig. 1a.
The XPS analysis shows that both implant surfaces consist of
titanium, oxygen and carbon. As seen, O1s/C1s intensity ratio
estimated from XPS survey spectra is increased from 1.36 to
1.69 after SPD treatment of cg-Ti. Therefore the SPD process-
ing reduces the contamination of ns-Ti surface with hydro-
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Fig. 1. XPS wide scans (a) and valence bands (b) of nanostructured
and coarse-grained Ti.

carbons, and increases the surface energy and potential bio-
compatibility of the Ti-implant. In Fig. 1b the XPS valence
bands of cg-Ti and ns-Ti are presented. They consist of five
peaks located at 14.6, 7.8, 5.7, 5.0 and 0.7 eV. In agreement
with previous studies we assign the feature located at 7.8 eV to
O 2p–Ti 3d hybridized states while the 5.7 and 5.0 eV features
have mainly O 2p character [4]. One can see that the ratio of
the peaks located at 7.8, 5.7 and 5.0 eV is found to be very
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similar to that of TiO2. C 2s-states are fixed at E = 14.6 eV
and the peak at 0.7 eV can be attributed to a contribution of
3d-states of metallic Ti [5]; the relative intensity of this peak
is not changed after SPD processing.

The results of high-energy resolved XPS Ti 2p measure-
ments are presented in Fig. 2. As seen, the Ti 2p3/2 and Ti 2p1/2
peaks are located at 459.2 and 464.9 eV both for cg-Ti and ns-
Ti and can be attributed to Ti4+. No Ti3+ shoulder at lower
binding energy on the Ti 2p3/2 peak is detected, suggesting that
all samples have a stoichiometric TiO2 surface. As seen, XPS
Ti 2p spectra consist of high-energy shake up satellites at 477.8
and 472.4 eV which are typical for TiO2 [7]. This is in agree-
ment with theoretical thermodynamics which specify that the
free energy of formation of TiO2 is favored over other titanium
oxides [8]. Therefore we can conclude that upon exposure to
air the surface of cg-Ti and ns-Ti is covered with a TiO2 film.
This passive film protects the titanium surface from corrosion.

Ar+ ion etching (Fig. 3c) strongly modifies the surface com-
position of the Ti oxide layers from domination of TiO2 for
untreated cg-Ti and ns-Ti (Fig. 3a) to TiO for ion etched cg-Ti
and ns-Ti (after 84 min) (Fig. 3c). For an intermediate time
of ion etching (39 min.) the superposition of TiO2 and TiO
contributions takes place (Fig. 3b).

We need to point out also that ion etching enhances the
contribution of the Ti-metal signal compared to untreated cg-
Ti and ns-Ti. The finding of a strong TiO (Ti2+) contribution
to the near-surface layers seems to be very important for un-
derstanding of biocompatibility of Ti based dental implants.
According to a recent calculation of the electronic structure
of Ti-substituted hydroxyapatite Ca10(PO4)6(OH)2 (the main
building block of tooth enamel and bones) [6], the Ti4+ substi-
tution and occupation is not thermodynamically favored while
the divalent Ti substitution has a strong thermodynamic favor-
ability.

3. Conclusion

To conclude we have performed a full surface characteriza-
tion of nanostructured and coarse-grained Ti which includes
the XPS measurements of core levels and valence bands. XPS
Ti 2p-spectra show that the surface of both Ti-samples is cov-
ered by thick TiO2 (Ti4+) oxide layer. It is found that the
surface composition of Ti-oxides with is changed revealing in-
crease of TiO contribution which provides the better biocom-
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patibility of Ti implants due to substitution of Ti2+ for Ca2+ in
hydroxyapatite.
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Introduction

The purpose of this paper is to present an experimental study
of nonlinear-optical response of suspension of dielectricAl2O3
nanoparticles in the weak laser radiation field (the intensity
does not exceed 0.2 kW/cm2) as well as the theoretical model-
ing of the nonlinear processes allowing to explain its causes.

1. Experimental details

To study the changes in optical characteristics of suspension
of dielectric nanoparticles under the influence of weak laser
radiation, we used the nanoparticles of dielectric αAl2O3 with
a band gap of the bulk sample 7 eV. Shape and dimensions
of the particles have been defined by atomic force microscopy
and that were equal to 45:45:6 nm. The nanoparticles powder
was used to prepare the suspension (0.13% volume particles
concentration) in the immersion oil, which was placed in a
quartz cell with dimensions 5:18 mm.

To investigate the processes of radiation refraction in the
suspension which are characterized by intensity redistribution
in the cross-section of passing laser beam we constructed the
experimental setup (Fig. 1). In the experiments we used the
solid-state sources of continuous linearly polarized laser radi-
ation at wavelengths between 532 and 442 nm with a Gaussian
intensity distribution, whose maximum power is 22 and 35 mW,
respectively.

The standard z scan method was used for studying the ef-
fect of a weak laser radiation on the complex refractive index of
the nanoparticles suspension. Z scanning feature in our exper-
iment is that the maximum intensity of sources of continuous
laser radiation did not exceed 0.24 and 0.09 kW/cm2 for ra-
diation with wavelengths 532 and 442 nm, respectively. Such
intensity at least is less than four orders of intensities, which
are widely used in most experimental works [1,2]. Z scan of
weak continues laser radiation doesn’t give the information
about the specific cause of the changes of optical properties of
nanoparticles suspensions, but gives the information about the
combined effect of all possible physical factors. Thus, in this
paper, we have to separate the nonlinear effects in a suspension
of nanoparticles on thermal effects in the matrix.

The weak laser radiation allows excluding the organic ma-

Fig. 1. Experimental setup for registration the integral and axis
output power and for z scan experiments. LPFD is low-power photo-
detector of continuous radiation. Laser is semiconductor source of
coherent radiation at wavelengths 532 and 442 nm.

Pin = 6 mW Pin = 9 mW

Pin = 13 mW Pin = 16 mW

Fig. 2. Experimental results of radiation refraction in suspension, the
profilometor photo of intensity distribution of wavelength 532 nm.

trix breakdown arising in the irradiation of pulsed light with
the intensity 10 MW/cm2 and eliminating the strong heating
of organic matrix and the strong scattering of radiation. The
limit of using radiation intensities is explained by strong scat-
tering in the matrix under the action of heat and this obliges us
to separate the nonlinear effects in the suspension of thermal
effects in the matrix.

2. Results and discussion

From the results of determining the intensity distribution in the
cross-section of output beam can be seen that the output power
of paraxial part of beam (Fig. 2) has a pronounced nonlinear
dependence.

The z scan with closed aperture [3] results showed the pres-
ence of nonlinear additions to the refractive index. The additive
to the refractive index for dielectric nanoparticles suspension
behaves non-monotonically for the two wavelengths depend-
ing on the input power value, hence the intensity at the focal
point.

The z scanning with open apertures results did not show the
presence of nonlinear absorption at a wavelength of 532 nm
both in oil and in nanoparticles suspension. However, nonlin-
ear absorption occurs in the immersion oil under the action of
laser radiation at wavelength 442 nm. Thus, the dependence
of the nonlinear additive to the refractive index as a function of
input power of radiation was built by means of z scan results
(Fig. 3). The experimentally calculated values of that additive
are in the range 10−4−10−5 and this is consistent with the theo-
retically calculated values for materials with similar electronic
structure for these wavelengths [4].

As in the work the transmission spectrum of nanoparticles
array was investigated (Fig. 4). It showed that nanoparticles
suspended in oil have a broad absorption band with different
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Fig. 3. The dependence of additive to refractive index on input power
in nanoparticles array: a) 532 nm, b) 442 nm. Curves were obtained
by subtracting the curve�n for suspension of�n for immersion oil.
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Fig. 4. Transmission spectrum of suspension αAl2O3 nanoparticles
in immersion oil. Curve was obtained by subtracting the T spectrum
for suspension of T spectrum for immersion oil.

densities of permitted states in the visible wavelength range [5].
It is in the range of using radiation frequencies that the nonlin-
ear optical response is occurring.

3. Theoretical results

The theoretical description of the studied dielectric nanoparti-
cles suspensions in the liquid matrix is based on the following
assumptions: we assume that the used matrix is isotropic and
has a linear optical properties in a limited spectral range, the
concentration of nanoparticles are so small that we can neglect
interparticle interaction. The real part of complex refractive
index of nanoparticles suspensions in the field of a linearly po-
larized laser radiation, calculated in this paper, is of the form:

n(ω, I)= n0+
∑∑{[

1− (I/IS) �
2
ng(

ω−ωng
)2+�2

ng (1 + I/IS)

]

×Ang (Q1,Q2)
(
ω − ωng

)
�ρ0

ng(
ω − ωng

)2 + �2
ng

}

and

Ang (Q1,Q2)= 2πN

h̄n0

[
1

3

∣∣png∣∣2+Q1

(∣∣png1

∣∣2−∣∣png2

∣∣2)
+Q2

(∣∣png3

∣∣2 − ∣∣png2

∣∣2)] ,
where �ρ0

ng is the equilibrium population difference, IS is a
saturation intensity, png is the photoinduced dipole moment
and�ng is the width of the electron transitions in the absorption
zone.

Using this formula we can determine the behavior of the
nonlinear additive to the refractive index (Fig. 5), which is ex-
plained by following competing processes: the dipole moment

n INL( ) Ip Is I
0

Fig. 5. Nonlinear part nNL(I ) of the suspension refractive index
n(ω, I).

increases with increasing input radiation power, but the popu-
lation difference between the allowed energy reduces.

It was theoretically found that the sign of the nonlinear
additive to the refractive index of the dielectric nanoparticles
suspension changes in the frequency range as follows:

ωpωn

nnl < 0 nnl > 0

Fig. 6. The dependence of nonlinear additive to refractive index on
the frequent ranges.
where ωn is frequency of electron transition from defect levels
to the border zone between the excitons and the quantum-size
levels, ωp = ωn − �ω1−�ω2

2 and �ω1, �ω2 are the width of
the allowed energy levels in band gap and levels of quantum-
confined states, respectively.

4. Conclusion

The low-threshold non-linear process of changing the refrac-
tive index of the dielectric nanoparticles suspension under the
action of weak visible laser radiation was investigated in this
paper. We calculated the numerical values of the nonlinear
additive to the refractive index referring to the experimental
curves. The transmission spectrum of nanoparticles array was
obtained. This allowed us to reveal features of the energy spec-
trum of carriers. We proposed the theoretical description both
the causes of the observed low-threshold nonlinearity and the
behavior of additives to the refractive index depending on the
intensity.
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Electronic structure of Ge(111)-(2×1) surface in the presence
of doping atoms. Ab initio analyses of STM data
S. V. Savinov, A. I. Oreshkin, S. I. Oreshkin and V. I. Panov
Moscow State University, Department of Physics, 119992, Moscow, Russia

Abstract. We present the result of experimental low temperature STM and theoretical first principles investigations of the
electronic structure of the Ge(111)-(2 × 1) surface in the presence of donor doping atom at certain position in the surface
bi-layer of (2 × 1) reconstruction. The results of ab initio calculations prove that despite of only slight geometrical crystal
lattice distortion the influence of doping atom reflects in the appearance of slit state in the band gap and in the spatial
oscillations of LDOS in vicinity of foreign atom.

Introduction

Electronic properties on elemental semiconductors (in partic-
ular Ge) have attracted substantial interest since they were his-
torically the first semiconductors applicable in the technology.
The cleavage along (111) natural cleavage plane allows one
to obtain surface with well known (2 × 1) type of reconstruc-
tion [1]. This surface can serve as the test bench for both
experimental STM/STS studies of individual atomic defects,
and theoretical modeling.

In 1980s, both photoemission studies [2] of doped Ge single
crystals and theoretical calculations [3] have revealed the exis-
tence of separate π occupied and π∗ nonoccupied pz derived
bands for the Ge(111) surface electrons. For heavily doped
Ge a partial occupation of π∗ band was observed [2], i.e. there
can be some electrons above Fermi level. The Ge(111) surface
band gap has been determined by means of STM and STS [5].
Until now, however, there have been no reports on the observa-
tions of effects directly related to the existence of nonoccupied
surface states π∗ band on the Ge(111)-(2 × 1) surface.

Recently we have reported on our investigation of the nonoc-
cupied surface states on in situ cleaved Ge(111)-(2×1) surfaces
by means of low-temperature STM/STS under UHV condi-
tions. The presence of the nonoccupied surface states is ob-
served to induce LDOS spatial oscillations in the vicinity of do-
main boundary or individual impurity atom on Ge(111)-(2×1)
surface in the energy range where π∗ states exist. Experimen-

π-bonds

P-atom

(a)

(b)

P-atom

Fig. 1. a) The geometry of relaxed Ge(111)-(2×1) surface. P impu-
rity atom is shown by big sphere. b) Spatial distribution of negative
differential charge on Ge(111)-(2 × 1) surface around P impurity
atom.
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Fig. 2. Surface band structure of clean Ge(111)-(2 × 1) surface.
Inset shows the relevant delails of Ge(111)-(2 × 1) surface model.

tal observation of quasi-1D surface screening around atomic
defects on Ge(111)-(2 × 1) surface as well as the behaviour of
impurity STM image on tunneling bias voltage were discussed
in [8].

To clarify the physical nature of STM observed effects we
have performed first principles calculations by means of DFT
method in LDA approximation as implemented in SIESTA
package [7]. Details will be published elsewhere. The use
of strictly localized numeric atomic orbitals allows us to per-
form modeling of large surface cell, which amounts 4 × 21
cells of elementary 2 × 1 reconstruction (1512 atoms). The
model structure consists of Ge(111)-(2 × 1) surface slab. The
bottom surface Ge bonds are terminated with H atoms, and one
Ge atom is substituted by phosphorus (P) atom. The geometry
of the structure was fully relaxed, until atomic forces became
less then 0.01 eV/Å. Afterwards the surface band structure and
spatial distribution of LDOS were calculated.

1. Surface geometry, band structure and LDOS

The results of DFT modeling can be summarised as follows.
The atom of substitutional donor impurity P does not oc-

cupy the same place in the lattice as the Ge atom it substitutes,
though the displacement is not very big (Fig. 1a). This is not
unexpected, but at the same time we could not find in the liter-
ature any statement explicitly confirming this fact.

The model of Ge(111)-(2 × 1) surface reconstruction [1]
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Fig. 3. Spatial distribution of surface LDOS.

with π -bonded chain rows can be directly confirmed by the
analysis of spatial distribution of the system’s charge. π bonds
along chain rows are imaged as bridges in the distribution of
negative differential charge (Fig. 1b).

Ge(111) surface reconstruction of (2 × 1) type causes the
presence of occupied π and unoccupied π∗ bands of surface
states in the bandgap of projected bulk band structure. Surface
states are highly dispersive along�−J line of surface Brillouin
zone. Bands are flat along J − K line(Fig. 2). Worth noting
that the bottom of π∗ surface band is located in very close
proximity to Fermi level, which in turn is aligned with the top
of bulk valence band in case of Ge(111) surface.

The most important result of our DFT modeling relates to
determination of spatial distribution of LDOS above the sur-
face. Namely this quantity is relevant for STM observations
interpretation. In the DFT framework surface LDOS can be
expressed as

ρ
(−→rx,y, eV

) =
∑
i

∣∣�(−→rx,y)∣∣2 δ̃ (E − Ei)

∣∣∣
z=const

,

where � are Khon–Sham wavefunctions, δ̃ is smearing func-
tion and summing is evaluated at certain height above surface.
This way we can calculate and plot surface LDOS ρ(x, y, eV)
(Fig. 3). To the best of our knowledge this is the first time when
this type of data representation is used.

The LDOS distribution has quasi-1D character. Areas with
high LDOS values are completely localised above upped π -
bonded rows of (2 × 1) reconstruction, while low LDOS areas
are located in between. This leads to STM imaging of only any
other surface π -bonded row [5].

STM image of (sub-)surface impurity on Ge(111)-(2 × 1)
surface looks (very roughly speaking) like quasi-1D protru-
sion at negative tunneling bias and as a depression at positive
bias [8]. As it can be seen from Fig. 3 there is a state in the
bandgap split off the conduction band. It is located just below
the Fermi level. So, at negative bias it gives rise to excessive
tunneling current above upper π -bonded row of (2 × 1) recon-
struction. Its influence vanishes as bias goes deeper into filled
bulk valence band. More detailed analysis reveals that split
state originates from P donor impurity atom localised state.

Atomic orbitals of Ge atoms next to impurity atom are
strongly hybridised in the bias voltage range, where π∗ sur-
face states band exists. On Fig. 3 it looks like some kind of
upward “band bending“. This results in decreasing of LDOS

Fig. 4. Spatial oscillations of surface LDOS in vicinity of P donor
impurity atom.

above upper π -bonded row in this range of positive bias, ex-
plaining the behaviour of impurity STM image.

In the DFT framework the contributions from different
atomic orbitals and/or atoms to Khon–Sham wavefunction (KS
WF) can easily be separated. This procedure does not have
deep physical meaning, but allows to see, for example, the lo-
calization of impurity atom’s WF. The illustration is given on
Fig. 3, where contribution from atomic WF of P impurity atom
is shown. Impurity WF are localized within two or three unit
cells from impurity itself. We would like to note that we can
readily analyze spatial localization of KS WF, and for some
range of positive bias (range where π∗ surface states band re-
side) KS WF are indeed localized near the surface.

Strong hybridization of atomic orbitals has one lot more
important consequence. It leads to the appearance of spatial
oscillations (SO) of surface (i.e. as measured by STM) LDOS in
vicinity of impurity atom (Fig. 4). LDOS SO can be observed
in a few atomic rows in vicinity of impurity atom.

The period of LDOS SO increases as tunneling bias in-
creases in some range of positive bias.

This finding makes very important link between first princi-
ple description of solid state body and diagram technique based
theoretical methods. The latter naturally predict the existence
LDOS SO around atomic defects.
Acknowledgements
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Modern achievements in X-ray spectra measurement
and data treatment
M. D. Sharkov, K. Ju. Pogrebitsky, M. E. Boiko and S. G. Konnikov
Ioffe Physical-Technical Institute, St Petersburg, Russia

Abstract. A new schematic for an x-ray lab device to provide simultaneous performing two different x-ray experiments is
assumed. The SAXS (Small-Angle X-Ray Scattering) technique application to determine the sample crystal perfection or
grain sizes down to nanometers is described. SAXS measurement using two wavelengths to differ grain sizes from pore
ones in the sample is suggested. A new EXAFS (Extended X-Ray Absorption Fine Structure) analysis method containing
the procedure of the spectrum oscillations extracting based on the variation principle is developed. The limitations for the
Fourier window width and position in EXAFS treatment are determined.

Introduction

Modern technologies require much information about the struc-
ture of materials. It is often important to obtain these data with-
out destroying the samples. A solution of this task is provided,
e.g., by x-ray analysis methods: EXAFS (Extended X-Ray
Absorption Fine Structure) spectroscopy, SAXS (Small-Angle
X-Ray Scattering), etc.

X-ray spectra can be measured at a synchrotron ring as well
as at a special lab device. The synchrotrons provide high mea-
surement rate and intensive beams but access to these facilities
is difficult. In contrary to synchrotrons, the lab device allows
one to measure x-ray spectra without much financial and time
losses.

The SAXS technique is usually applied to detect clusters,
small crystal and powder grains, and superlattice periodicity
with sizes from several nanometers up to dozens of nm. The
developed technique is sensitive even to far larger grains and
scarcer superlattices, with sizes about 500 nm, as well as to nm
sizes. Besides, the new technique provides a better precision
in comparison with earlier practice.

Analysis of EXAFS spectra consists of several steps [1,2].
Some of them, like oscillations separation, are usually per-
formed by methods which might lead to incorrect results. Other
steps, like Fourier window definition, had not been studied un-
til our recent works. The considered method is successful in
solving these problems.

1. New “Butterfly” x-ray lab system

Figure 1 represents the standard x-ray lab device schematic [1].
The sample is irradiated by x-ray photons. Some of them are
absorbed by the atoms of the sample. Other incident photons
leave the sample surface for the surrounding vacuum and may
be registered [2].

Our idea is to use the both windows of the x-ray source.
This two-wing construction (“Butterfly”) allows one to per-
form two experiments (e.g., measuring of XAFS and SAXS)
simultaneously at a unique device.

2. SAXS measurement and analysis

To determine the perfection of a single crystal, Raman spec-
troscopy or observation of the x-ray diffraction rocking curve
broadening are used ordinarily. Applying of these techniques
meets the limitations connected with optical spreading of the

1

10

2

3 4 5

6

7 9
8

Fig. 1. A typical x-ray lab device schematic. Here 1 is X-ray gen-
erator, 2 is spectrometer vacuum volume, 3 is entrance slit, 4 is
monochromator, 5 is exit slit, 6 is sample shield, 7 is x-ray detector,
8 is transmission x-ray detector, 9 is sample, 10 is channeltron.

light beam and of the investigated region of the crystal. Be-
sides, rocking curve broadening is influenced by stresses in the
sample and temperature factors.

The results of the x-ray porometry (those are the relations
of the masses — not the sizes — for random pores and clus-
ters) have been compared with the ones of the small-angle
x-ray spectroscopy which is the way to detect directly the sizes
of pores and clusters in the sample. X-rays of two and more
different wavelengths may be used to avoid the Babinet uncer-
tainness, i.e. to differ the pore sizes from the domain ones.

For example, a SiC sample has been investigated via the
SAXS method [3]. SAXS pictures show smaller domains in
the sample to tend to merge and form larger agglomerates in
annealing, this fact corresponding to the theory.

3. EXAFS analysis

The new EXAFS spectrum analysis technique is developed
[1,4]. It is assumed that EXAFS oscillations are extracted by
the method based on the variation principle. The idea to extract
the spectrum oscillations is to suggest a functional which is
minimized by the sought smooth EXAFS component [4]. The
view of the appropriate Euler-Lagrange equation is(

d2

dE2 − C2
)
μ0 = C2 (A− μ)

with two parameters A and C. The boundary conditions of the
first type are input for the task to be unambiguous.

The dependence of EXAFS treatment results on Fourier
window limits has been studied for the spectra of some metals
(V, Cr, Co, Cu) [1,5]. The most correct analysis results have
appeared to be obtained when the bottom FT window limit is

231



232 Nanostructure Characterization

oxide
proteine
nitrate

Fo
ur

ie
r 

tr
an

sf
or

m
 (

a.
u.

)

Distance (Å)
0 1 2 3 4 5

0.125

0.100

0.075

0.050

0.025

0.000

Fig. 2. FT of Cu K edge EXAFS for ceruloplasmin sample. Also
the FT of Cu2O and Cu(NO3)2 [7] are shown.

chosen between 40 and 80 eV above the absorption edge, and
the Fourier window width is between the values of 300 and
700 eV.

Particularly, the human protein ceruloplasmin EXAFS spec-
trum has been treated by the described method. The protein
molecule is known [6] to contain several thousands of atoms,
and only 6 Cu within them. Nevertheless, the spectrum was
obtained at the STAR lab device (Samsung Inc., Suwon, South
Korea). Fig. 2 represents the results of EXAFS analysis for
this spectrum.

The comparison of the Fourier transformed EXAFS oscilla-
tions for the protein, oxide, and nitrate allows one to formulate
a hypothesis that the closest surrounding of Cu atoms in the
protein structure are possible to be anions with the filled ex-
ternal electron shell (i.e. O2−). The hypothesis [6] about the
triangle of three Cu atoms with edges about 4 Å also seems to
be valid.
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Raman spectroscopy study of polymorph structure
of GaAs nanowires
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Abstract. Raman spectra of GaAs nanowires grown on silicon substrates are presented. New spectral features not existing
in the spectra of the zinc-blend polymorph (typical of the bulk material) are found. Their appearance is ascribed to
co-existence of other crystalline phases: the 2H polymorph (isomorphous to wurtzite) and the 4H polymorph.

At normal pressure, the bulk semiconductor GaAs grows in
a stable crystal structure isomorphous to zinc-blende — ZB.
However, in mesoscopic size range characteristic for quantum
points and nanowires (NWs), another polymorph of GaAs iso-
morphous to wurtzite (WZ) can also be stable [1]. Moreover,
sometimes the polymorph transformation may result in for-
mation of 4H-like structures [2]. Co-existence of the ZB and
WZ structures in the GaAs NWs was recently confirmed by
Raman [3,4] and photoluminescence [5] studies. No spectro-
scopic evidence for presence of the 4H segments was reported
up to now.

1. Experimental

In this paper we represent Raman spectra of GaAs nanowires.
The GaAs NWs were grown on Si(111) substrate during Au-
assisted MBE technique [6]. Raman-spectra were recorded in
the backscattering configuration by using the 514.5 nm line
of an Ar+ laser for excitation. The power of the incident light
was about 200 mW (equivalent to 70 kW/cm2). Raman spectra
of GaAs NWs recorded in the z(xx)z̄ geometry are shown in
Fig. 1. Hereafter, z-axis is directed along the growth direction
which corresponds to the [111] direction in ZB and to [0001]
in WZ.

2. Result and discussion

Frequencies of fundamental vibrations of GaAs cover the in-
terval from 0 up to 300 cm−1. No Raman-active phonon modes
of silicon Si substrate (see curve 1 in Fig. 1) fall into this in-
terval. Thus they can be omitted. Several peaks detected in
the spectral curves are labeled in Fig. 1 by italic figures. Their
frequency positions are listed in Fig. 2. Two main peaks in
Fig. 1 (labeled as 1 and 4) are well detectable at any excitation
power. Unambiguously they can be attributed to the zone-
centre TO and LO modes. Frequencies of these modes in bulk
ZB phase are 271 and 293 cm−1 respectively [7]. Besides the
TO and LO peaks, several additional Raman signals (labeled
as 3 and 8) can be resolved in spectra shown in Fig. 1. Their
origin can be explained in two ways. First explanation [8,9]
relates two main additional Raman peaks (200 and 256 cm−1)

with scattering either on molecular vibrations of As4 (210 and
255 cm−1 [10]), or on phonons of crystalline As, namely, on
the double degenerate Eg mode (195 cm−1) and the A1g mode
(257 cm−1) [11]. Alternatively, all observed additional Raman
peaks can be assigned to fundamental phonon modes of dif-
ferent GaAs polytypes. For example, the peak 255 cm−1 was
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Fig. 1. A Raman-spectrum the sample with nanowires of GaAs,
grown up on a silicon substrate. 1 — spectrum of substrate Si,
z(xy)z̄; 2 — NW GaAs, z(xx)z̄; bottom part — possible frequency
distribution of zone-centre modes of different GaAs polymorphs.

assigned to E2-mode of WZ [4]. Similarly, peak 200 cm−1

can be related with Raman-active modes of 4H. Therefore it
is suitable to discuss the selection rules for Raman scatter-
ing spectra of different GaAs polymorphs. Both WZ and 4H
crystal structures are hexagonal and belong to space symmetry
group C4

6υ (P63mc) with Z = 2 and Z = 4 respectively. Unit
cell of WZ is twice bigger than elementary cell of ZB. Corre-
spondingly, phonon branches of WZ along �-A direction can
be represented as folded phonon branches of ZB along �-L.
The folding scheme is shown in Fig. 2.

Unit cell of 4H is twice bigger than that of WZ; it corre-
sponds to doubled c parameter. Correspondingly, the zone-
edge A-phonons of WZ become zone-centre phonons in 4H
structure. Some of them are Raman-active. In total, 24 fun-
damental modes of 4H are distributed irreducible representa-
tions of symmetry group as follows: � = 4Al(z) + 4Bl +
4E1(x, y)+ 4E2.

Frequency distribution and symmetry assignment of all fun-
damental phonons of three GaAs polymorphs are shown in
Fig. 2. The folding representation is based on experimentally
determined dispersion relation of cubic GaAs [7].

Crystal structures of the three polymorphs are different in
the middle-range scale. This causes small differences in corre-
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Fig. 2. �-L dispersion relation for ZB and correlation diagram be-
tween irreducible representations of ZB, WZ and 4H polytypes. Ex-
perimentally determined phonon frequency of ZB [7] are given on
the right, frequency positions of observed Raman peaks are shown
in the middle column.

sponding phonon frequencies. These differences are presented
on Fig. 2 together with the correlation diagram connecting ir-
reducible representations of ZB, WZ and 4H polytypes. In the
same figure, the calculated frequencies are compared with fre-
quencies derived from folding scheme based on experimental
data [7].

It is necessary to notice that phonons which belong to rep-
resentation B1 in 2H structure are inactive in optical spectra.
In the 4H structure they transform in A1-phonons and become
active both in Raman, and in IR spectra. Besides, Raman-
spectrum of 4H includes new lines corresponding to phonons
of E2 symmetry representation. They are related to the zone-
edge phonons of 2H, namely to the �4(A)-phonons.

It is noticeable that owing to middle-range structural dis-
tinctions the two �4(A) phonons, which are four-fold degener-
ated in 2H structure, split in four twice degenerated E2-modes
in 4H structure.

In total, six new Raman lines — two typesA1 and four types
E2 can be expected in Raman spectrum of 4H in comparison
with that of 2H. The zone-edge �2(A) phonons of 2H structure
become zone-centre B1-phonons 4H structure; they remain in-
active in optical spectra. We will notice that they can become
Raman-active at the further doubling of unit cell which would
lead to appearance of 8H polytype. This analysis allows us
to point out all frequency intervals in which Raman signals in-
duced by structural polymorphism of GaAs NWs are expected.
They are schematically presented in the bottom of Fig. 1.

According to schema shown in Fig. 1, we assign the Raman
peak 3 to E2-mode of WZ. Equally well it can be assigned to
E2-mode of 4H.

Instead of a narrow spectral line around 291 cm−1, related to
A1(LO) phonon of bulk ZB, the high-frequency Raman spec-
trum of NWs exhibits a wide and complex spectral feature.
It can be suggested that this feature includes contributions of
LO-modes of other polymorphs as well as the disorder-induced
Raman-scattering on phonons with non-zero wave vectors. Al-
ternatively, the complex spectral structure observed in Raman
spectrum of GaAs NWs in vicinity of LO signal was attributed
either to the surface optical phonons [8] or to peculiarities of
the long-range dipolar interactions [12].

Other peculiar feature of the observed Raman spectra is the
line centered at ∼198 cm−1. According to the phonon folding
scheme, this line is related to the LA zone-edge phonon of ZB
structure. In WZ structure, this phonon transform into zone-
centre B1 phonon which corresponds to silent mode inactive in
IR and Raman spectra.

Emergence in Raman spectra of GaAs NWs of the lines at
∼256 cm−1 obviously indicates co-existence of layers withWZ
structure. Similarly, presence of spectral feature at ∼198 cm−1

allows suggesting appearance of 4H structural segments. The
additional Raman line at ∼234 cm−1 (observed as a low-freq-
uency shoulder of the line centered at 256 cm−1) is probably
related with the zone-edge LO vibration of ZB. According to
the phonon folding scheme this phonon transform into B1-
mode in WZ structure and becomes A1-mode in 4H structure.

Similarly, a Raman line at ∼72 cm−1 can be expected as
manifestation ofE2(low)-phonon of WZ. This mode arises ow-
ing to folding of the transverse acoustic branch of ZB struc-
ture. Weak spectral features observed at ∼150 and ∼50 cm−1

well correlate with frequencies �2(A) and �4(A) zone-edge
phonons of WZ structure.

3. Conclusions
Complex structure of Raman spectra of GaAs NWs can be re-
lated with structural polymorphism inherent to these nanostruc-
tures.
Analysis of frequency position and polarization properties of
new spectral bands allows us to assign the line observed at
257 cm−1 to E2-mode of WZ polymorph and the spectral fea-
ture observed at 198 cm−1 to A1 mode of 4H polymorph.
Acknowledgements
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Visualization of the CdS/ZnSSe MQW heterostructure
by scanning spreading resistance microscopy
D. E. Sviridov, V. I. Kozlovsky and N. V. Zabavin
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Abstract. In this work, cross-sectional scanning spreading resistance microscopy (SSRM) was used to visualize the layers
of the undoped CdS/ZnSSe multiple quantum well (MQW) heterostructure. Visualization mechanism and it’s dependence
on built-in AFM laser and halogen lamp (HL) illumination was studied. It was shown that the AFM laser can affect the
current signal in QWs via nonequilibrium carrier generation in the GaAs substrate. Current-voltage (I-V) characteristics,
measured when the probe was in contact with CdS or ZnSSe layers had the regions with saturation and negative differential
resistance (NDR) which we interpret in terms of the tunneling of the electrons through potential barriers formed at the
GaAs/ZnSSe and In-Ga/GaAs interfaces.

Introduction

Scanning spreading resistance microscopy (SSRM) of the cle-
avage surface is an effective atomic force microscopy (AFM)
based technique for nanoscale heterostructure investigation [1].
This method can be used for visualization of the subsurface
regions with different conductivity [2]. Here we presented
the results of the undoped CdS/ZnSSe multiple quantum well
(MQW) heterostructure cleavage investigation with SSRM.
This structure can be used for example in e-beam [3], or op-
tically pumped VECSELs [4]. It was shown that the current
value strongly depends on the Schottky barrier height at the
contact of the probe with the semiconductor layers and intrin-
sic carrier concentration in these layers. On the current-voltage
(I-V) characteristics for the contacts of the probe with the lay-
ers of the structure there are regions with saturation and nega-
tive differential resistance, which are likely to be the result of
additional potential barriers formation on GaAs/ZnSSe hetero-
junction and the second non-ohmic contact.

1. Experimental

The CdS/ZnS0.07Se0.93 MQW heterostructure was grown by
metal-organic vapor phase epitaxy on semi-insulating GaAs
substrate (n-type). Ten 5 nm thick QWs were separated by
140 nm thick barriers. The structure was undoped, but we sug-
gest that it was slightly n-type due to the presence of the donor
type native defects. The second contact was formed by the
application of the liquid In-Ga eutectic to the cleavage. Mea-
surements were carried out using AFM Solver P47-Pro (NT-
MDT) at room temperature. We used the boron doped diamond
coated probes (Nanosensors, GmbH) with the film resistivity
ρ = 0.01−0.02 Ohm cm. Probe was grounded. Potential
could be changed from −10 to +10 V, and was applied to the
second contact. To investigate the effect of built in AFM laser
(BL) on the current measurements we switched it on and off
during the scanning process and set the value of the feedback
gain coefficient (FB) to zero to prevent the piezoscanner re-
traction. For additional external illumination we used halogen
lamp (hν = 1.2−3.1 eV).

2. Results and discussion

A representative current image, obtained at −2 V sample po-
tential, under three different conditions is shown in Fig. 1 (top)
and the corresponding averaged line (SSRM current) is shown
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Fig. 1. Current image of the MQW heterostructure cleavage obtained
at −2 V sample potential and three different conditions a) BL on and
FB �= 0, b) BL off and FB = 0, c) HL on and FB = 0 (top) and the
corresponding averaged line (bottom).

in Fig. 1 (bottom). Section (a) was obtained with BL on and
FB �= 0, (b) BL off and FB = 0, (c) BL off, FB = 0 and
halogen lamp on. The data presented shows that illumination
strongly influences on the current value in all layers of the
structure, even in the case of the BL, inspite of the fact that
its photon energy (1.9 eV) is smaller than the CdS band gap
energy (2.46 eV). In dark (section b) current value was com-
paraively small when the probe contacted with GaAs except for
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the narrow region in the GaAs/ZnSSe heterojunction vicinity
and increased from the first QW to the fifth. We could obtain
current images of the QW region only at negative sample po-
tential. The results, presented above, can be explained, if one
suggests that in the case of undoped heterostructure the visu-
alization of the QWs is mainly determined by the height of the
Schottky barrier, formed when the probe is in contact with the
cleavage surface, which in its turn depends on the chemical
composition of the layers. This case is significantly different
from the case of highly doped heterostructures, where the con-
trast is mainly formed by the variation in the conductivity. The
Schottky barrier height, which is determined by the difference
between the probe work function and the semiconductor elec-
tron affinity, is the same for all QWs. Then the inequality of the
QWs on the current image in dark Fig. 1(b) can be explained
in terms of inequality in carrier concentration. This inequality
arises if QW are situated in the space charge region, formed in
ZnSSe after the heterojunction formation. Under BL illumina-
tion the space charge region dissapears because of the diffusion
of the photogenerated electrons from GaAs in ZnSSe. The car-
rier concentration becomes the same in all QWs as well as the
current Fig. 1(a).

The I-V characteristics of the probe — QW and probe —
barrier layer (Fig. 2) in dark and with BL illumination are step-
like and have the regions with saturation and negative differ-
ential resistance.We suggest that except the Schottky barrier in
the vicinity of the probe there are barriers at the GaAs/ZnSSe
heterointerface and the second contact. When the bias to the
second contact applied, current starts to increase due to Schot-
tky barrier reduction and then saturates due to reverse biased
barrier at the GaAs/ZnSSe interface. With the subsequent in-
crease of the voltage this barrier apears to be tunneling trans-
parent that results in the second increase of the current. The
second saturation is likely due to the reverse biased Schottky
barrier at the In-Ga/GaAs contact.
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Folded acoustic phonons in Si/Ge superlattices
with Ge quantum dots
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Abstract. Raman scattering by folded LA phonons in Si/Ge superlattices with Ge quantum dots grown by means of
low-temperature molecular-beam epitaxy is studied. New features of folded LA modes related to their resonance
enhancement and an unusual ratio of the intensities of doublet lines are observed. It is shown that the observed acoustic
modes are related to acoustic vibrations localized in Ge quantum dots and induced by folded phonons of Si layers.
Calculations carried out in the model of one-dimensional atomic chain allow us to explain the nature of localization of
acoustic phonons caused by modification of the phonon spectrum of a thin quantum dot layer. It is found that the relative
intensity of Raman lines belonging to one doublet of the folded modes turns out to be sensitive to the asymmetry of the
relief of Ge quantum dot layers.

Introduction

Folding of acoustic phonons appeared in semiconductor super-
lattices (SL) is the most impressive effect of modification of
a phonon spectrum under the influence of an artificially made
superperiodicity. This effect has been investigated in detail for
different SLs by means of Raman scattering nearly 30 years
ago [1–3]. A theory of this phenomenon in the continuum ap-
proximation was built by Rytov [4]; later it was extended for
the case of semiconductor SLs [5,6]. It shown an excellent
agreement with numerous experiments carried out in different
SLs. In contrast, SLs with quantum dot (QD) layers reveal an
unusual behavior of intensity of Raman scattering by folded
longitudinal acoustic (FLA) phonons on the folding index m

allowing one to observe large number of FLA modes (up to
10–20) in Raman spectra [7,8]. For ordinary SLs, their num-
ber is much less (2–4), which is determined in the theory by
the sharp dependence (1/m2) of scattering intensity onm [5,6].
The nature of this anomalous behavior can not be explained in
the framework of existing theory.

In this work, to elucidate an influence of QDs on SL phonon
spectra we study Raman scattering by FLA phonons in Si/Ge
SLs with Ge QDs.

1. Experimental

The studied multilayer Si/Ge structures with Ge QDs were
grown by using “RIBER-Siva32” MBE installation. The Si
(100) wafer n-doped (7.5 �cm) was used as a substrate. A
100 nm undoped Si buffer layer was first grown on a cleaned
wafer at Ts = 700 ◦C. Then, the Ge layer with the effective
thickness of 1.1 nm was grown at the substrate temperature of
250 ◦C. The grown Ge layer was coated with a 2 nm thick Si
layer at the same temperature. Then, a 16 nm thick Si spacer
was grown at Ts = 450 ◦C. The structure period that included
the QD Ge layer and the 18 nm thick Si spacer was repeated
17 times. The Raman spectra were recorded using a triple
diffraction grating spectrometer T64000 (Horiba Jobin Yvon)
equipped with a ccd detector. The spectra were excited by the
lines of anAr laser at room temperature in a near-backscattering
geometry.

2. FLA phonons in Si/Ge SL with Ge QDs

Fig. 1 shows the acoustic range of Si/Ge SL sample Raman
spectrum. The FLA phonon lines and continuous phonon emis-
sion (CPE) spectrum indicated by a shaded area are shown sep-
arately. The latter component investigated in detail for different
SLs previously is related to wave vector non-conservation in
the scattering process. In our case, the broad CPE spectrum
is related to Raman scattering in defect (relaxed) Ge islands.
The doublets of well known FLA modes are observed. Their
frequencies, as it was determined previously in the structures
of this kind [7,8], are well described by the Rytov theory. The
inset of Fig. 1 shows the dispersion of the FLA modes in the
reduced Brillouin zone of size of π/D, where D is the SL pe-
riod. The mesuared frequencies are shows in the inset of Fig. 1
by squares, and the phonon dispersion calculated using the Ry-
tov theory for the sound velocity in SL vLA = 8.1 × 105 cm/s
is denoted by a broken line. Thus determined sound velocity
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Fig. 1. The acoustic range of the Raman spectrum of Si/Ge SL
with Ge QDs. The curves (a), (b), (c), and (d) indicate the results
of calculations of the FLA envelop function. The inset shows the
dispersion curve of the FLA phonons (broken line) in the SL reduced
BZ calculated using the Rytov theory. The experimental frequencies
of the FLA modes are denoted by squares.
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only slightly differs from that of Si (8.43×105 cm/s) due to the
small thickness of QD layers. As a result, the thick Si layers
determine folding of acoustic phonons in SL and the observed
frequencies of the FLA modes.

3. Localization of acoustic vibrations in Ge QDs

Fig. 2 shows the resonance dependences of Raman scattering
by optical phonons for the bulk Ge (a) and pseudomorphic Ge
QDs [9]. The resonance dependences of the FLA phonons
(triangles) and the spectrum of CPE (circles) measured in our
SL using the lines of the Ar laser is presented here. The ob-
tained dependences reveal quite a different behavior related to
localization of the observed phonon modes. The intensities of
the FLA phonons display an enhancement precisely coinciding
with the high-energy wing of the resonance curve obtained for
the optical phonons of the strained Ge QDs. This means that
the observed FLA modes are localized, similarly to Ge optical
phonons, in Ge QDs. In turn, the contribution of phonons of
the Si layers is negligible.

The nature of such an unusual localization can be under-
stood taking into account an acoustic phonon spectrum modifi-
cation in thin Ge QD layer. Indeed, because the average height
of QDs is about 2a0 (a0 is the Ge lattice constant) only the min-
imal frequency of LA phonons in them determined by quanti-
zation condition is ωmin � 145 cm−1. Then, Ge QDs have not
the natural LA vibrations in the considered frequency range
(0−100 cm−1). This means that the continuum approximation
based on using the plane waves in the theory is not correct
in our case. Hence, acoustic vibrations with frequencies less
than ωmin can be excited in Ge QDs only under the effect of an
external source, which is the phonons of the Si layers. The cal-
culations carried out in the eight-atoms (2a0) line chain model
show that the amplitude of forced vibrations decreases linearly
depending on the atomic number, and it does not penetrate
nearly into an adjacent Si layer. Therefore, these vibrations
are localized in Ge QDs similarly to Ge optical phonons, and
we should use such decisions in QDs instead of the bulk plain
waves.

Application of the QD localized acoustic vibrations in the
theory of Raman scattering by FLA modes of SLs allows us

▲▲

●●
▲▲

▲▲

▲▲
▲▲

▲▲
▲▲

●●
●● ●●

●● ●● ●●

25

20

15

10

5

0

2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7
Photon energy (eV)

R
am

an
 in

te
ns

ity
 (

ar
b.

 u
ni

ts
)

(a)

(b)

T = 300 K Ge QDs

Bulk Ge
FLA
CPE

E1

E1 + Δ1

Fig. 2. The resonance dependences of Raman scattering by optical
phonon of bulk Ge (curve a) and pseudomorphic Ge QDs (curve b)
obtained in [9]. The resonance curves of the FLA phonons (triangles)
and the CPE spectrum (circles) measured from a Si/Ge SL with Ge
QDs.

to explain the unusual features of the observed spectra [10].
Raman intensity is proportional to the square of deformation
related to acoustic waves. For vibrations localized in QDs, the
deformation value is an order of magnitude larger than that of
the Si FLA phonons. The envelope functions of FLA modes
calculated for these two contributions are shown in Fig. 1 by
curves (a) and (b) respectively. The first one (a) explains the
large number of FLA modes observed in Raman spectra of SL
with QDs even far from the resonance. The second contribu-
tion (b) dominates for ordinary SLs with close thicknesses of
alternate layers. Thus, localization acoustic vibrations in QDs
explains the observed considerable difference between these
two cases.

Usually, intensity of low-frequency line of each doublet
is large than that of the high-frequency one. Our spectrum
(Fig. 1) reveals the invert correlation between the line intensi-
ties for the three low-frequency doublets. Due to localization
of forced acoustic vibrations in QDs the FLA waves of Si lay-
ers of opposite propagation direction interact with the different
interfaces of Ge layers. One of them is plane as a result of wet-
ting layer formation, and the other one has the sizable relief
related to QDs. The diffraction losses appearing at reflection
of Si FLA phonons from the last interfaces lead to decrease of
wave amplitude excited in QDs. As a result, the intensity of
corresponding phonon line of doublet turns out to be less than
the other one related to interaction with the perfect interfaces.
This effect vanishes for the doublets with high folding index
(Fig. 1) because their wavelength is less than the distance be-
tween QDs, and diffraction losses became negligible. Thus,
the diffraction losses related to the reflection of acoustic waves
from the relief interface with QDs explain the observed ratio
of intensities of the FLA phonon lines.

Acknowledgements

The author would like to thank V.A. Markov for supplying the
Ge/Si SLs with Ge QDs, and V.A. Volodin for assistance in
measuring the Raman spectra. The work was financially sup-
ported by the Russian Foundation for Basic Research (Project
09-02-00087).

References

[1] D.J. Lockwood et al, Phys. Rev. B 35, 2243 (1887).
[2] S.K. Yip and Y.C. Chang, Phys. Rev. B 30, 7937 (1984).
[3] C. Colvard et al, Phys. Rev. Lett. 45, 298 (1980).
[4] S.M. Rytov, Akust. Zh. 2, 71 (1956).
[5] C. Colvard et al, Phys. Rev. B 31, 2080 (1985).
[6] J. He, B. Djafari-Rouhani, and J. Sapriel, Phys. Rev. B 37, 4986

(1988).
[7] A.G. Milekhin et al, Nanotichnology 13, 55 (2002).
[8] P.H. Tan, D. Bougeard, G. Abstreiter, and K. Brunner, Appl.

Phys. Lett. 84, 2632 (2004).
[9] A.B. Talochkin and V.A. Markov, Nanotechnology 19, 275402

(2008).
[10] A.B. Talochkin, JETP 111, 1003 (2010).



19th Int. Symp. “Nanostructures: Physics and Technology” NC.15p
Ekaterinburg, Russia, June 20–25, 2011
© 2011 Ioffe Institute

Thermooptical hysteresis properties of transparent dielectric
metamaterials based on polymer nanocomposites
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Abstract. Thick films Ag-containing nanoparticles (NPs) in polymethylmethacrylate (PMMA) matrix have been produced
by thermal decomposition metal-containing compounds in an argon-oxygen atmosphere and hydraulicking
nanocomposition by sol gel method on silicon substrates. Optical absorption factor, dissipation factor and refractive index
have been measured from 400 to 900 nm at the temperature field from 20 to 80 ◦C.

Introduction

The interaction of light with metal nanostructures in any trans-
parent matrix has recently become a focus of considerable
interest owing to the potential of harnessing strong, locally
generated fields for a wide variety of applications [1–3]. At
present time optical properties of polymer nanocomposites
with nanoparticles stabilized in transparent dielectric poly-
methylmethacrylate matrix (PMMA) matrix have been studied
for different nanoparticles (NPs) concentration and dimensions
in matrix at the room temperature only. Nanocomposites based
on Ag nanoparticles have a set of perspective applications (for
example, see [3]). In this work, we report on results of the
investigation of thermo-optical properties of nanocomposites
based on 5–20 wt.% Ag nanoparticles in PMMA.

1. Experiment

In present work optical characteristics of nanocomposite thick
films on glass with average thickness 70 microns were mea-
sured. Mass concentration of Ag NPs are from 5 to 20 wt.%,
and their average sizes are from 15 up to 25 nm. The particle
size ofAg was determined by transmission electron microscopy
(TEM) on a JEOL JEM 300B microscope. The accelerating
voltage was 75 kV.

The structure of Ag-PMMA samples were investigated us-
ing X-ray phase analysis method. In Fig. 1 difractogram of
the 10 wt.% Ag based on PMMA is presented. Experimental
results were demonstrated that Ag is the general metal compo-
nent of the nano composite.

Optical transmission & reflection spectra of investigated
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Fig. 1. Difractogram of the 10 wt.% Ag-PMMA composite.
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Fig. 2. Heating-cooling cycle of optical absorption coefficient for
10 wt.% Ag-PMMA nanocomposite at 570 and 820 nm.

samples were measured on spectrophotometer Lambda 950
(USA) in range 450–900 nanometers with specially created
additional device consisting of heating element. For compari-
son absorption a factor for pure PMMA matrix was measured.
The errors of measurement did not exceed 1%.

2. Results and discussion

Figure 2 presents the results of measured heating-cooling cy-
cle of optical absorption coefficient for 10 wt.% Ag-PMMA
nanocomposite at 570 and 820 nm.

The results of measurements heating-cooling cycle of re-
fraction index for the 10 wt.% Ag-PMMA composite sample
at 570 and 820 nm are presented in Figs. 3 and 4 respectively.

As absorption factor, as refractive index were demonstrated
hysteresis properties from the temperature. It is enormous in
comparison to what anyone else has done before.

As shown in Fig. 3 under heating of samples up from 20 to
70 ◦C optical absorption decreasing is observed at 570 nm, and
from 50 to 70 ◦C optical absorption decreasing is observed at
820 nm. Then at the temperature band from 55 to 77 ◦C optical
absorption decreases also. At that, optical absorption value at
570 nm is greatly more then at 820 nm. This results can be
explained by the resonant interaction of light with plasmonic
oscillations in metal nanospheres.
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Fig. 3. Heating-cooling cycle of refraction index for the 10 wt.%
Ag-PMMA composite sample at 570 nm.
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Fig. 4. Heating-cooling cycle of refraction index for the 10 wt.%
Ag-PMMA composite sample at 820 nm.

In our opinion temperature region from 20 to 70 ◦C is a
very interesting for a development of thermo-optical switches.
Most of all the changing of optical absorption in the spectral
range from 570 to 900 nm at 50 ◦C is observed. This spectral
band is characteristic for exciton spectra. Maximum change in
absorption factor and refractive index can be explained by sky
line of exciton concentration at the border NPs-matrix under
thermionic emission from nanoparticles and trapping ones in
matrix.

Change of refraction index for composites on the basis of
nanoparticles Ag reached values �n = 0.01 in the range of
temperatures from 25 to 70 ◦C.
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The investigation of impedance parameters, texture
and self-organization of oxide formations on titanium
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Abstract. An analysis of equivalent circuits, which were created by modeling of Al and Ti impedance specters, was carried
out. The characteristics of equivalent circuits were given for Ti. An investigation of topological parameters of structures on
Ti surface was made. The conclusion about type of nanotubes was got from FDP.

In this work the correlations between aluminum and titanium
nanostructured anodic oxide surface texture and impedance
parameters were studied. To develop well-ordered structure
aluminum and titanium samples were REM microscopy was
used as method of surface texture investigation. REM inves-
tigation was carried on Carl Zeiss CrossBeam 1540 EX, Car-
lZeiss EVO 60 with EDX and WDX for micro analysis and
Hitachi S-5500. During the investigation of samples morphol-
ogy nanotube arrays with different diameter, size and unity
were founded (Fig. 1) [1]. The morphology data was compared
with equivalent circuits created using mathematical modeling
of impedance specters. The specters were recorded by elec-
trochemical complex Solartron 1287 in 0.01 M Na2SO4 elec-
trolyte, frequency ranges from 60000 to 0.1 Hz, 10 mV am-
plitude. The comparison of REM data and equivalent circuits
showed that there was a zone in impedance specters that was
specific for diffusion processes and well-described by Warburg
impedance. Probably it caused by ion diffusion in nanotubes.

The diffusion plays key role in forming processes of such
structures and can be promising for further research of nanos-
tructures forming mechanisms. A Warburg element with un-
limited length was chosen to characterize the diffusion in the
equivalent circuit. We’ve chosen such element because tubes
are open for ions on electrolyte side, which allows ions to have
nonlocalized diffusion length that is greater than the length of
nanotubes. This element was characterized by CPE-T param-
eter:

CPE − T =
√(

L2/D
)

Z
, (1)

where L is diffusion length, D is diffusion factor, Z is re-
sistance caused by diffusion stage which is usually used for
linear diffusion process describing.The value of CPE − T in
the equivalent circuits showed us that it considerably depends
on the length of nanotube and depends less on the diameter of
nanotube. Except the Warburg impedance the capacitive pa-
rameters of system and the electrical resistance differed too,
probably due to the different thickness of structurized oxide
layer. A resistance of dense oxide layer is significantly greater
than a resistance of structurized oxide layer, which is showed
at Nikewist diagram on Fig. 2.

CPE elements with CPE − P �= 0.5 describe electrical ca-
pacities with account of deviations from flat condenser capac-
ity. R elements describe corresponding resistances. All Values
of equivalent circuits parameters were reduced to SI values in
recalculation to 1 cm2 of sample surface.

Element Freedom Value Error
R1 Free(+) 74.05 2.666
CPE1-T Free(+) 2.758E-06 1.1158E-06
CPE1-P Free(+) 0.87966 0.048428
R2 Free(+) 57.43 3.8929
CPE2-T Free(+) 7.506E-05 2.7409E-06
CPE2-P Free(+) 0.84769 0.0067397
R3 Free(+) 1614 47.726
CPE3-T Free(+) 0.00047556 8.0397E-06
CPE3-P Fixed(X) 0.5 N/A

●

●

CPE1
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R3

●
CPE1

CPE2

R1

R2

Element Freedom Value Error
R1 Free(+) 90.21 0.33206
CPE1-T Free(+) 8.1259E-06 6.7225E-07
CPE1-P Free(+) 0.88463 0.0020364
R2 Free(+) 7840 128.7
CPE2-T Free(+) 0.00072544 5.9819E-05
CPE2-P Fixed(X) 0.5 N/A

Element Freedom Value Error
R1 Free(+) 81.56 0.62123
CPE1-T Free(+) 0.00096556 3.1274E-05
CPE1-P Free(+) 0.51794 0.0070537
R2 Free(+) 1740 216.71
CPE2T Free(+) 0.0014105 0.00013416
CPE2-P Fixed(X) 0.5 N/A

Element Freedom Value Error
R1 Free(+) 98.41 23.978
CPE1-T Free(+) 1.4487E-05 2.107E-O5
CPE1-P Free(+) 0.64279 0,1897
R2 Free(+) 101,9 38,389
CPE2-T Free(+) 0.00024791 0,00016161
CPE2-P Free(+) 0.64805 0,10065
R3 Free(+) 853.5 1689.5
CPE3-T Free(+) 0.00015447 0.00015591
CPE3-P Fixed(X) 0.6 N/A
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Fig. 1.

One of the goals of this work is to identify topological class
of structures (Fig. 3a).

The corresponding Fraunhofer diffraction patterns (FDP)
which were gained with fast Fourier transformation are showed
on Fig. 3. The entire spectral-correlation method of complex
electron-microscopic structures investigation can be found in
monography [2]. The important conclusion about type of nan-
otubes was got from FDP. The type of FDP assimetry forms
considerably nonadditive specter and has halo-diffraction pat-
tern. Such system corresponds in global sense to modulation
structures, which are strong nonlinear. This effect is uncom-
mon due to the nearly identical diameters of tubes. The distri-
bution of nanotubes on size would have Dirac delta-function
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Fig. 3. Ti (left, middle) and Al (right) oxides and corresponding
FDP.

type. Formally one can observe certain topological scaling
looking at Fig. 4, which will entail a usage of fractal methods.
The further calculations are given for titanium oxide. They will
be realized in two approaches.

The first one is about simple modification of correlational
methods of fractal dimension estimation by Grassberger–Pro-
kachcho [3]. To do this the system of embedded circles, for
which a dependence in double logarithmic scales between nan-
otubes quantity in corresponding sphere and the radius of sphe-
re was calculated, was built. It rectifies well and gives angle
tangent of 2.005. It showed us that fractal dimension of nan-
otube system is integer and equal to 2, but the system is fractal
formation. The system of nanotubes according to correspond-
ing physicochemical conditions is filling the dimension of the
embedded space absolutely dense and uniform.

The second method is pursuing a somewhat different ap-
proach, which is showing the formation of flow lines crossing
a general position. Crossing flow was ploted by scanning line
with intersection of nanotubes in certain stripe. It comes out as
flow projections of the centers of nanotubes on selected cross
section. In what follows, the method is constructed similarly
to the standard approach and obtained the corresponding de-
pendence Rather good linear approximations with slope angle
tangents slightly more than one and slightly less than one were
carried out. The straight sum of linear subspaces is a simple
sum of dimensions of these subspaces. This dimension is equal
to 2.

The investigation of dissipative topological structure of nan-
otubes will be not full if we don’t proceed to a local investi-
gation from the global one. To find out ordering type in ex-
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tremely little [4] we use specific method of nanotube cluster
selection, where centres of nanotubes are schematically high-
lighted. The locality condition holds with hitting the first co-
ordination sphere for any sample nanotube. 5 chosen clusters
with different amount of nanotubes (5 ≤ n ≤ 9) differed with
local order are showed at Fig. 4.

We also showed entropy levels as measures of disorder de-
gree of these clusters at Fig. 3 and “coefficient of efficiency”
(COE) which is around 39.2% ≤ η ≤ 45.8%. If “COE” was
50% it would mean that “COE” corresponds to pure stochastic.
The real “COE” showed that the order type is quasistochas-
tic. In physicochemical point of view it showed the presence
of dissipative process, which is close to Brownian process.
Thereby generalizing the results of topology analysis of nan-
otube structure in a global approach and straight order analysis
in the small, we come to a statement that nanotube system is
dissipative structure of quasistochastic modulation type.

Taking into account the key role of physicochemical pro-
cesses in electrochemical forming of nanotubes, the type of
nanostructures depends on near-electrode layer processes fea-
tures, especially on mass transfer processes. Impedance spec-
troscopy data showed the importance of diffusion in charge
transfer processes, which can be one of key reasons of dissipa-
tive structure formation.
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Microchannel resistor sensor for liquid analysis
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Abstract. This paper has been devoted to a creation of sensor based on ordered microchannel silicon resistor for
electrophysical detection of liquids. Interactions of sensor with organic and inorganic liquids (acetic acid, ammonium
hydroxide, ethyl alcohol, water-alcohol solution and deionized water) were studied by high frequency conductance
measurements. It was established that the sensor had specific response for each liquid. It was shown that the proposed
electrophysical method allowed identifying the liquids coming in contact with the sensor.

Introduction

The main aim of current trends in biotechnology is to get elec-
trical sensors for analysis of various biological substances. Ma-
terial that can be interest to create such devices is an ordered
microchannel silicon which has single-type internal crystallo-
graphic surface and can be controllably obtained (Fig. 1).

Today, porous silicon and porous silicon oxides were used
in manufacturing of different devices such as chemical [1–4],
biological [5–7], gas [8] and humidity sensors [9–10] due to
high adsorption ability. The principle of such sensors is similar.
Test substances adsorbed on its large surface caused changes
in structural and electronic properties of porous silicon. These
changes can be detected by various physical methods, for ex-
ample, measuring the electrical conductivity of the structure. It
was reported that a silicon microchannel matrix was applied as
a humidity sensor [9–10], but there was no mention of a sensor
based on silicon membranes with ordered microchannels for
electrical analysis of organic and inorganic liquids.

1. Experimental

In this work we have developed a sensor based on silicon re-
sistor with ordered through microchannels which was tested
on different liquids. A sensitive part of this sensor was a sili-
con microchannel matrix created by the anodic electrochemical
etching of (100) oriented p-type silicon wafer with resistivity of
40 Ohm cm. In our study the silicon matrix 10 × 10 μm2 with
195 μm thickness, 0.5 cm2 square and 1.3 μm-thick walls was
used. The microchannel matrix was fabricated in monolithic
silicon wafer, then it was oxidized in dry oxygen at 900 ◦C and
finally gold electrical contacts were placed on microchannel
silicon surface. Fabricated sensor was set in a special sealed
chamber with argon filled media. The chamber was connected
to the measuring stand and all measurements were performed
at room temperature. We investigated liquids used in biology
and medicine. Deionized water as the primary solvent, acetic
acid, ammonium hydroxide, ethyl alcohol and water-alcohol
solution were chosen for experiments. Distribution of the liq-

Fig. 1. Optical microscope photograph (a) and SEM image (b) of
microchannel silicon matrix.
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Fig. 2. Electrical response of the sensor to a 3 μl of deionized
water (a), aqueous solution of ethanol (b), ammonium hydroxide (c).

uids on the sensitive element was performed by a graduated
pipette.

2. Result and discussion

High frequency conductance measurements of the sensor dur-
ing its interactions with organic and inorganic liquids were per-
formed. It was clearly seen that impregnation of liquids into
microchannels of the sensitive element led to different changes
in conductivity of the structure (the sensor had its own specific
response), which made it possible to distinguish liquids in mi-
crochannels (Fig. 2).

It was established that the fabricated sensor based on sili-
con microchannel resistor was an effective device for electri-
cal detection of different organic and inorganic liquids. These
sensors appear to have considerable promise for analytical and
diagnostic devices in medicine and biology.
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Abstract. A simple optical method of biological substance detection has been proposed. This method is based on
overlapping of silicon matrix microchannels by micro- and nanospheres consisted of light scattering and light absorbing
materials. Biomolecules on the surface of the spheres bind them to microchannel surface due to specific chemical reactions.
Therefore, registered intensity of transmitted light decreases.

Introduction

Detection of DNA hybridization is the basis of many appli-
cations in molecular diagnostics [1]. A number of optical
methods have been reported for detecting hybridization us-
ing absorption spectroscopy [2], fluorescence [3] and surface
plasmon resonance [4]. These methods employ complex and
expensive equipment limiting their wide application in up-to-
date diagnostics of different diseases.

In this report, we propose a simple optical method of bio-
logical substance detection based on overlapping of silicon mi-
crochannels by micro- and nanospheres consisted of light scat-
tering and light absorbing materials (silica, latex, polystyrene
etc.). The method has been approved for hybridization anal-
ysis of DNA. Specific complementary complexes formed by
oligonucleotide probes covalently bound with silicon micro-
channel matrix and DNA targets immobilized on silica and
latex microspheres are reliably detected.

1. Experimental

The silicon microchannel matrixes were made of (100) Si wafer
through special techniques and had a highly ordered struc-
ture of square cross-section microchannels with {011} faces
and 〈100〉 axis. The 110 μm-thick matrix with microchan-
nels 15 × 15 μm2 and 80 μm-thick matrix with microchan-
nels 7 × 7 μm2 were used. The surface of microchannel ma-
trix and silica microspheres was sequentially modified with 3-
aminopro-pyltrimethoxysilane and 2,4,6-trichlor-1,3,5,-triazin
bifunctional reagent. Amino-containing oligonucleotide pro-

15 µm Silica microsphere 5 µm∅

Fig. 1. Optical images of silicon microchannel matrix 15 × 15 μm2

before and after reaction of hybridization. The silica microspheres
presence in microchannels evidence of positive reaction and, there-
fore, determine a structure of DNA targets.
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Fig. 2. Transmission spectra of silicon microchannel matrix (1) be-
fore and (2) after reaction of hybridization, (3) restored state of
matrix with oligonucleotide probes after hybridization complexes
denaturation and removal of microspheres with DNA targets.

bes were covalently immobilized on functionalized surface of
microchannel matrix due to bifunctional reagent bonding with
amino group of probe. The NH2-oligonucleotides were cova-
lently bound with aldehyde groups located on the microspheres
surface through the Shiff bases formation followed by their re-
construction.

The hybridization complex formation between oligonucleoti-
de probes immobilized on the microchannel matrix and micro-
spheres surface was carried out in solution containing 20 mM
tris-HCl, pH 7.5, 100 mM NaCl, 2 mM MgCl2 during 30 min.
Transmission spectra of hybridization complexes were recor-
ded using UV-2100 Shimadzu spectrophotometer (Japan).

2. Results and discussion

Optical images of silicon microchannel matrix before and after
hybridization reaction are shown in Fig. 1. It is evident that
silicon microchannels 15 × 15 μm2 are overlapped by silica
microspheres Ø 5 μm.

Transmission spectra of silicon microchannel matrix before
and after hybridization reaction are shown in Fig. 2. It is ob-
vious that the intensity of transmitted light was decreased by
∼40% all through the wavelength range when the silica mi-
crospheres presented in microchannels (see spectra 1 and 2).
Similar effect was observed with latex microspheres Ø 1.3 μm
in microchannel matrix 7×7 μm2. In check experiments light
intensity transmitted through microchannel matrix was not var-
ied when non complementary DNA fragments were used, i.e.
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the specific reaction did not occur.
On the basis of the proposed method it becomes possible

to develop a simple optical device for diagnostics of DNA and
different biological substances. The device can consists of light
source, photodetector and a few lenses.

3. Conclusion

We have presented the simple optical method of biological sub-
stance detection approved for hybridization analysis of DNA.
This method can be the basis of simple optical devices for di-
agnostics of DNA and different biological substances.
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Abstract. Indium-doped lead telluride-based alloys reveal a range of unique features including pinning of the Fermi level
and appearance of the persistent photoconductivity at low temperatures. Making use of these features allows construction of
extremely sensitive direct detectors of terahertz radiation. We present physical principles of operation of terahertz
photodetecting devices based on Pb1−xSnxTe(In). Noise Equivalent Power (NEP) as low as 6 × 10−20 W/Hz1/2 at the
wavelength of 350 μm and the operating temperature of 1.5 K is demonstrated. It is the lowest optical NEP value obtained
so far in this spectral region.

Introduction

Recently, terahertz technologies have received a lot of atten-
tion due to attractive possibilities for numerous applications
in medicine, ecological monitoring, security systems, high-
resolution spectroscopy, and many other fields. One of the
most challenging tasks in this area deals with applications in
the space astronomy. At this time, there are several projects for
launching space-based observatories operating in the terahertz
spectral range, such as SPICA [1] which includes two terahertz
instruments: SAFARI [2] and BLISS [3], MILLIMETRON [4],
and other missions. These observatories will possess cryogeni-
cally cooled optics, so the requirements for detector sensitivity
are very tough. For instance, the direct detector sensitivity goal
for the BLISS instrument 3×10−20 W/Hz1/2 requires improve-
ment of the state-of-the-art by 2–3 orders of magnitude.

In this paper, we report on an alternative possibility based on
unique features of a narrow-gap semiconductor — Pb1−xSnx
Te(In). Making use of these features allows construction of
an extremely sensitive direct detector of terahertz radiation
demonstrating NEP as low as 6 × 10−20 W/Hz1/2 at the wave-
length of 350 μm and much higher operating temperature of
1.5 K.

1. Main physical features of Pb1−xSnxTe(In)

Doping of the lead telluride with indium in an amount exceed-
ing concentration of other impurities and defects results in the
Fermi level pinning effect [5]. Position of the pinned Fermi
level E0 may be tuned by alloying [6]. It crosses the gap in
the tin content range (0.22 < x < 0.28) providing appearance
of the semiinsulating state for this range of alloy composi-
tions. Conductivity of the material in the semiinsulating state
(0.22 < x < 0.28) is defined by activation from the impurity
local level E0, and therefore the free carrier concentration is
very low n, p < 108 cm−3 at temperatures T < 10 K. This
makes very attractive the idea to use this material as a photode-
tector.

External infrared illumination leads indeed to the substan-
tial increment of the material conductivity at the temperatures
T < 25 K [7]. High amplitude of photoresponse at the low
temperatures is a consequence of the persistent photoconduc-
tivity effect. When the radiation is switched off, the conduc-
tivity relaxes very slowly. The chatacteristic relaxation time
τ > 104 s at 4.2 < T < 10 K, then it sharply decreases with

the temperature rising, and τ ∼ 10−2 s at T ≈ 20 K. The effect
is defined by the specifics of impurity states that form DX-like
centers [8,9].

2. Spectral characteristics of the photoresponse

One of the key questions still not completely explored is the
spectral characteristics of the photoconductivity. The problem
arises from the fact that the background infrared illumination
generates high concentration of long-lived non-equilibrium
free electrons. In one of experimental approaches that were
used to overcome this difficulty, a sample is completely screen-
ed from the background radiation, therefore the measurements
can start from the “dark” conductivity state. This “low-back-
ground” approach was used in [10,11] for Pb0.75Sn0.25Te(In)
in which the Fermi level is pinned at 20 meV below the conduc-
tion band edge. A series of cold filters were used to extract a
certain spectral line in the terahertz range from the 300 K black-
body radiation spectrum. It has been demonstrated that the
persistent photoconductivity is observed in Pb0.75Sn0.25Te(In)
for the wavelengths of the incident terahertz radiation of 90,
116 μm [10], 176, 241 μm [11].

3. Terahertz photodetectors

One of the ways to increase the signal-to-noise ratio of pho-
todetectors is integration of the incident signal. In terms of this,
the persistent photoconductivity effect observed in Pb1−xSnx
Te(In) gives a significant advantage for terahertz photodetect-
ing systems based on these materials compared to the case of
ordinary single photodetectors since it provides “internal” in-
tegration of the incident radiation flux. On the other hand, this
advantage is valuable only if there exist a way to quench quickly
the persistent photoconductivity. The most efficient way of
such a quenching in Pb1−xSnxTe(In) samples is application of
strong radiofrequency pulses to sample contacts [12]. Using
this technique, the long-living photoexcited free electrons may
be localized for less than 10 μs. Therefore it became possible
to operate in the regime of periodical accumulation and suc-
cessive fast quenching of the photoresponse. Moreover, appli-
cation of radiofrequency pulses in some special regime results
in giant increment of the quantum efficiency up to ∼100 [13].

A laboratory model of the infrared radiometer based on
Pb1−xSnxTe(In) operating in the regime of periodical accumu-
lation and successive fast quenching of the persistent photo-
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conductivity, has been demonstrated in [12]. A helium-cooled
filter provided effective cutting of the incident radiation spec-
trum at the wavelengths λ > 18 μm. The photon flux detected
in [12] was as low as N ≈ 2 × 104 s−1 that corresponds to
NEP ≈ 2 × 10−16 W for the detector area of 0.3 × 0.2 mm2

and the oprating rate 3 Hz.
In this paper, we report on the same sort of measurements

at the terahertz frequency of 350 μm. The Pb0.75Sn0.25Te(In)
sample was mounted in a closed metallic vacuum cell which
was immersed in the liquid helium. The cryogenic blackbody
was located in the same cell, but it was separated from the
sample compartment by a stop aperture of 1.1 mm in diameter.
The stop aperture had a direct thermal contact with the helium
bath. A combination of two terahertz filters pressed to the stop
aperture was used to select the spectral transmission line. The
first filter was a band-pass filter with the center at 350 μm and
the Q-factor 4. The filter transmission coefficient was 0.7 in
the band, being less than 0.001 outside the band, except for
a small spectral region at the double frequency, at which the
transmission was several percent. To exclude the influence
of this second transmission line, a low-pass filter was used in
combination with the first one. Its transmission edge corre-
sponds to about 200 μm with the transmission coefficient 0.9
at low frequencies. The filters were produced by the QMC
Instruments. The helium vapor pressure in the cell was kept at
10−1 mbar to allow effective sample and blackbody cooling.
The blackbody was heated from 0.5 to 10 K above the cell
temperature. The blackbody temperature Tb was controlled by
a low-temperature Cu-Cu(Fe) thermocouple. The sample area
was 0.3 × 0.2 mm2. The sample temperature was varied from
4.2 to 1.5 K by pumping off the helium vapor.

Even in the absence of the blackbody radiation, a sawtooth-
like conductivity signal has been detected. The source of the
terahertz radiation were the walls of the cell. As the cell tem-
perature Tc decreased from 4.2 to 1.5 K, the amplitude of the
signal decreased accordingly. The signal amplitude was con-
siderable even at the quenching frequency of 100 Hz.

In order to provide chopping of the incident radiation flux,
the blackbody heater was loaded by AC voltage from the inter-
nal source of a SR830 (Stanford Research Instruments) lock-in
amplifier. A diode was connected in series with the heater to
provide modulation of the blackbody temperature at the not
doubled local source frequency. The amplitude and the shape
of the blackbody temperature modulation was controlled by the
thermocouple. It turned out that it was possible to modulate ef-
fectively the blackbody temperature at the frequency of 0.3 Hz.
The saw-tooth like signal from the sample was loaded to the
lock-in input. The signal-to-noise ratio appeared to be 1 already
at Tb = 4.7 K for Tc = 4.2 K and Tb = 2.7 K for Tc = 1.5 K.
These values correspond to NEP = 3 × 10−17 W/Hz1/2 at
Tc = 4.2 K and NEP = 6 × 10−20 W/Hz1/2 at Tc = 1.5 K.
The latter value nearly hits the requirements for the future space
instruments. These data look very promising especially taking
into account that the operating temperature is much higher than
that for the analogs.

4. Summary

Application of the indium-doped lead-tin tellurides as base el-
ements for the terahertz photodetectors gives a challenging op-
portunity to produce extremely sensitive systems. They have

a number of advantageous features that allow them to com-
pete successfully with the existing analogs. NEP as low as
6 × 10−20 W/Hz1/2 at the wavelength of 350 μm and the op-
erating temperature of 1.5 K has been demonstrated. This sen-
sitivity nearly hits the goal for the future space observatories
operating in the terahertz spectral range.
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Möller C., 38
Mutig A., 15
Muzalev P. A., 239

Nadtochiy A. M., 13, 15
Nastovjak A. G., 105
Naumov S. V., 163
Naumova E. V., 95

Naumova L. I., 126
Nazarenko M. V., 100, 107, 217
Neizvestny I. G., 105
Neklyudova M. A., 113
Nekorkin S. M., 23, 25
Nemcsics Á., 221
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