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The electrical resistivity of the SmxMn1�xS (0.15� x� 0.25)

solid solutions in the temperature range of 80–300 K was

measured. Minimum and maximum in the temperature depend-

ence of the resistivity were found, respectively, at T¼ 220 K for

x¼ 0.15 and at T¼ 100 K for x¼ 0.2 compounds. This behavior

is explained from the result of the mobility-edge movement, the

disorder being due to elastic deformation and spin density
fluctuations with short-range order. Metal–semiconductor

phase transition versus concentration at xc¼ 0.25 is observed.

Resistivity is described by scattering electrons with acoustic

phonon mode and with localized manganese spin. From the

thermal expansion coefficient the compression of the lattice

below the Néel temperature for Sm0.2Mn0.8S is found.
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1 Introduction In recent years particular attention has
been focused on investigating the metal–semiconductor
transition and magnetoelectric effect [1, 2]. Among the
substances with the strong correlation between the magnetic
and electrical properties are the disordered systems that
reveal these effects. The creation of the novel materials
having these properties makes it possible to solve problems
of magnetic storage of information for microelectronics
including spintronics [3].

Rare-earth chalcogenides crystallized in the NaCl-type
structure and relate to semiconduction if the rare earth ion
is in the divalent state and metallic when it is trivalent [4–6].
A semiconductor–metal phase transition is observed
in samarium monosulfide under the action of pressure and
when the decrease in the volume of SmS under the action
of the applied field reaches a critical value of 4–5% at
T¼ 300 K [7].

Samarium has an outer electronic configuration
4F65S25p65d06s2 and sulfur 3s23p4. In rare-earth chalco-
genides the d-levels are broadened into a band that
hybridizes with the 6s band, while the localized 4f wave
functions remain more or less the same as in the atom [8].
When hydrostatic pressure is applied to SmS the lower of
crystal-field split a bands and its energy gap relative to the
highest f level decreases until the f level and the d-band edge
cross [9]. A semiconductor–metal transition takes place near
the pressure where the f–d gap tends to zero. This transition
involves delocalization of a 4f electron from the samarium
ion (4f65d0–4f55d1) as the valence state change from 2þ to
3þ. The ionic radius Sm2þ(4f6) is almost 20% larger than the
ionic radius of Sm3þ(4f5).

The metallic state may also be induced by alloying with
RE ions with radii of smaller size than Sm2þ [10]. The
amount of crystal-field splitting is generally believed to
increase when the lattice constant becomes smaller. The
series of solid solutions, Sm1�xYxS and SmS, for
example, have been widely studied [11]. In each of these
systems, a discontinuous transition to a strongly homo-
geneous mixed-valent configuration occurs at an approxi-
mate compound of x¼ 0.15. On the other hand, the
substitution of small, divalent Yb for Sm2þ does not lead
to any valence mixing at all, and the substitution of relatively
large trivalent ions (La3þ for Sm2þ or Sb3� for S2�) results in
a weak, continuous transition to mixed valence. It is clear
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 1 Concentration dependence of the lattice constanta for the
SmxMn1�xSsolidsolution.Vegard’s rule isdenotedby the thick line.
that the electronic structures as well as the size of a replacing
ion are important factors degree of valence mixing in SmS.
MnS and SmS sulfides possess a crystal structure of NaCl-
type fcc lattice with constant lattice a¼ 5.222 Å (MnS) [12]
and a¼ 5.965 Å (SmS) [13] that is fall drop under pressure.
One might expect that upon cation substitution of manganese
ions by samarium ions the pressure imposed by the nearest
neighborhood may induce electrons in the d-band that causes
a number of phase transitions, both magnetic and electrical.
Another important factor in the mixed-valent metallic state is
the Kondo resonance observed in angle-resolved photoemis-
sion experiments [14] for a heavy-fermion system.

The Kondo resonance at the Fermi level of a heavy-
fermion metal is due to hybridization of strongly correlated f
orbitals with a metallic host, with characteristic high- and
low-energy features in photoemission spectroscopy [15].
The increase of this hybridization then leads to a strongly
mixed-valent state. Another group of compounds which gets
to the same Anderson lattice class are the Kondo hybridiz-
ation gap insulators. Experimentally, the Kondo insulating
behavior is known to be very sensitive to the applied
magnetic field [16], and the pressure [17]. It has been shown
recently that the width of the ‘‘Kondo resonance’’ calculated
based on the periodic Anderson model and the single-
impurity Anderson model gives a measure of the ‘‘coherence
temperature TC’’ and the ‘‘Kondo temperature TK’’,
respectively. As a result, there are two energy scales in the
problem with TC suppressed compared to TK, and this results
in a pseudogap below the temperature TC [18, 19].

The aim of this work is to study the possibility of the
Kondo effect appearing and the semiconductor–metal
transition in SmxMn1�xS solid solution consisting of ions
with variable valence and to establish the mechanism of the
electrical resistivity and interrelation between the electric,
magnetic, and elastic subsystems.

2 Experimental results and discussion Phase
composition and the crystal structure of the SmxMn1�xS
samples were determined with a DRON-3 X-ray diffract-
ometer in CuKa radiation at 300 K. The X-ray diffraction
analysis shows that the synthesized SmxMn1�xS samples are
single phase with a NaCl-type cubic lattice typical ofa-MnS.
X-ray data have already been presented [20]. The measured
lattice parameters of SmxMn1�xS are shown in Fig. 1. With
an increase in concentration x of the cation substitution, the a
parameter of the unit cell grows from 0.5222 nm for a-MnS
to 0.5307 nm for Sm0.25Mn10.75S as the ionic radius of the
substituent increases. The thick line connecting the pure
compounds MnS and SmS under a pressure of 6.5 kbar
represents Vegard’s rule – those lattice parameters expected
of a simple hard-sphere mixing of metallic SmS and MnS.
All measured lattice parameters are seen to lie along the
Vegard line, indicating that the samarium cations remain
close to trivalence state. The resistivity of the MnS pure
single crystals is independent of temperature at T< TN

and behaves analogously to semiconductors up to 500 K
with values of activation energy equal to Ea¼ 0.2 eV. The
www.pss-b.com
temperature dependences (in the range 80–1000 K) of the
electrical conductivity in SmS indicate that the absolute gap
D between the 4f levels and the conduction-band edge of
SmS isD¼ 0.23–0.25 eV. The golden phase of SmS could be
a narrowgap semiconductor. Evidence for a gap comes from
the activation behavior of the electrical resistivity and point-
contact measurements [21]. The estimations from the point-
contact spectra show a possible gap of about 6.4 meV [21].
On the other hand, some experiments indicate that there may
not be a gap but rather a pseudogap, and the hybridization
does not occur over the whole Brillouin zone. Although the
temperature dependence of the resistivity in the golden phase
of SmS is semiconductor-like, the resistivity is increased
only at several times on cooling from a room temperature to
T¼ 4 K [22].

Band-structure calculations of golden SmS produce a
pseudogap at the Fermi level with a peak just above and a
shoulder below the Fermi level were predominantly of f
character [23]. When the density of states at EF is small
compared to the giant density of states of the f peaks, the
resistivity may nevertheless appear activated over a certain
temperature range.

The electrical resistivity of the synthesized SmxMn1�xS
samples was measured by the four-probe technique in the
range of 80–300 K temperatures. The temperature depen-
dences of the resistivity for solid solution are shown in Fig. 2.
One can clearly see a gradual change of the temperature
dependence of resistivity, which can be divided into two
regions: the first extends from 80 to 220 K and the second
occupies the range 220–300 K. At first, resistivity decreases
and beginning from 220 K the resistivity rises with increas-
ing temperature. It may be explained using a process of
electron hopping between Sm2þ and Sm3þ ions from
occupied to empty 5d level by thermal hopping with an
activation energy of Ea. The Ea energy value is mainly due to
a difference in the energies of local d–f interaction and a
deformation of the elastic system near the samarium ion.
This causes a fluctuation of potential and the diagonal
disorder in terms of Anderson model. The impurity
conductivity relies on a disorder diffusion process and drift
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 2 Electrical resistivity versus temperature for (a) x¼ 0.15
compound (curve 1) and the fitting function (1) for parameters
n¼ 0.1, Ea¼ 410 eV (2) and n¼ 0.01, Ea¼ 186 eV (3); for
(b) x¼ 0.2 compound (curve 1) and calculated in terms of Anderson
disordered model using Eq. (2) with r0¼ 0.5V cm and W¼ 3.1 eV,
hSzi(T) (MC) (2),W¼ 3 eV, hSzi¼ 0 (3). The inset shows resistivity
versus 103/T at T> 100 K for Sm0.2Mn0.8S.
mobility expressed by [24]
� 20
u ¼ el2vp

kBT
exp

�Ea

kBT
; (1)
where vp is the phonon frequency and l is the distance
between samarium ions that is approximately equal to
l¼ x1/3a. The dependences of resistivity on temperature
simulated by the formula r¼ 1/s¼ 1/enu, are presented in
Fig. 2a for two fitting parameters: concentration of 5d
electrons (n) and Ea activation energy for fixed vp¼ 100 K
phonon frequency. An intensity maximum of the phonon
mode is observed near the Brillouin-zone boundary, where
the frequency of acoustic phonon mode is 66 cm�1 in SmS
[8] and optical mode 100 cm�1 in MnS that proves the
validity of the vp magnitude used in our simulations.
The agreement between theoretical and experimental
results is achieved at n¼ 0.01, Ea¼ 186 eV, and l¼ 1 nm.
If concentration of current carriers is caused by ions of
samarium the relation between divalent and trivalent
samarium ions is Smþ3/Smþ2¼ 1:15.

The minimum of electrical resistivity may also be
explained from by the single-impurity Anderson model that
takes into account the crystal-field splitting of the 4f ground-
state multiplet, and assumes a strong Coulomb repulsion that
restricts the number of f electrons to n� 1, as a result of the
redistribution of the single-particle spectral weight within
the Fermi vicinity. If hybridization strength (G) is smaller as
compared to crystal-field splitting (D), then the high-
11 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
temperature maximum in r(T) appears. For temperatures
below the maximum, r(T) drops to a minimum and then
rises logarithmically as the coherence temperature TC is
approached. This minimum and the subsequent low-
temperature upturn are of a purely electronic origin and
appear in systems with small coherence temperature
and large crystal-field splitting. The temperatures of
maxima and minima in the resistance are related by
Tmin¼ Tmax/3¼D/9kB [25]. Then according to our result
Tmin¼ 220 K have to correspond the magnitude D¼ 0.2 eV
of splitting of the 4f ground-state multiplet, that in order
of magnitude exceeds splitting of the 4f multiplet in
SmxMn1�xS solid solution.

The temperature dependence of the electrical resistivity
reveals a sharp maximum for x¼ 0.2 (Fig. 2b) that may be
caused due to spin density fluctuations in a magnetic ions.
According to the modern conception for conductivity in
disordered systems, the mobility edge EC is more important
as compared to the activation energy defined between the
band edge and the impurity level. We recall that the mobility
edge is the energy that separates the localized from
the extended states. For magnetic disorder compounds the
correlations created by magnetic short-range order are more
important for the mobility edge. Using ideas and methods of
Anderson localization theory the authors [25] obtain simple
formulas that connect the mobility edge with short-range
order characteristics of the magnetic subsystem–static spin
correlations.
r ¼ r0exp
1� Sz0S

z
1

� �
= Szð Þ2

1þ Szh i=S
W

4kBT

� �" #
; (2)
where W is the conductivity band width, Sz0S
z
1

� �
is spin–

spin correlator between nearest neighbors, hSzi is
average magnetization. We used the Monte Carlo (MC)
method for calculation the magnetic characteristics for
18� 18� 18, 22� 22� 22 size lattice with 50 000–
100 000 Monte Carlo steps per site with periodical boundary
conditions. Spin–spin correlators Sz0S

z
1

� �
, Sx;y0 Sx;y1
� �

are
plotted in the insert to Fig. 4 for ferromagnetic (FM) and for
antiferromagnetic (AF) with random distribution of FM
bonds. Using MC results for Sa0S

a
1

� �
and hSzi – we fit

formula (2) to experimental data with parameter W, r. The
best agreement is achieved for the band width with
W¼ 3 eV, r0¼ 0.5V cm and spontaneous magnetization
tends to zero hSzi¼ 0. A random-bond model with off-
diagonal disorder depending on an instant spin configuration
gives a quantitative description of the experimental
dependence r(T). The resistivity peak is a result of the
mobility edge movement and the disorder being due to spin–
density fluctuations. Increasing of samarium concentration
leads to a nonuniform magnetic structure at the same
temperature Tc and metal–semiconductors transition versus
concentration at xc¼ 0.25. It is possible that an incom-
mensurable structure is formed at the percolation of Mn–Sm
bonds with average magnetization equal to zero. Informa-
tion about of magnetic properties of Sm0.2Mn0.8S we obtain
www.pss-b.com
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Figure 3 (a) The difference between normalized magnitudes of
magnetic susceptibility at the frequency f¼ 10 kHz, x(T)nor¼x(T)/
x(T¼ 290 K), and magnetic permeability Re(m(T))nor¼Re(m(T))/
Re(m(T¼ 290 K)) to follow values atT¼ 290 K versus temperature.
Inset: Real part of magnetic permeability Re(m) at the frequency
f¼ 10 kHz versus temperature. (b) Imaginary part of magnetic
permeability Im(m) for compound SmxMn1�xS with x¼ 0.2 at
10 kHz versus temperature.

Figure 4 (online color at: www.pss-b.com) (a) Temperature
dependence of the electrical resistivity for x¼ 0.25 (1) and the
dependence of resistivity versus temperature r(T)/r(Q)¼ (T/Q)
(2) as a result of electron–phonon interaction. (b) Dr¼ rex� rrh

(1) and the fitting function (2) with r0¼ 10�8V cm,W¼ 1.2 eV (2).
from measurement of the real and imaginary part of
magnetic permeability at the three frequencies 100 Hz,
1 kHz, and 10 kHz using a Quantum Design PPMS 6000 in
the temperature range of 5 K< T< 300 K.

The real part of magnetic permeability Re(m) versus
temperature is presented in the insert of Fig. 3 for
SmxMn1�xS samples with x¼ 0.2 at frequency f¼ 10 kHz.
A small maximum of m(T) may be associated with Neel
temperature. The imaginary part of magnetic permeability
also has small maximum at T¼ TN and starts to rise
at T< 100 K (Fig. 3). This means a new channel of
magnetic moment relaxation appears as a result of the
change in magnetic state. Temperature dependencies
of Re(m)/Re(m(T¼ 290 K)) permeability and M(T)/
M(N¼ 290 K) magnetization of SmxMn1�xS in an external
magnetic field differ atT< 110 K and the difference between
these characteristic is shown in Fig. 3.

At low temperatures the chemical potential lies in the
close vicinity of the band edge. At these temperatures the
resistivity is defined by the exact position of the chemical
potential relative to the band edge; at higher temperatures
when Ec moves upward, the dependence of r(T) on T is
determined mainly by the shift of Ec.

The electrical resistivity for x¼ 0.25 in SmxMn1�xS
shows a linear dependence with deviation from it near the
Neel temperature (Fig. 4a). This is due to electron scattering
with acoustic phonon as a result of electron–phonon
interaction. Bloch theory predicts a linear dependence of
www.pss-b.com
resistivity versus temperature R(T)/R(Q)¼ (T/Q) at T> 2/3
Q, where Q – Debye temperature and power dependence is
R(T)/R(Q)¼ (T/Q)5 at low temperatures T�Q [26]. Our
results R(T) lie well on the linear dependence at T> 2/3
Q¼ 180 K. The Debye temperature can be determined from
the relation of resistivity at high and low temperatures
Q¼ TL[498TL/ThRL/Rh]1/4. It is impossible to execute for
SmxMn1�xS compound because a magnetic scattering
becomes dominant over phonon scattering at temperature
pull down T< 180 K. The magnetic contribution to the
resistivity is presented in Fig. 4b. The resistivity maximum is
explained in terms of scattering electrons on the short range
FM order. The fitting of function (2) is plotted in Fig. 4b for
parameters r0¼ 10�8V cm, bandwidth W¼ 1.2 eV and
satisfactory agreement with experimental data is seen.

To elucidate the influence of the lattice effect on the
formation of a resistivity maximum for x¼ 0.2 compound we
carry out measurement of the thermal expansion coefficient a
in the temperature range of 100–300 K, that is shown in
Fig. 5. Thermal expansion measurements were performed
with a heating rate of 3 K/min using a NETZSCH model DIL
402C pushrod dilatometer on samples with L¼ 7.88 mm for
Sm0.2Mn0.8S and L¼ 1.42 mm for Co0.05Mn0.95S. The
results were calibrated by taking SiO2 as standard reference,
removing the influence of system thermal expansion. In the
vicinity of r(T) the maximum of the coefficient a linearly
rises versus temperature, which proves the absence of
lattice deformation at T� 100 K. The Jahn–Teller polaron
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 5 The coefficient of thermal expansion a(T) for
Sm0.2Mn0.8S (l) and Co0.05Mn0.95S (2) versus temperature. The inset
presents the deformation DL/L, due to the magnetic system, versus
temperature for Sm0.2Mn0.8S.
mechanism suggested by Mills for explanation of resistivity
peak in manganese may also be excluding. Below the
temperature of antiferromagnetic–paramagnetic phase tran-
sition the proportionality between the magnetic part of the am

and the magnetic heat capacity Cm(T) exists according to the
Grüneisen law: 3am(T)¼GkCm/n, where G is the magnetic
Grüneisen parameter, k the isothermal compressibility, and n
is the specific volume. Parameters G, Cm, and n are
practically temperature independent at TN> T> 0.3 Q and
a have the same temperature dependence as the heat
capacity. Taking into account short range magnetic order,
Cm can be expressed in the form Cm¼ 1/2 NzJ dhS0S1i/dT,
where 1/2Nz is the number of the nearest-neighbor pairs.
For comparison, the thermal expansion coefficient of
CoxMn1�xS is presented in Fig. 5. The substitution of cobalt
by manganese retains the antiferromagnetic order [27].
For solid solutions of SmxMn1�xS and CoxMn1�xS
the relation Cm,Sm/Cm,Co is proportional to aSm/aCo¼ 0.92;
and Cm,Sm/Cm,Co¼ [TN,Sm/TN,Co] KSm/KCo ¼ 0.9 KSm/KCo,
where K¼ dhS0S1i/dT at (1� T/TN)> 0.1. As a result, the
nearest spin correlator in SmxMn1�xS, KSm¼ 1.02 KCo

weakly dependents on the type of chemical element in
MexMn1�xS that is justified by the results of spin correlator
MC simulations. The temperature-deformation dependence
DL/L due to magnetoelastic interaction is shown in the
insert to Fig. 5.

3 Conclusion Solid solutions of SmxMn1�xS contain-
ing samarium ions with mixed valence reveal no evidence
for the Kondo effect in the range of temperatures
80< T< 300 K. Possibly, the f-state of samarium ions
locates below the Fermi level and promotes a small number
electrons in the d-subband. The electron state is better
described in the disordered Anderson model. The existing
f-state near the Fermi level causes a change in conductivity
from hopping to band type for x¼ 0.15 as result of interaction
of thermoactivation electrons with phonons. The resistivity
peak originates from the mobility-edge movement describ-
ing in terms of the Anderson model with off-diagonal
disorder that arises from formation of nonuniform magnetic
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
order at T� 100 K. The maximum of the thermal expansion
coefficient for Sm0.2Mn0.8S versus temperature is revealed
near the Neel temperature attributed to the magnetoelastic
interaction. The metal–semiconductors transition versus
concentration established for Sm0.25Mn0.75S and the mech-
anism of electrical resistivity are attributed to scattering
electrons on the acoustic phonons and magnetic scattering on
uncompensated antiferromagnetic manganese clusters at
T< 180 K. As a result of substitution of manganese by
samarium in the solid solution SmxMn1�xS the electronic
structure is reconstructed and resistivity could not be
explained on the basis of percolation samarium ions since
the SmS conductivity behavior differs qualitatively as
compared to the x¼ 0.25 compound.
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