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Abstract
Irradiation of superconductors with different particles is one of many ways to investigate the effects
of disorder. Here we study the disorder-induced transition between s± and s++ states in the two-band
model for Fe-based superconductors with nonmagnetic impurities. Specifically, we investigate the
important question of whether the superconducting gaps during the transition change smoothly or
abruptly. We show that the behavior can be of either type and is controlled by the ratio of intraband
to interband impurity scattering potentials, and by a parameter s, that represents scattering strength
and ranges from zero (Born approximation) to one (unitary limit). For the pure interband scattering
potential and the scattering strength s 0.11, the  ++s s transition is accompanied by steep
changes in the gaps, while for larger values of s, the gaps change smoothly. The behavior of the gaps
is characterized by steep changes at low temperatures, <T T0.1 c0 with Tc0 being the critical
temperature in the clean limit, otherwise it changes gradually. The critical temperature Tc is always a
smooth function of the scattering rate in spite of the steep changes in the behavior of the gaps.

Keywords: unconventional superconductors, iron pnictides, iron chalcogenides, impurity
scattering

(Some figures may appear in colour only in the online journal)

1. Introduction

A number of physical properties of Fe-based materials reveal
intriguing behavior. This includes unconventional super-
conductivity [1–6], transport coefficients and Raman spectra
[7–10], magnetic and nematic states [11–14], and electronic
band structure [15–19]. The first is of special interest because the
transition temperature to the superconducting state (Tc) can be as
high as 58K in bulk materials [20] and up to 110K in mono-
layer FeSe [21–25].

Except for extreme hole and electron dopings, the Fermi
surface of Fe-based materials consists of two or three hole
sheets around the G = ( )0, 0 point and two electron sheets

around the p p= ( )M , point of the two-Fe Brillouin zone.
Scattering between them with a large wave vector results in
enhanced antiferromagnetic fluctuations, promoting the s± type
of the superconducting order parameter, which changes sign
between electron and hole pockets [1, 3, 26]. On the other
hand, bands near the Fermi level have mixed orbital content
and orbital fluctuations, enhanced either by vertex corrections
or the electron−phonon interaction may lead to the sign-pre-
serving s++ state [27–31]. However, most experimental data—
including observations of a spin-resonance peak in inelastic
neutron scattering, a quasiparticle interference in tunneling
experiments, and the NMR spin-lattice relaxation rate—sup-
port the s± scenario [3, 6].

Superconductor Science and Technology

Supercond. Sci. Technol. 31 (2018) 034001 (6pp) https://doi.org/10.1088/1361-6668/aaa501

0953-2048/18/034001+06$33.00 © 2018 IOP Publishing Ltd Printed in the UK1

https://orcid.org/0000-0001-9355-2872
https://orcid.org/0000-0001-9355-2872
https://orcid.org/0000-0002-1991-2056
https://orcid.org/0000-0002-1991-2056
mailto:mkor@iph.krasn.ru
https://doi.org/10.1088/1361-6668/aaa501
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-6668/aaa501&domain=pdf&date_stamp=2018-01-31
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-6668/aaa501&domain=pdf&date_stamp=2018-01-31


Superconducting states with different symmetries and
different structures of order parameters act differently when
subjected to disorder [32]. For instance, in a single-band
s-wave superconductor, nonmagnetic impurities do not sup-
press Tc according to Anderson’s theorem [33], while magnetic
disorder causes Tc suppression at a rate following the
Abrikosov-Gor’kov theory [34]. In unconventional super-
conductors, suppression of Tc as a function of a parameter
Γ characterizing impurity scattering may follow quite a com-
plicated law. Several experiments on Fe-based materials show
that Tc suppression is much weaker than expected in the fra-
mework of the Abrikosov-Gor’kov theory for both non-
magnetic [35–41] and magnetic disorder [36, 42–45]. Many
theoretical studies have revealed the importance of multiband
effects in this matter; see [46–53]. One of the conclusions was
that a system having the s± state in the clean case may preserve
a finite Tc in the presence of nonmagnetic disorder due to the
transition to the s++ state. This was obtained both in the
strong-coupling  -matrix approximation [50] and via a num-
erical solution of Bogoliubov-de Gennes equations [54, 55].

The topology of the Fermi surface in Fe-based materials
makes it sensible to use a two-band model as a compromise
between maintaining simplicity and still allowing the possi-
bility of capturing some essential physics. We have pre-
viously studied the  ++s s transition in such a model and
shown that the transition can take place only in systems with a
sizeable effective intraband pairing interaction [50]. The
physical reason for the transition is quite clear, namely, if one
of the two competing superconducting interactions leads to a
state which is robust against impurity scattering, then
although it was subdominating in the clean limit, it should
become dominating while the other state is destroyed by
the impurity scattering [32]. Here we focus on the details of
the  ++s s transition. In particular, we are interested in the
behavior of the superconducting gaps across the transition.
We show that in the case of weak scattering (including the
Born limit) at low temperatures, the gaps change steeply,
while in all other cases they change smoothly across the
transition.

2. Model

The Hamiltonian of the two-band model can be written in the
following form:

å åx= + +
a s

a as as
s a b

ab
as bs ( )† †H c c c c H , 1

k
k k k

R
R R R

, , , , ,
sc

i

i i i

where asck is the annihilation operator of the electron with a
momentum k, spin σ, and band index α (or beta) that is equal
to a (first band) or b (second band), and x ak is the quasi-
particle dispersion that, for simplicity, we treat as linearized
near the Fermi level. x = -a a a( )v k kk F F , with avF and akF
being the Fermi velocity and the Fermi momentum of the
band α, respectively. The presence of disorder is described by
the nonmagnetic impurity scattering potential  at sites Ri.

Superconductivity occurs in our system due to the
interaction Hsc that in general can have different forms for

different pairing mechanisms. Hereafter we assume that the
problem of finding the effective dynamical superconducting
interaction is already solved, and both coupling constants
and the bosonic spectral function are obtained. The latter
describes the effective electron−electron interaction via an
intermediate boson. In the case of local Coulomb (Hubbard)
interactions [56, 57], intermediate excitations are spin or
charge fluctuations [58], while in the case of electron−pho-
non interactions, these are phonons. The nature of the effec-
tive dynamical interaction is not important for the analysis
which follows; of importance is rather that the corresponding
bosonic spectral function peaks at some low frequency and
drops down as frequency increases. To check whether the
steepness is an intrinsic feature or there is another competitive
phase requires calculation of the free energy that is beyond
the scope of the present paper.

3. Method

Here we employ the Eliashberg approach for multiband
superconductors [59]. The Dyson equation, w =ˆ ( )G k, n

w wS-
- -[ ˆ ( ) ˆ ( )]G k k, ,n n0

1 1, establishes the connection
between the full Green’s function wˆ ( )G k, n , the ‘bare’
Green’s function (without interelectron interactions and
impurities),

w w t s x t s d= Ä - Ä
ab

a ab
-ˆ ( ) [ ˆ ˆ ˆ ˆ ] ( )G k, i 2n n k0 0 0 3 0

1

and the self-energy matrix wŜ( )k, n . Green’s function for the
quasiparticle with momentum k and Matsubara frequency
w p= +( )n T2 1n is a matrix in the band space (indicated by
bold face) and in Nambu space (indicated by a hat). The latter
is denoted by Pauli matrices t̂i.

In what follows, we assume that the self-energy does not
depend on the wave vector k but we keep the dependence on
frequency and band indices:

åw w tS = S ab
=

ˆ ( ) ( ) ˆ ( )( ) . 3n
i

i n i
0

3

In this case, the problem can be simplified by averaging over k.
Thus, all equations will be written in terms of quasiclassical
ξ-integrated Green’s functions represented by 4×4 matrices
in Nambu and band spaces,
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Here, ag n0 and ag n2 are the normal and anomalous
(Gor’kov) ξ-integrated Green’s functions in the Nambu repre-
sentation,
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They depend on the density of states per spin at the
Fermi level of the corresponding band (Na b, ), and on the
renormalized (by the self-energy) order parameter fa˜ n and
frequency wa˜ n,

w w w w= - S - Sa a a˜ ( ) ( ) ( )i i , 7n n n n0 0
imp

f w w= S + Sa a a
˜ ( ) ( ) ( ). 8n n n2 2

imp

Often, it is convenient to introduce the renormalization factor
w w=a a˜Z n n n that enters the gap function fD =a a a˜ Zn n n. It

is the gap function that generates peculiarities in the density of
states.

A part of the self-energy due to spin fluctuations or any
other retarded interaction (electron−phonon, or retarded
Coulomb interaction) can be written in the following form:
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depend on coupling constants lab
f Z, (which include density of

states bN in themselves) and on the normalized bosonic

spectral function W( )B [60–62]. The matrix elements lab
f can

be positive (attractive) as well as negative (repulsive) due to
the interplay between spin fluctuations and electron–phonon
coupling [58, 60], while the matrix elements lab

Z are always

positive. For simplicity we set l l l= ºab ab
f

ab∣ ∣ ∣ ∣Z and

neglect possible anisotropy in each order parameter fa˜ n.
We use a noncrossing, or  -matrix, approximation to

calculate the impurity self-energy Ŝimp
:

w w wS S= +ˆ ( ) ˆ ˆ ˆ ( ) ˆ ( ) ( )n U Ug , 12n n n
imp

imp
imp

where nimp is the concentration of impurities and Û is the
matrix of the impurity potential. The latter is equal to

t= Äˆ ˆU U 3, where =ab
ab( )U Ri
. Without loss of generality

we set =R 0i for the single impurity problem studied here.
For simplicity, the intraband and interband parts of the
impurity potential are set equal to v and u, respectively, such
that d= - +ab ab( ) ( )v u uU . The relation between the two
will be controlled by the parameter h:

h= ( )v u . 13

There are two important limiting cases: the Born limit
(weak scattering) with p uN 1a b, and the opposite case of a
very strong impurity scattering (a unitary limit) with
p uN 1a b, . With this in mind, it is convenient to introduce
the scattering strengh (generalized cross-section) parameter

s
p
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The procedure for further calculations is the following: i)
solve equation (12), ii) calculate renormalizations of fre-
quency(7) and order parameter(8) self-consistently, iii) use
them to obtain Green’s functions(6) and, consequently,(4).

To determine Tc, we solve linearized equations for the
order parameter and the frequency,
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Here Gab˜ are the components of the impurity scattering rate
matrix [50],

s
s s h sh

G =
G -

- + -
˜ ( )

( ) ( ) ( )
( )( )

( )

N N N

1

1 1
, 18ab ba

a b

a b
2 2 2 2

where = +N N Na b is the total density of states in the normal
phase. Note that the diagonal terms, G̃aa and G̃bb, are absent in
equations (16) and(17). Equation (16) can be written in
matrix form as f =ˆ ˜K 0, where K̂ and f̃ are a matrix and a
vector, respectively, in the combined band and Matsubara
frequency spaces. By varying Tc as a parameter, we determine
its value as a point where the sign of ∣ ˆ ∣Kdet changes.

4. Results

Here we choose the relation between densities of states
as =N N 2b a , and the following coupling constants:
l l l l = - -( ) ( ), , , 3, 0.2, 0.1, 0.5aa ab ba bb . This gives the
s± state with the superconducting critical temp-
erature Tc0 of 40K in the clean limit [50, 61, 62] and the
positive averaged coupling constant lá ñ > 0 where
l l l l lá ñ º + + +( ) ( )N N N Naa ab a ba bb b [50].

Since we are interested in the behavior of gaps across the
 ++s s transition, in figure 1 we plot Dan for the first

Matsubara frequency n = 0 as functions of Ga at =T T0.03 c0.

3
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Following the b-band behavior, we observe the transition
for G T1.1a c0. While for large values of h the gaps change
smoothly across zero, for s < 0.12 we notice a jump in the
smaller gap Dbn when it crosses zero. It happens even in the
Born limit s = 0. At the same time, critical temperature is
always a smooth function of Ga (see the Tc plot in figure 2).
Critical temperature seems to ‘not care’ about the jump
occurring in the behavior of the smaller gap. To understand
why this happens, we studied the temperature evolution of
gaps. Results for s = 0 and h = 0 are shown in figure 3.
Apparently, with increasing temperature, the steep behavior
of Dbn changes to smooth dependence on the scattering
rate. This happens at ~T T0.1 c0 and, naturally, at higher
temperatures, including Tc, the system shows smooth beha-
vior. We have checked that the temperature dependence
of gaps shown in figure 3 stays the same for h = 0.5
and h = 1.

It is known that the strongest Tc suppression takes place
in the Born limit with h = 0, while in the opposite limit of
pure intraband scattering with u=0 (h  ¥), pairbreaking
is absent because G ˜ 0ab [32]. A similar situation is
also characteristic of the unitary limit with s = 1 (see
equation (18)).

To demonstrate how the transition evolves with the
increasing intraband part of the impurity potential, v, in
figures 4 and 5 we show results for different values of h at
=T T0.03 c0. Thus, in figure 4, we go from almost pure

interband to uniform scattering. Apparently, the critical Ga at

which the transition takes place increases with increasing v for
s > 0. In the Born limit, we observe the jump in the gaps for
all hʼs at exactly the same critical Ga (see figure 5(a)).

5. Conclusions

Here we studied the details of the  ++s s transition in the
two-band model for nonmagnetic impurity scattering in
Fe-based superconductors. We show that the gaps change
smoothly across the transition for all values of the cross-
section parameter s and intra- to interband impurity potentials
ratio h, except for the case of weak scattering with small

Figure 1. The first Matsubara gapsʼ Da =n 0 dependence on the
nonmagnetic impurity scattering rate Ga for the s± state with h = 0
and =T T0.03 c0. In the upper panel, we show a wide range of σʼs,
while the data in the lower panel demonstrate a jump in gaps at the
point of the  ++s s transition for small values of s. Note the
smooth behavior of gaps for s > 0.11.

Figure 2. Tc versus Ga for the s± state with h = 0. Results for a wide
range of Gaʼs is shown in the upper panel. In the lower panel, we
show a narrow range of Gaʼs where the  ++s s transition with
jumps in gaps takes place. Tc shows smooth behavior at the
transition points, which are marked by circles.

Figure 3. Temperature evolution of Matsubara gaps Da =n 0 for a
range of Gaʼs with s = 0 and h = 0. Note the steep changes in
behavior for smaller gaps at low temperatures and the restoration of
smooth behavior for T T0.09 c0.

4
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values of s. In the latter case, the smaller gap changes steeply
at the transition point. For larger scattering rate Ga, the smaller
gap evolves smoothly. The behavior changes around
s = 0.11. With increasing temperature, the behavior of the
gaps changes from the steep to the smooth at around
~T T0.1 c0 for all values of σ and η. That is the reason why

the critical temperature is always a smooth function of the
scattering rate and is not affected by the steep changes in the
behavior of the gaps. The steepness is fragile and goes away if
parameters are changed. We can not answer here the question
whether the steep changes are intrinsic to the system or there

is another competitive phase. Finding an answer requires
calculation of the free energy and finding its minimum that is
a separate complicated task.
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