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NOON state of Bose atoms in the double-well potential via an excited-state quantum phase transition
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We suggest a simple scheme for creating a NOON state of repulsively interacting Bose atoms in the double-well
potential. The protocol consists of two steps. First, by setting atom-atom interactions to zero, the system is driven to
the upper excited state. Second, the interactions are slowly increased and, simultaneously, the interwell tunneling
is decreased to zero. We analyze fidelity of the final state to the NOON state depending on the number of atoms,
ramp rate, and fluctuations of the system parameters. It is shown that for a given fidelity the ramp rate scales
algebraically with the number of atoms.
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I. INTRODUCTION

Nonclassical states of bosonic ensembles play important
roles in quantum computing, measurement, and communica-
tion [1–3]. Among many different implementations [4–10] the
two-mode Bose-Hubbard model [11–36] is the most popular
playground thanks to its versatility, relative simplicity, and
experimental accessibility with ultracold atoms in optical
potentials [2,18,23,26,34,35]. In this paper we propose a recipe
for generating NOON states [37], also known as large cat
sates [12], in the two-site Bose-Hubbard model. It should be
mentioned from the very beginning that, due to decoherence
processes inevitably present in a laboratory experiment (parti-
cle losses, fluctuations of the optical potential, etc.), the NOON
state can be obtained only for a relatively small number of
atoms. In other words, in the thermodynamic limit N → ∞
one always gets a statistical mixture of two states with all atoms
localized in either of two wells—the phenomenon known as
spontaneous localization or parity-symmetry-breaking phase
transition. One of the goals of this paper is to estimate the
maximal number of atoms for which one can create the NOON
state with the present day experimental facilities.

Formally, the NOON state is the ground state of the
one-dimensional attractive Bose-Hubbard model [13,17,20]
in the strong interaction regime. In practice, however, this
state is hard to reach because the NOON state is fragile
to particle losses caused by the collision instability [38].
To avoid this problem we consider repulsive atom-atom in-
teractions where the NOON state appears to be the upper
energy state of the system. In what follows we show that
this state can be reached in the course of adiabatic passage
through an excited-state quantum phase transition (ESQPT)
[39–41]. It is generally believed that such an adiabatic passage
would require extremely long evolution time, which scales
exponentially with the number of particles [21]. Here, by
detailed examination of the system spectrum in a view of the
Landau-Zener tunneling, we demonstrate that the evolution
time actually scales algebraically with the number of bosons
N . A pseudoclassical interpretation of the adiabatic passage

with the ESQPT corresponding to a separatrix crossing in the
classical phase space is provided.

II. SYSTEM OVERVIEW

We consider N � 1 Bose atoms with repulsive interactions
in the double-well potential. This system is known to be well
described by the two-site Bose-Hubbard Hamiltonian [13,14],

Ĥ = −J

2
(â†

2â1 + â2â
†
1) + U

2

∑
l=1,2

n̂l(n̂l − 1) + δ(n̂2 − n̂1),

(1)

where J is the hopping matrix element, U is the microscopic
interaction constant, âl and â

†
l are the bosonic annihilation

and creation operators, n̂l is the number operator, and δ is
the difference between the on-site energies. For N bosons the
Hilbert space of the Hamiltonian (1) of dimensionN = N + 1
is spanned by Fock states,

|N1,N2〉 = |N/2 − n,N/2 + n〉 ≡ |n〉, |n| � N/2, (2)

where N1 + N2 = N . Above we used a symmetric
parametrization to label the Fock states by a single quantum
number n (N is assumed to be even). The full spectrum
of the system is shown in Fig. 1 where we introduced the
macroscopic interaction constant g = UN/2 and set the
hopping matrix element to J = 1 − g. Thus, the case of g = 0
corresponds to the system of noninteracting bosons whereas
in the case of g = 1 the interwell tunneling is completely
suppressed. It is easy to prove that the spectrum is equidistant
for g = 0 and quadratic for g = 1 with all energy levels except
the ground state being twofold degenerate [22]. The spectrum
for intermediate g possesses the quantum separatrix and can
be understood by employing the pseudoclassical approach
which we review in Sec. III.

Among the eigenstates |�j 〉 of the Hamiltonian (1) of
particular interest are the states with minimal and maximal
energies. For g = 0 the ground state of the system is a Bose-
Einstein condensate with all particles occupying the symmetric
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FIG. 1. Energy spectrum of N = 10 (left) and N = 40 (right)
bosons against the macroscopic interaction constant g = UN/2. (The
other parameters are J = 1 − g and δ = 0.) The quantum separatrix
is marked by the red dashed line.

single-particle state,

|�0(g = 0)〉 = 1√
2NN !

(a†
1 + a

†
2)N |vac〉, (3)

whereas the upper energy state is a Bose-Einstein condensate
with all particles occupying the antisymmetric single-particle
state,

|�N (g = 0)〉 = 1√
2NN !

(a†
1 − a

†
2)N |vac〉. (4)

Let us follow these states under variation of g. At each value
of g eigenfunctions are found as an expansion over the Fock
states (2),

|�j (g)〉 =
N/2∑

n=−N/2

c(j )
n (g)|n〉, (5)

For j = 0 and j = N the results are shown in Fig. 2. It is seen
that the ground state transforms into the fragmented condensate
[22],

|�0(g = 1)〉 = |N/2,N/2〉, (6)

whereas the upper energy state evolves into the NOON state,

|�N (g = 1)〉 = |NOON〉 ≡ 1√
2

(|N,0〉 + |0,N〉). (7)

Next we consider the time evolution of the system according
to the Schrödinger equation,

i
d

dt
|ψ〉 = Ĥ (g)|ψ〉, J = 1 − g, (8)

with the interaction constant g growing linearly from 0 to 1
during the time-interval T = 1/ν. In Fig. 3(a) we present the
results of numerical simulations of the system dynamics for
|ψ(t = 0)〉 = |�N (g = 0)〉 and ν = 0.1. Shown are squared
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FIG. 2. Squared absolute values of expansion coefficients Eq. (5)
of the ground (left) and upper energy (right) states against the
macroscopic interaction constant g.

absolute values of the expansion coefficients cn(t) = 〈n|ψ(t)〉.
One can see in Fig. 3(b) that the final state |ψ(t = T )〉 does
not ideally coincide with the target NOON state Eq. (7). With
a smaller ramp rate, however, the result is almost perfect,
see Fig. 3(c). In the next sections we analyze the discussed
adiabatic passage in more detail and quantify the final state
|ψ(t = T )〉. To pay credit to other works we mention that
adiabatic passage for the ground state of the attractive Bose-
Hubbard model was considered earlier in Refs. [20,42] and a
different adiabatic passage, which involves the rising potential
barrier which separates a Bose-Einstein condensate into two
parts, was analyzed in Refs. [14,15,19,24].
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FIG. 3. Panel (a): Squared absolute values of expansion coeffi-
cients over the Fock basis as the function of g = νt for the adiabatic
passage with ν = 0.1. Panels (b) and (c) compare the final states of
the system for ν = 0.1 and ν = 0.025.
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FIG. 4. Phase portraits of the classical Hamiltonian (9) for
(a) g = 0, (b) g = 0.4, (c) g = 0.7, and (d) g = 1.

III. PSEUDOCLASSICAL APPROACH

To get a deeper insight into the discussed adiabatic passage
we resort to the pseudoclassical approach. This approach
borrows its ideas from the semiclassical method in single-
particle quantum mechanics to address the spectral and dy-
namical properties of the system of N interacting bosons with
1/N playing the role of Planck’s constant [43–46]. Formally,
the creation and annihilation operators are substituted with
C-numbers as âl/

√
N → al and â

†
l /

√
N → a∗

l , which also
implies rescaling of the Hamiltonian as Ĥ /N → H . For
the two-site Bose-Hubbard model this leads to the classical
Hamiltonian [11],

H = g

2
I 2 − J

2

√
1 − I 2 cos φ, J = 1 − g, (9)

where g = UN/2 is the macroscopic interaction constant.
Figure 4 shows the phase portrait of the system (9) at four

different values of g: 0, 0.4, 0.7, and 1. By using the relation
I = sin θ phase portraits of the system can be also drawn
on a sphere of the unit radius. In this representation the line
I = 1 (I = −1) reduces to a single point—the north (south)
pole of the sphere. For g = 0 the phase portrait contains two
elliptic points at (I,φ) = (0,0) (minimal energy) and (I,φ) =
(0,π ) (maximal energy), see Fig. 4(a). As g is increased above
gcr = 1/3 the latter elliptic point bifurcates into two elliptic
points at (I,φ) = (±I ∗,π ), where I ∗ is a function of g. With
a further increase in g the island around the point (I,φ) =
(0,0) vanishes whereas the islands around (I,φ) = (±I ∗,π )
monotonically grow, finally leading to the phase-space portrait
shown in Fig. 4(d).

The depicted phase portraits suffice to find the energy
spectrum shown in Fig. 1 by using the semiclassical quanti-
zation rule where the phase volume encircled by a trajectory is
required to be a multiple of the effective Planck constant h =
1/N . Then the central island around the point (I,φ) = (0,0)
gives energy levels below the quantum separatrix whereas two
symmetric islands around (I,φ) = (±I ∗,π ) give degenerate
levels above the quantum separatrix. The details are given in
Ref. [45] where it was demonstrated that the pseudoclassical
approach provides an accurate approximation to the exact
spectrum even for N = 10.
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FIG. 5. Comparison between the classical (left panel) and the
quantum (right panel) dynamics. Parameters are δ = 0, ν = 0.1, and
N = 100.

Let us now study the dynamics of the classical system (9)
when both g and J vary in time as g = νt and J = 1 − g.
As the initial condition we take an ensemble of particles
with the probability distribution given by the two-dimensional
Gaussian centered at the elliptic point (I,φ) = (0,π ). For
comparison with quantum dynamics the width of the Gaussian
is adjusted to σ = √

N . The left panel in Fig. 5 shows
the evolution of the classical distribution function ρ(I,t) for
N = 100. (We stress one more time that the latter parameter
determines only the width of the initial distribution.) The left
panel in Fig. 5 should be compared with the right panel showing
the quantum evolution. The observed agreement underlines the
classical phenomenon behind the quantum results discussed in
the previous section. Classically, the particles are captured into
the upper and lower islands emerging after bifurcation of the
elliptic point (I,φ) = (0,π ) and then transported towards I =
1 and I = −1, respectively. The phenomenon of capturing into
(and releasing from) an elliptic island was considered earlier
in Ref. [47] in a different context. It involves the crossing of an
instantaneous separatrix that, in turn, was analyzed in Ref. [48].

To conclude this section we discuss the effect of nonzero
δ. For δ 
= 0 the emerging islands have different sizes, which
makes ρ(I,t) asymmetric with respect to I → −I . To charac-
terize this asymmetry we introduce the population imbalance,

G =
∫ 1

0
ρ(I,T )dI −

∫ 0

−1
ρ(I,T )dI. (10)

If δ is increased the population imbalance (10) grows mono-
tonically, approaching |G| = 1, see Fig. 6. Importantly, the
imbalance also grows if ν is decreased, and for any finite δ the
imbalance is unity in the limit ν → 0.

IV. LANDAU-ZENER TUNNELING AND
FIDELITY TO THE NOON STATE

In the previous section we explained the quantum results
depicted in Fig. 2 by using the pseudoclassical approach. The
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FIG. 6. The same as in Fig. 5 with δ = 0.01.

quantum-mechanical explanation of these results is based on
the notion of Landau-Zener tunneling. Due to this phenomenon
several energy levels become populated as we follow the
upper most level in Fig. 1 with a finite sweeping rate. This
is illustrated in Fig. 7(a) which shows the populations of the
instantaneous energy levels Pj (t),

Pj (t) = |〈�j (g = νt)|ψ(t)〉|2 (11)

for ν = 0.1 and N = 30. Note that only even levels are
populated because of different symmetries of eigenstates of
the Hamiltonian (1) with odd and even indices j . To quantify
the effect of Landau-Zener tunneling we introduce the fidelity,

F = |〈NOON|ψ(T )〉|2, (12)

which characterizes how close the final state is to the target
NOON state. In the limit ν → 0 it is enough to take into
account only the nearest high-energy level of the same (even)
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FIG. 7. Populations of the instantaneous energy levels for N =
30, ν = 0.1, and δ = 0 (upper panel) and δ = 0.0001 (lower panel).
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FIG. 8. Left panel: Minimal evolution time T ensuring fidelity
F = 0.99 versus the number of bosons N . Right panel: Population
imbalance |G| (dashed line) and fidelity F (solid line) as the function
of δ for N = 40 and ν = 0.025.

symmetry, which alone determines fidelity of the final state
through the celebrated Landau-Zener equation,

F = 1 − exp

(
− π�2

2|α|ν
)

. (13)

In Eq. (13) � is the energy gap between the uppermost level and
the next level of the same symmetry, ν = 1/T is the sweeping
rate, and α is determined by the angle at which two levels
approach each other. Since the energy gap � and |α| scale
algebraically with 1/N , we expect that the evolution time T

has to be increased proportionally to the number of particles
to ensure a given fidelity. Direct numerical simulations of the
adiabatic passage for different N ’s confirm this hypothesis,
see Fig. 8(a). It is interesting to discuss the depicted result
with respect to the recent laboratory experiment [34] which
studies the parity-symmetry-breaking phase transition for N ≈
4500 attractively interacting atoms in a double-well potential.
Taking J/h = 40 Hz and the evolution time of ∼1 s we get
N ≈ 30, and this number can be easily increased by relaxing
the fidelity to F = 0.9 and using a time-dependent sweeping
rate of ν = ν(t) that optimizes the adiabatic passage. We
stress that the above estimate is obtained under the assumption
of negligible decoherence processes which we will discuss
in Sec. V.

Next we analyze the effect of nonzero δ  J in the Hamil-
tonian (1) from the quantum-mechanical viewpoint. Nonzero δ

breaks the reflection symmetry of the system so that eigenstates
of the Hamiltonian (1) at g � J are given by the Fock states
|N/2 − n,N/2 + n〉 and |N/2 + n,N/2 − n〉 but not their
symmetric or antisymmetric superpositions. (In particular,
|�N 〉 ≈ |N,0〉 and |�N−1〉 ≈ |0,N〉.) This drastically changes
Fig. 7(a)—now both odd and even instantaneous energy levels
become populated during the adiabatic passage, see Fig. 7(b).
For the considered extremely small value of δ this difference
simply reflects a change in the basis and, physically, both
Figs. 7(a) and 7(b) describe the same process, which results in
the NOON state as the final state of the system. However, for a
larger δ we see considerable deviation from the NOON state,
see Fig. 8(b). In particular, in full analogy with the classical
result, the population imbalance |G| approaches the unity if |δ|
is increased.
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FIG. 9. Fidelity (14) as the function of the noise amplitude for
N = 10 and ν = 0.1 (solid line), N = 20 and ν = 0.05 (dashed-
dotted line), and N = 40 and ν = 0.025 (dashed line). The insets
show the initial density matrix for N = 20 (lower-left corner) and
final density matrices for δ0 = 0 and δ0 = 0.1/N (upper-right corner).

V. DECOHERENCE EFFECTS

The result depicted in Fig. 8(a) proves that, at least in
principle, one can create an arbitrary large cat state by simply
increasing the duration of the adiabatic passage proportionally
to the number of particles N . This, however, implicitly assumes
the absence of any decoherence process [21] and precision
control over the system parameters, in the first place, over
parameter δ. In this section we discuss decoherence caused
by fluctuations of δ, which are unavoidable in a laboratory
experiment.

In the presence of fluctuations the fidelity (12) should be
redefined as

F = 〈NOON|R(T )|NOON〉, R(t) = |ψ(t)〉〈ψ(t)|, (14)

where the bar denotes the average over fluctuations. To be
specific, we assume that δ(t) is the white noise with a vanishing
mean value, i.e., δ(t)δ(t ′) = δ2

0δ(t − t ′). Then the density
matrix R(t) is easy to show to obey the following master
equation [49]:

dR
dt

= −i[Ĥ ,R] − δ2
0[n̂,[n̂,R]] , (15)

where n̂ = n̂1 − n̂2. We solve Eq. (15) for the adiabatic passage
discussed above. Figure 9 shows fidelity (14) as the function
of the noise amplitude δ0 for three system sizes N = 10,20,40
where we proportionally decreased the sweeping rate ν to
ensure fidelity F ≈ 1. One striking feature of the depicted
functions is a rapid decay of fidelity to F ≈ 0.5 in the
interval 0 < δ0 < δ∗

0 where δ∗
0 = δ∗

0 (N ). In this interval the off-
diagonal elements of the density matrixR(T ) gradually vanish.
On the other hand, the diagonal elements of the density matrix
remain essentially unaffected. Clearly, this result illustrates
the usual quantum-to-classical transition due to a decoherence
process [49–51]. Note that the larger the system is, the more
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FIG. 10. Populations of eigenstates of the Hamiltonian (1) as the
function of time. [Note that for g = 0 the eigenstates of (1) are given
by |N − n,n〉 where n now denotes the number of particles in the
antisymmetric single-particle state.] Parameters are N = 40, g = 0,

J = 1, ω = J, δ0 = 0.05 (left panel), and N = 40, g = 0, J = 0.01,
δ = 1 (right panel).

it is sensitive to decoherence. Numerical results depicted in
Fig. 9 indicate that δ∗

0 decreases with N faster than 1/N .
Next we briefly discuss decoherence due to particle losses.

In the case of the nonconserved number of particles the master
equation for the system density matrix reads

dR
dt

= −i[Ĥ ,R] − γ
∑
l=1,2

(â†
l âlR− 2âlRâ

†
l +Râ

†
l âl), (16)

where γ denotes the decay rate (see, for example, Ref. [52]).
The value of γ in Eq. (16) crucially depends on the sign
of interatomic interactions. For example, in the already sited
experiment [34] with attractively interacting atoms the decay
rate was γ ≈ 0.1 which makes an impossible generation of
the NOON state even for N ∼ 10 atoms. On the other hand,
it is known that a Bose-Einstein condensate of repulsively
interacting atoms may have a lifetime up to a few hours that
assumesγ ∼ 10−4 [53]. The negligible decoherence rate due to
particle losses is our main reason for considering the adiabatic
passage for the upper energy state of repulsively interacting
atoms instead of that for the ground state of attractively
interacting atoms. In all other aspects there is no conceptional
difference between the adiabatic passages for the ground and
upper states.

VI. PREPARATION OF THE EXCITED STATE

Finally, we discuss a method to excite the system of
noninteracting bosons (g = 0) into the highest-energy state. A
way to do this is to drive the system by periodically changing
parameter δ as δ(t) = δ0 sin(ωt) where frequency ω coincides
with the transition frequency between the symmetric and
the antisymmetric single-particle states uniquely determined
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by the parameter J . If δ0  J (the latter condition justifies
the rotating-wave approximation) the problem can be solved
analytically and leads to the Rabi oscillations, see Fig. 10(a).
Thus, to excite the system in the upper state, we need to drive
it for one-half of the Rabi period.

Another, perhaps even simpler, way to obtain the excited
state (4) is to quench the system into the parameter region
δ � J by suddenly tilting the double well. Then the time
evolution of the expansion coefficients is approximately given
by c

(j )
n (t) = exp(i2 δn t)c(j )

n (0), and after one-half of the period
TB = π/δ (which can be interpreted as the Bloch period) state
(3) transforms into state (4), see Fig. 10(b).

VII. CONCLUSIONS

We suggested a method for creating the NOON state of
Bose atoms, i.e., coherent superposition of two states in which
all particles are in the same well of the double-well potential.
Unlike in previous studies, which almost exclusively focused
on the case of attractive interactions [54], we considered
the repulsively interacting atoms that avoid the problem of
particle losses. The scheme protocol consists of two steps.
First, by setting the interatomic interactions to zero we transfer
the system from the ground state to the upper excited state.
Second, adiabatically increasing the interaction strength and
simultaneously decreasing the hopping rate we transform this
excited state to the NOON state. In the Fock space the latter
stage can be viewed as splitting of the initially localized wave

packet into two packets [55]. This process was shown to have
a pseudoclassical counterpart and some quantum results, for
example, the population imbalance G can be obtained by using
pure classical arguments. Of course, the classical approach
cannot address phase coherence between the packets, which is
characterized by the fidelity F .

Formally, the suggested scheme allows us to create an
arbitrary large cat state. However, any experimental realization
of the scheme protocol imposes a fundamental limitation on the
number of atoms due to decoherence processes present in a lab-
oratory experiment. Here, we analyzed the decoherence caused
by fluctuation of the parameter δ (the energy mismatch between
the left and the right wells of the double-well potential) that
appears to be crucial for the system dynamics. It was shown that
there is a critical value for the fluctuation amplitude δ∗

0 ∼ 1/N

above which the final state of the system becomes a “classical
NOON state,” i.e., incoherent superposition of two states in
which all particles are in the same well of the double-well
potential. Thus to get the NOON state with a large number
of atoms every effort to reduce the fluctuation of δ should be
taken.
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