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Abstract—Based on the proposed theory, we have investigated the shape of the NMR absorption spectra for
BC and #Si nuclei in diamond and silicon crystals attributable to the internuclear dipole—dipole interaction.
In accordance with the available experimental data, we have considered both crystals with a 100% content of
magnetoactive isotopes and crystals with a comparatively low dilution by nonmagnetic nuclei. The time cor-
relation functions (the first of which is the Fourier transform of the NMR spectrum) arising in an infinite
chain of coupled differential equations are shown to be mutually similar with a slight time delay. The pro-
posed theory allows the spectrum to be calculated analytically. The results obtained agree satisfactorily with
the experimental ones. It is noted that the mutual similarity of the time correlation functions is probably a
corollary of the development of dynamical chaos in the system
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1. INTRODUCTION

The shape of the nuclear magnetic resonance
(NMR) absorption spectra or their Fourier trans-
forms, the free-induction decay (FID) signals, has
been perhaps the main source of information about
the structure of matter, the mobility in it, the elec-
tron—nucleus interactions and the electronic struc-
ture, the phase transitions, etc. from the first days after
the discovery of NMR until the present. This provided
very wide applications of NMR from studies in the
fields of condensed matter physics and chemistry to
biology and medicine [1—4]. Subsequently, the devel-
opment and perfection of multipulse NMR methods
allowed one (when their application was possible) to
improve the extraction of topical information by
“editing” the spectra and to deepen appreciably its
understanding [3].

The first suggestions regarding the shape of the
magnetic resonance signals were put forward in the
pioneering paper by Bloembergen, Purcell, and
Pound [1]. The absorption lines were assumed to be
close in shape to two main types of curves: Lorentzian
and Gaussian. Lorentzian curves described the spec-
tra emerging in liquids and solid materials with a
strong exchange interaction, i.e., the spectra formed in
the presence of rapid fluctuations of the local mag-
netic field produced by the neighbors on some spin.
For such systems a Lorentzian spectrum can be

obtained, for example, by solving the Bloch equations
[2]. In addition, the absorption spectra of magneti-
cally diluted systems in the absence of inhomogeneous
broadening have come to be described by Lorentzian
curves since the classic paper by P. Anderson [2, 5]. In
contrast, a quasi-static distribution of local fields,
which was assumed to be realized in ordinary solids,
was associated with a Gaussian shape of the spectrum.

The detection of oscillations in the free-induction
decay (FID) signals of °F in CaF, [2, 6], a classical
test object for the investigation of NMR spin dynam-
ics, became evidence that it is illegitimate to describe
the spectra in it by a Gaussian function. This circum-
stance gave rise to a lot of both theoretical and experi-
mental works (see, e.g., [6—22] and references
therein), especially since quite a few new physical facts
and peculiarities of the behavior of spin systems were
hidden behind it. New nontrivial facts and possibilities
have been revealed until now.

For example, abstracting from the applied aspects
of NMR listed at the beginning, it should be pointed
out that the problem of the NMR spectrum shape is of
fundamental importance for statistical physics,
because this problem is basically a special case of the
central problem of nonequilibrium statistical mechan-
ics—the problem of the establishment of equilibrium
in a system of many interacting bodies. In this sense
the problem of relaxation to the state of internal equi-
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librium of a many-body paramagnetic spin system of
solids with a strong spin—spin coupling is one of the
most significant, but most difficult problems in mag-
netic resonance physics and related phenomena (such
as, for example, the magnetic part of the neutron scat-
tering by paramagnets, the infrared spectra and
dynamics of quadrupole solids (solid hydrogen), etc.).
In addition, it should be said that investigating the
appearance and growth of spin correlations and their
possible subsequent degradation accompanying the
complex processes in the multispin system of a sample
during the formation of the NMR spectrum (or FID)
is essential for the description of many-body correla-
tions. The latter, in, turns, are necessary for the reali-
zation of a quantum register (quantum computer), see
[23—-26].

Previously, we have developed a theory (see [8, 17,
18, 20—22] and references therein) that allows one to
understand some of the characteristic features of the
processes during the FID formation and to describe
quite satisfactorily the NMR spectra in crystals in
which each spin has the nearest environment of a large
number of approximately equivalent neighbors, in
contrast, say, to quasi-one-dimensional systems (flu-
orite CaF, and fluorapatite Cas;F(PQO,);, respectively,
are examples). However, despite the fact that crystals
of the first mentioned type are widespread, quite
intensive studies of the shape of the NMR spectra for
single crystals with lattices in which each spin is sur-
rounded by a number of equivalent neighbors “inter-
mediate” between large and small ones are also carried
out (for more details see below). Diamond and silicon
single crystals with similar crystal lattices serve as typ-
ical examples (see, e.g., [11, 12, 19, 27—30]). When the
studies mentioned above were carried out, single crys-
tals containing various amounts of magnetoactive iso-
topes of silicon and carbon nuclei, 2Si and BC, with
concentrations up to 100% were specially grown for
the experiments. The spectra obtained, especially for
some orientations of the external magnetic field with
respect to the crystallographic axes, at a 100% content
of magnetoactive nuclei pose a challenge to the theory,
because they seem to be a case “intermediate”
between large and small numbers of equivalent neigh-
bors. In this paper we discuss and interpret these spec-
tra based on the theory being developed. The spectra
obtained when magnetoactive nuclei are diluted by the
main isotopes 28Si and '?C are also discussed on the
same basis.

2. THE HAMILTONIAN AND BASIC
EQUATIONS OF THE DYNAMICS
OF A NUCLEAR SPIN SYSTEM

The secular part of the internuclear dipole—dipole
interactions in nonmetallic diamagnetic solids, which
is almost uniquely responsible for the dynamics of the
spin system, under NMR conditions is [2]
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H = Z{ ByS,S, — bS sj} = H) + H,,

>j (1 )
= Z{bUSz,Sz, b[j(&er; + SfS;)} =H,_,+ Hy,
i>j
where b; = y*h(1 — 3cos26U)/2r;j , I; is the vector con-
necting spms iandj, 6;is the angle formed by the vec-
torr;, with the constant external magnetic field, and S,
is the o component (o = x, y, z) of the spin vector
operator at site i. Here and below, the energy is
expressed in frequency units.

In traditional experiments using magnetic reso-
nance the spin temperature usually exceeds signifi-
cantly the energy of the Zeeman and other interactions
in the spin system. Therefore, as usual, we will restrict
our analysis to the time correlation functions (TCFs) in
the high-temperature approximation. The equilibrium
high-temperature density matrix in a strong constant
magnetic field H, is described by the expression [2]

hH, —
Po > (1 + _vao ZSJ )

where k is the Boltzmann constant, 7 is the tempera-
ture, and N is the total number of spins in the sample.

The free-induction decay (FID) signal arising after
the application of a m/2 pulse to an equilibrium
nuclear spin system is known [2] to be proportional to
the TCF defined in a frame rotating with the Larmor
frequency by the relation

Tr{S,()S,} _ Tr{S" (S}
Tr{S2} eSS}

A = Zf”[Mz"j

Here, {M,} are the moments, i.e., the coefficients of
the FID expansion into a series in powers of time, and
since the temperature is very high compared to the
internuclear dipole—dipole interaction, only the even-
order moments are nonzero, while the FID is, thus, an

A1) =

(3)

. . N . .
even function of time, S, = E ) ISxi is the total x spin
i

component of the system. The dependence S.(¢) is
specified by the Heisenberg equation

sy _ ilH,S8,1=iLS§,, “)
dt

L is the Liouville operator, N is the total number of
nuclear spins in the sample. It was shown in [31] that
calculating the FID (3) is completely equivalent to
solving a virtually infinite (a dimension of ~10%%) sys-
tem of differential equations:
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Ayt = VoA (),
A = (A1) + Vi A4, ()),
................................... 5)
A1) = i(A,(6) + Vi, (0),

The system of equations (5) contains TCFs of various
(high) orders and reflects the redistribution of spin—
spin correlations over the set of many-body TCFs. The
initial conditions for system (5) are

A0 =1 A4,0)=0, n=1.

The functions {A,(#)} are multi-commutator

(many-body) TCFs [31]:
1S .

A@) =

ST

(kIL10)

=L k 0)
i) = L0y - Z<k|k>'>

Here, by tradition, the ith degree of the Liouville oper-
ator is the procedure of calculating ;i commutators:

=|H,[H,...[H,...]]]. @)
In the above expressions the angular brackets denote
the calculation of a statistical average, which simply
means the calculation of a trace due to the adopted
high-temperature approximation [2, 31]. The param-

(6)
=15.(0)).

eters {vi}, whose properties determine the solution of
the system, are uniquely related to the absorption line
moments [31]. For the reader’s convenience we will
give the expressions for several first coefficients:

9 M;
Vo =M, = Z i T2
2
2 _ M2M6_M4
V2 _—2.
(M4 — M;)M,

Here and below, we assume the nuclear spin to be .S =
1/2 without any loss of generality [32].

3. MUTUAL SIMILARITY OF MULTISPIN
TIME CORRELATION FUNCTIONS
AND THE FID SHAPE

Speaking in the language of multiple-quantum
(MQ) NMR that has developed over the last 20—
25 years and gained wide recognition and acceptance,
the system of equations (5) reflects the transfer of sin-
gle-spin single-quantum coherence A4(#) to multispin
single-quantum coherences [3, 32] (functions {4,(¥)})
or, in other words [32], the spreading of a gas of cor-
relations over one-dimensional Liouville space whose
points are the numbers of the corresponding coher-
ences (time correlation functions). Indeed, the initial
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order transferred to the spin system in the form of a
magnetization directed along the x axis is spread over
higher-order TCFs, redistributing among them.

As was shown in [21], the following relation is valid
for the TCF A,(f) from system (5) under some addi-
tional conditions (a large number of neighbors sur-
rounding the spin in the lattice (for a further discus-
sion, see below)):

A (1) = oAy (1 + UD)), (@
where o is the number to be determined below, T(7) is
the function that satisfies the condition t7(f) > 0 as—
oo, Hence we assume that the TCF A,(¢) is completely
similar to the FID at long times, slightly differing at
short ones. The latter is obviously related to different
initial conditions for A,(¥) and A4,(f) from system (5).
The surge in amplitude A,(7) from zero to its final value
occurs with a slight delay relative to # = 0 [32] and,
thus, the TCFs Ay(r) and A,(7) are similar, given this
delay. Thus, at small t(¢) from Eq. (5) we will obtain
the expression

A (1) = oAy (1) + oA (D)), )]
which reflects the mutual similarity of the TCFs with
the delay t(7).

Using system (5) and directly comparing the
expansions of the functions Ay(f), 4,(¢), and A4,(¢) into
series in powers of ¢, it is easy to verify that the first
term of the expansion of the function A4,(¢) into a

power series is #2/2, which, in view of relation (9),
uniquely determines the choice of the function t(7):

() = 1/vit. (10)

Concurrently, relation (10) also ensures that the sec-
ond moment of the absorption spectrum (the first sum

rule) is correct. Next, let oo = B/v;. Here, P is the
numerical parameter to be determined below. The
similarity law (9) now transforms system (5) to a
closed equation:

Ayt) + B/D A0 + B + Do A1) = 0,
Ay (0) =1.

In accordance with [33, 34], the physically justified
solution of Eq. (11) decaying with time for § > 0 is

(11)

_ o LBV _ (o S0
Ayt) = C, =2 , 12
o) (Jﬁvoz) (bt)A (12

where 2A)? = (B — 1)?[33].

The fundamental possibility of expressing the
higher-order TCFs via the lower-order ones goes back
to the widely known ideas put forward in Bogolyubov’s
works. On the other hand, the success of the pair inter-
action model [35, 36] in describing the FID signals of
crystals with a large number of spins in the environ-
ment of an isolated (any) spin can be assumed to be a
corollary of the decay of the higher-order TCFs in (5)
into single-spin and pair coherences, which probably
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allows the higher-order coherences to be recon-
structed via the set of mentioned lower-order ones.

It should be noted that the decaying solution (12) is
valid for positive values of A and B + 1; J, is a Bessel
function of order A; C, is the normalization constant
providing the initial conditions for the system of equa-
tions (5), C; = 2)I'(A + 1) [33]. Although the func-
tional dependence of the decaying solution of Eq. (11)
in any case is defined by Bessel functions, their spe-
cific choice is determined by the signs of the last two
terms in Eq. (11) and the relationship between the
constants. For example, if the last term has a negative
coefficient, then the solution will be expressed via
Macdonald functions K(7) and there will be no oscilla-
tions in the solution [33, 34]. The frequency Fourier
spectrum of the function (12) is described by the

expression
H\C@A-1)/2
T(A+1) [l_%j , (13)
I+ 0.5\ b

at|w| < b; at |w| > b we obtain gy(w) = 0. Thus, the spec-
trum specified by Eq. (13) is truncated at a fixed fre-

quency. Here, I'(x) is the gamma function, while the
spectral component (13) is normalized to unity:

go(w) =

T gy(wdw =1.

The spectral moments of the function (13) are deter-
mined from the formula

_ 1L 0"@mITO+1)
2" nIT+n+1)

For our case where the solution of Eq. (11) is expressed
via Bessel functions {J/,(7)}, the parameters of the
equation and, accordingly, the order of the Bessel
functions can be expressed via the excess of the spec-

(14)

2n

trum, € = M4/M22 , using relation (14):

3238—3’ k=28_3. (15)
3-¢ 3-¢

Note that Eq. (15) contains only two parameters and,
therefore, only two moments (the first and second
sum rules) are sufficient for their determination. Of
course, it does not follow from the foregoing that the
remaining moments of the spectrum are absent. They
are expressed via the above ones in accordance with
the derived functional dependence. Finally, note that
the constants {v;} in the system of equations (5) are
frozen very rapidly (v, = v, forallj > k) with increasing
number j when calculating the contributions to the
spectrum from the spins of the nearest environment
(the cell, see below) of some isolated spin [20, 21],
which allows us to restrict ourselves to the lowest-
order moments in this situation.

Now, to compare the described theory with the
available experimental results, it is appropriate to use
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the model of separation of the local magnetic field
produced by the internuclear dipole—dipole interac-
tion (1) into two components proposed and justified
by us previously [8, 35, 36]. The basic proposition of
this model is that due to the high (compared to the
interaction) temperature, the local magnetic field act-
ing on some marked (any) nuclear spin in a crystal can
be represented as the sum of two statistically indepen-
dent contributions of a fundamentally different nature
with respect to the correlations existing in the spin sys-
tem. We emphasize that here we are talking exclusively
about the time correlations and the correlation of the
field acting on the spin with the spin itself. This means
that a change in the orientation of the marked spin
entails a change in the field acting on it with a slight
delay. Such correlations in the spin system, suggesting
that the spin, in a sense, acts “on itself,” twisting its
neighbor, occur only due to the presence of the flip-
flop term Hy (or, in different notation, the scalar term
H.,) in the Hamiltonian (1), because otherwise, when
only the H,, interaction remains, the motion of the
marked spin does not affect in any way the field acting
on it. The action of the term Hj contained in (1) is
realized in the spin system in the form of flip—flop
processes (FFPs), whose probability, in accordance
with the results from [8, 35, 36], is determined by a
rapidly converging («1/7°) function of the distance
between rotating spins. The spins with which the FFP
probability is great (relative to other spins) move in a
correlated way with the isolated spin in the above
sense. However, the number of such spins cannot be
too large because of the rapid convergence (depending
on the distance) of the FFP probability. For example,
in single crystals of fluorite (CaF,), a classical object
for the studies of NMR spin dynamics, the radii of the
regions in which there is a correlated motion of spins
(the “self-action” of the marked spin) for three princi-
pal orientations of the constant magnetic field are [8,
35, 36] [100] <> d, [110] <> 21/2d, and [111] <> 3'%d,
where d is the "F lattice constant in CaF,.

The crystal region with the center on the isolated
spin and a radius equal to the radius of the above cor-
relations was called a cell [8, 35, 36]. Next, it was
shown in the mentioned papers that the contribution
to the FID from the spins outside the cell could be
described at comparatively short times by a Gaussian
random function. Thus, the presence of two contribu-
tions to the local field is determined by the presence of
two regions in the crystal, in one of which the spins
move in a correlated way in the above sense with the
marked spin, while in the other region they don’t. It is
worth noting that in practice the approximations in [8,
36, 36], just as in other papers using the concept of a
cell, are an expansion in terms of the inverse number
of spins in the cell Z.

The decomposition of the local field (® in fre-
quency units) on some marked spin into two compo-
nents, ® = ®; + ®, (®; from the nearest neighbors
Vol. 127

No.2 2018



ASYMPTOTIC SIMILARITY OF TIME CORRELATION FUNCTIONS AND SHAPE

(cell) and m, from the more distant spins (distant envi-
ronment), allowed the characteristic features of the
FID in a solid to be explained. Indeed, let ®, and ,
be two statistically independent contributions to the
random local field with distribution functions in the
form of a rectangle (P,;(®,) and a Gaussian function
(P,(m,)), respectively. Then, P(®) = P;(®,)Py(m,)
and, as a result, for the FID we obtain

oo

G() = j ¢ P(@)do = j ¢ P(o))d o,

—oo

P . 2,2
<f e o, - ntens{

Abraham’s trial function that describes well the exper-
iment, at least at moderately long times [2, 37].

The FID component due to the spins of the distant
environment is a function monotonically decaying
with time. In accordance with the theory developed in
[8, 35, 36], it can be described based on Anderson’s
statistical theory [2], in contrast to the FID compo-
nent produced by the cell spins. Thus, remaining
Gaussian at short times, it is transformed to the fol-

lowing function at times 7, > 37, (7, is the character-
istic time of spin—spin interactions) [8, 35] due to the
FFP spins of the distant environment:

Ay (@) = exp {—azj. (t - t)k(t)dt} (16)

0

As in experimetntal results [37], at times shorter than
the time of correlation of k(t) , Eq. (16) gives a Gauss-
ian function of time and a simple exponential function
at longer times. All of the characteristic parameters
and times in Eq. (16) for fluorite were calculated in [8,
35, 36] and are in good agreement with the experimen-
tal results [37].

4. COMPARISON OF THE THEORY
WITH EXPERIMENTAL RESULTS

Most of the goal-oriented detailed studies of the
NMR line shape in solid dielectrics were carried out
on “F nuclei in fluorite CaF,, a distinct ionic crystal.
In this crystal only the fluorine nuclei forming a sim-
ple cubic lattice possess a magnetic moment (the main
calcium isotope has zero spin). As a model object
CaF, is attractive by the comparative ease of obtained
the NMR signal from it and by the simplicity of its
crystal structure. However, the question of how gen-
eral the characteristic features of the absorption line
shape and the FID signal detected in CaF, are is of
indubitable interest.

For the subsequent discussion it is appropriate to
note that the above relations (5)—(15), in principle,
are actually absolutely formal and were written out
irrespective of the physical model presented above [8,
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35, 36]. Passing to the model implies substituting the
value of the constant v, calculated for the cell into

relations (5)—(8): vg =M ;, where M 2 is the contribu-
tion to the second moment from the cell spins, and
subsequently using the similarity law (6) with a spe-
cific choice of the constant 3. Below the FID compo-
nent of interest to us, which is determined by the cell
spins, will be denoted by Ay, (7). Thus, for example,
the FID for the entire crystal in the adopted notation
takes the form

Ay(#) = Apiniey() Apexey () - (17)

We have noted above (Eq. (15)) that  (and, conse-
quently, the order A of the Bessel function) can be eas-
ily related to the excess € of the FID component pro-
duced by the cell spins. For its calculation we need to
determine the contribution to the fourth moment from
the cell spins. When estimating it, in order not to cal-
culate the cumbersome lattice sums, which was done
in [8, 35] for CaF,, below, for simplicity, we will
neglect the deviation of the function Ay, () from the
Gaussian one in our calculations of the NMR spectra
for diamond and silicon. Such an estimate will not
introduce a significant error into the calculations.

Denoting the fourth moment of the cell by M, we will
find

Mz't =M, - 3M22(ext) - 6M;M2(ext)' (18)

Here, My, is the second moment of the function
AO(ext)(t)'

In CaF, single crystals for external field orienta-
tions in the [100] and [110] directions the values of €
for the cell are 1.75 and 1.88, respectively. It is appro-
priate to round them off to 1.8, which leads to A = 0.5
and B = 2. Here we treated the rounding-off rules
somewhat freely. However, since at each fixed value of
the argument the Bessel functions are entire functions
of their order A, it can be assumed that the rounding-
off will not affect significantly the results of our calcu-
lations. At the same time, for example, in the case
under consideration, the rounding-off makes it possi-
ble to work with Bessel functions of half-integer orders
expressed via elementary functions. Thus, for these
orientations, in accordance with Abraham’s trial func-
tion, from Eq. (12) [21] we will obtain

C1J1/2(\/_3Vof) _ sin(f3v0t)
3vy)"? NE

the parameter b calculated using with the recipe

described in [8, 35], according to which \/§V0 =3M. 2

(where M, is the contribution to the second moment
of the spectrum from the cell spins), is in remarkable
agreement with all of the available experimental results
[37]. One of the examples of a completely different
crystal structure is stretched crystalline polyethylene

AO(init)(t) = (19)

Vol. 127 No.2 2018
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o, M21/2

Fig. 1. NMR spectrum of a diamond/silicon lattice at a
magnetoactive-isotope concentration C = 1. The external
magnetic field is directed along the [100] axis. The fre-

quency in units of M. ;/ s along the horizontal axis. The
amplitude g is along the vertical axis. The excess of the cell
including eight spins for this orientation is € = 2.03. The

order of the Bessel function is A = 1.09.

in the form of a trans-zigzag. For the cell spins in crys-
talline polyethylene with a field orientation along the
molecule axis the calculated € = 1.83 should be
rounded off to 1.8; as a consequence, for the corre-
sponding FID component we will obtain Eq. (19).
Note that apart from this, the authors of [38] ade-
quately described the oscillating FID component in
polyethylene by the function (19) for external mag-
netic field orientations not only along the molecule
axis, but also perpendicularly and at an angle of 45° to
it. However, in all cases, the authors of [38] (in con-
trast to us) use the function (19) simply as an empirical
trial function by selecting the parameter b from exper-
imental data. Note that as the orientation of the exter-
nal magnetic field changes with respect to the crystal-
lographic axes, the pattern (structure) of the internu-
clear dipole—dipole interaction changes due to the
angular dependence of the Hamiltonian (1). For
example, for a field orientation in the [111] direction in
CaF,, it is appropriate to round offe =2.2toe = 2 and
we will obtain A = 1 and, accordingly, B = 3. The func-
tion J;(2vyf)/(2v,t) arising in this case describes excel-
lently the oscillatory FID component observed exper-
imentally for this orientation (see Fig. 1 from [21]).
Among other studies of the shape of the spectra in
ionic crystals we can note the results obtained in cubic
single crystals with various types of lattices (LiF, NaF,
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NaCl, CsF, SrF,, and BaF,) with two kinds of nuclear
spins, where NMR was observed on each kind of nuclei
[10, 39, 40]. The FID signals observed in them are also
described by Eq. (17); the oscillating component is still
described satisfactorily by Eq. (19), while the Gauss-
ian—exponential (Anderson) component specified by
Eq. (16) is now determined not only by the spins of the
distant environment, but also by all (including the near-
est neighbors) spins of another kind. Thus, if the reso-
nance in LiF is observed on "F nuclei, then all lithium
spins contribute to the Anderson component.

If a crystal contains isolated groups of spins (for
example, methyl groups, pairs of water protons, etc.),
then the isolated group is chosen as a cell [8]. Its spec-
trum usually has a fine structure and is, in a sense,
unique. To clarify the question about the universality
of describing the spectra of three-dimensional crystals
containing no isolated groups of spins (for example,
crystalline hydrates with significantly isolated pairs of
water protons) based on the presented model and,
accordingly, Egs. (9), (12), (13), and (17), obviously,
we should study the NMR line shape and the FID sig-
nals in more complex crystal structures than the cubic
one, whose emergence is attributable to a type of inter-
action noticeably different from that responsible for
the existence of a lattice in the CaF, single crystal. One
of such examples, single-crystal polyethylene, has
already been discussed above. We discussed the spec-
tra of some molecular crystals (naphthalene and
anthracene) in [22].

Below we will discuss the 3C and ?°Si spectra in
diamond and silicon single crystals, beginning with
crystals with a 100% content of magnetoactive iso-
topes. It is worth noting that predominantly the
absorption spectra rather than the FID signals are
given in the experimental works [11, 12, 27—30]. The
nearest environment of each of the nuclei in these
structures enters into the tetrahedron of four spins (see
Fig. 1 from [27] and Fig. 1 from [30]) whose interac-
tion with the central spin depends significantly on the
external magnetic field orientation due to the angular
dependence of the Hamiltonian (1) (see Tables 1—3).
Because of this, more distant spins can also make a
significant contribution.

Tables 1—3 demonstrate the influence of the geo-
metric factor on the formation of the 3C and Si NMR
spectra in diamond and silicon. The edge length of the
lattice constant is taken to be 2, 7 is the number of spins
that have the same interaction with the “isolated” (cen-
tral) spin of the cell due to the geometric factors.

As follows from Table 1, for an external magnetic
field orientation in the [100] direction eight spins turn
out to be approximately equivalent neighbors interact-
ing relatively strongly with the central spin (and,
hence, entering into the cell). The remaining spins of
the crystal contribute to the TCF Ay, (?), which, for
simplicity, we assumed to be Gaussian. The total sec-
ond moment of the spectrum was taken to be unity.
Vol. 127
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The fraction of the total second moment accounted
for by the cell spins and the distant environment was
0.487 and 0.513, respectively. The excess of the spec-
tral component of the cell calculated from the formula

€ = My/M, (20)

for this orientation turned out to be approximately
2.03, the parameter B was 3.19, and the order of the
Bessel function A in relation (12), according to
Eq. (15), was 1.09. Subsequently, as follows from
Eq. (17), the Fourier cosine transform of the product
of functions was performed to obtain the spectrum.
The results presented in Fig. 1 agree well with the
experimental spectra in diamond and silicon (cf.
Fig. 2 from [11] and Fig. 2 from [28]).

For an external magnetic field orientation in the
[110] direction four spins turn out to be approximately
equivalent neighbors entering into the cell (Table 2).
The fraction of the second moment accounted for by
the cell and the distant environment was 0.813 and
0.187, respectively. The excess of the spectral compo-
nent of the cell calculated from Eq. (20) for this orien-
tation is 1.832, f = 2.137, and the order of the Bessel
function is A = 0.567. The spectra presented in Fig. 2
agree well with the experimental ones (cf. Fig. 2 from
[11] and Fig. 2 from [28]).

For an external magnetic field orientation in the
[111] direction the interaction with one of the nearest
neighbors exceeds noticeably the interaction with the
remaining near spins and is 0.635 in fractions of the
second moment. If only this neighbor is taken into
account as a “cell,” then the spectrum turns out to be
in the form of a pronounced Pake doublet. Supple-
menting the cell by three more nuclei (see Table 3)
enhances the resolution quite noticeably and deepens
the doublet dip. In this case, the fraction of the second
moment accounted for by the cell spins and the
Gaussian function becomes 0.847 and 0.153, respec-
tively. The excess calculated from Eq. (20) turned out
to be 1.303, while the order of the Bessel function was
A = 0.232. The results of our calculations for the Pake
doublet and the calculations using Eq. (13) are pre-
sented in Fig. 3. As can be seen from a comparison of
the computed curves with the experimental ones
(Fig. 2 from [11] and Fig. 2 from [28]), the result
obtained when only one neighbor is included in the
cell corresponds better to the experiment.

Apart from the foregoing, for the silicon and carbon
crystals being discussed we investigated the NMR spec-
tra obtained by diluting the magnetoactive isotope
(reducing its concentration) [28—30]. For a low dilution,
when the number of magnetoactive nuclei varied near
90%, the spectra were virtually indistinguishable from
those of an undiluted crystal. As would be expected, for
a significant dilution, in accordance with the universally
accepted views, the spectra narrowed, transforming into
Lorentzian curves (exponential FIDs). To study the
qualitative transformation of the spectrum, we will also
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Table 1. Dimensionless dipole—dipole interaction constants
for an external field orientation in the [100] direction

n P |3cos?®— 1| (1//°)(3cos?® — 1)?

4 3/4 0 0

4 11/4 16/11 | (4/11)3(16/11)% = 0.1017
8 11/4 =8/11 | (4/11)3(8/11)2=0.0254
4 2 -1 (1/2)*=0.125

8 2 1/2 (1/2)3(1/2)*=0.03125
2 4 2 (1/4)%2% = 0.0625

4 4 -1 (1/4)>=0.0156

apply the model presented above for concentrations C
less than unity. In this case, Eq. (11) was used to calcu-
late the FID. We still set the second moment equal to 1
and determined the excess of the spectrum dependent
on the concentration using the formula

_M(©) 7, (17 2
e(C)—Mzz(C) 3+( )S2+ Ss,

3
2
S, = ijk/[zbjk] >
k k
2
N %bekbjlbk//(zbjk] .
k

ki

21

g, arb. units

o, M21/2

Fig. 2. NMR spectrum of a diamond/silicon lattice at a
magnetoactive-isotope concentration C = 1. The external
magnetic field is directed along the [110] axis. The excess
of the cell containing four spins for this orientation is € =
1.832. The order of the Bessel function is A = 0.567.
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Table 2. Dimensionless dipole—dipole interaction constants
for an external field orientation in the [110] direction

n P | 3cos?d — 1 (1/r%)(3cos29 — 1)2

2 3/4 -1 (4/3)*=2.370

2 3/4 1 (4/3)* =2.370

2 11/4 -1 (4/11) =0.0481

6 11/4 =5/11 (4/11)3(5/11)% = 0.0099
4 11/4 13/11 (4/11)3(13/11)2 = 0.0672
2 2 2 (1/2)%22=0.5

2 2 -1 (1/2)*=0.125

8 2 —1/4 (1/2)3(1/4)* = 0.0078
2 4 -1 (1/4)*=10.0156

4 4 1/2 (1/4)3(1/2)>=0.0039

Table 3. Dimensionless dipole—dipole interaction constants
for an external field orientation in the [111] direction

n r 3cos?® — 1 (1/r%)(3cos?9 — 1)?

1 3/4 2 (4/3)32%2=9.4815

3 3/4 -2/3 (4/3)3(2/3)* = 1.0535
3 11/4 —10/11 (4/11)3(10/11)> = 0.0397
3 11/4 14/11 (4/11)3(14/11)2 = 0.0779
6 11/4 -2/11 (1/11)3(2/11)2 = 0.0016
6 2 1 (1/2)*=0.125

6 2 -1 (1/2)*=0.125

6 4 0 0

Table 4. Values of the lattice sums used in Eq. (21) (from
[41]) and values of the excess for diamond/silicon lattices
for the principal external magnetic field orientations (from

[12])

External magnetic field
. . 52 S3 €
orientation
[100] 0.147 0.380 2.3906
[110] 0.169 0.201 2.2419
[111] 0.419 0.0121 1.7822

The numerical values of the lattice sums in Eq. (21)
and the values of the excess at C = 1 taken from [41] for
diamond/silicon lattices for various external magnetic
field orientations are given in Table 4. It should be
emphasized that in the third term of Eq. (11) the factor
(B + 1) was also multiplied by C. The parameter 3 was
determined from the excess using Eq. (15). The results
of our calculations for C = 0.8 and 0.5 for external
magnetic field orientations in the [100] and [111]
directions are presented in Figs. 4 and 5, respectively.
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The spectrum is seen to narrow; the doublet charac-
teristic for the [111] orientation collapses. Note that
here and below we will abstract from the effects related
to the doping of silicon crystals with impurities (for
example, phosphorus).

A different way of choosing the parameter [ is
needed for a significantly reduced concentration and
an excess exceeding 3, because in the above-described
approach the solution of the equation becomes diver-
gent and the description of a diluted spin system on
this basis loses its meaning. Although the spectrum
specified by Eq. (13) actually narrows as the order of
the Bessel function A increases, its transformation
occurs through a Gaussian-like curve whose wings are
still truncated in accordance with this formula. For
large A we have

(,02 .
go(())) o< €Xp |:—(1)/T)2:|, for |(d < b, (22)
g =0 for |o>b.

As the excess in the denominator of formula (15)
approaches 3, which corresponds to the excess of a
“true Gaussian function,” the formula, along with rela-
tion (12) expressing the solution via Bessel functions
{/,.}, loses its meaning. From the viewpoint of a “physi-
cal picture,” this probably implies that the concept of a
cell becomes meaningless and the crystal spectrum
should be considered without isolating the latter.

Thus, if we attempt to describe the further narrow-
ing of the spectrum using an equation like Eq. (11), it
probably makes sense to properly change the signs in
front of the terms in Eq. (11) somewhere near the lim-
iting point. Its decaying solutions will then be
expressed via Macdonald functions K(7) close in form
to a simple exponential function [21, 33, 34]. Asis well
known, neither the second moment nor higher-order
moments can be determined for Lorentzian curves [2].
In this approach the numerical coefficients [ in front
of the terms should also be changed in a reasonable
way. Since for Gaussian-like functions the half-width
is close to the square root of the second moment, it is

appropriate to replace v(z) by the square of the spectrum
half-width [2] A = 3.8y*4#C. Equation (11) is now
transformed to

) - ?Ao(r) — B+ DA = 0,
B>0, A40)=1.

Here, Cis the dimensionless concentration. Next, it is
easy to verify that, in principle, for a properly chosen
parameter [3 the spectrum will actually become
“Lorentz-like.”

(23)

5. DISCUSSION

At first glance, the universality of the FID descrip-
tion based on the above-described model of a cell in
Vol. 127
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g, arb. units
1.2+

o
00600098

-3 -2 -1 0

Fig. 3. NMR spectrum of a diamond/silicon lattice at a
magnetoactive-isotope concentration C = 1. The external
magnetic field is directed along the [111] axis. The rhombs
indicate the case where only one nearest neighbor enters
into the cell (Pake doublet). The solid curve indicates the
case where four neighbors enter into the cell (see Table 3).
The excess of the cell for this choice of the cell (four neigh-
bors) is € = 1.3; the order of the Bessel function is A, = 0.232.

materials with such a diverse structure as, for example,
polyethylene and fluorite (CaF,) creates a rather
strange impression. The structures of the crystals with
diamond Ilattices investigated here and some of the
molecular crystals considered in [22] also differ sig-
nificantly from the ionic ones listed above, while the
polymer chain of polyethylene more likely resembles
the one-dimensional system of fluorines in fluorapa-
tite CasF(PO,); [42], in which the line is an allowed
triplet, than the simple cubic lattice of fluorite. As fol-
lows from the foregoing, the shape of the NMR spec-
trum, in general, may not possess pronounced differ-
ences for crystal structures of various types. The only
common element of the structures listed above is a rel-
atively large number of spins in the cell Z (approxi-
mately equivalent nearest neighbors). In this case, as
can be seen from the example with polyethylene, Z =
3is a “large” number in this sense. In fluorapatite the
YF nuclei form isolated linear chains, Z = 2, and the
cell turns out to be impossible to isolate efficiently. At
the same time, if the spin enters into a significantly
isolated group for “geometrical reasons” (for example,
crystalline hydrates, methyl groups in some com-
pounds, the situation emerging when the field is ori-
ented in the [111] direction in diamond-type lattices,
etc.), then the cell isolation turns out to be self-evident
and possible. Note that if the cell isolation is possible,
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Fig. 4. Narrowing of the spectra for a field orientation
along [100] in silicon/diamond crystals with a magnetic
dilution. The solid curve represent the dimensionless con-
centration C; = 0.8. The excess is £(C) = 2.43, the order
of the Bessel function is A(Cy) = 4.49. The rhombs repre-
sent the concentration C, = 0.5. The excess is €(C,) = 2.54,
the order of the Bessel function is A(C,) = 3.24.

then its contribution to the spectrum turns out to be
truncated at the frequency determined by the cell
sizes.

The probable cause of the functional “universality”
of the NMR spectrum shape, its actual independence
of the crystal structure (the convolution of a truncated
spectral component and a Gaussian-like function), is
the development of dynamical chaos in the nuclear
spin system that has a homoclinic pattern, because the
system is conservative. As follows from the general
theory [43—45], a mutual similarity of the various
TCFs referring to the same object serves as one of the
argument for this. The transformations specified by
formulas of like (8)—(10) that are successively applied
to the system of equations (5) actually demonstrate the
required similarity of the TCFs under some additional
conditions. For example, if the TCF A,(7) is trans-
formed in accordance with these formulas, then we
will obtain

Ay(1) = 0 Ay (1) + 01,4, (1)T, (7). (24)

Then, when choosing T,(7) « 1/¢, the equation for A,(¢)
will coincide in form with Eq. (11), differing in two
respects: in accordance with system (5), the constants
{v;} will be different and the inhomogeneous term
Ay(f) will appear. However, as we showed previously
[17, 18, 46], the approximation of “frozen constants”
Vol. 127
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Fig. 5. Narrowing of the spectra for a field orientation
along [111] in silicon/diamond crystals with a magnetic
dilution. The solid curve represent the dimensionless con-
centration C = 1. Crosses represent the concentration C; =
0.8. The excessis €(Cy) = 1.89, the order of the Bessel func-
tion is M(C;) = 0.7. The rhombs represent the concentra-
tion C, = 0.5. The excess is €(C,) = 2.2, the order of the
Bessel function is A(C,) = 1.76.

{v;} (all v; = v, forj > k) is a very good approximation
for describing the contribution to the FID from the
cell spins even under freezing starting from v, if the
number Z is great. Thus, if the constants are frozen,
then the transformations (24) and (9) will coincide
completely. In contrast, the inhomogeneous term
Ay(?) at relatively long times is transformed into a &
function [34] and plays the role of an initial condition.
The equation for A¢(¥) and so on can be derived in a
similar way.

In conclusion, note the paper [13] (see also the ref-
erences therein), where the long-time asymptotic
behavior of the FID for solid xenon enriched by the
xenon isotopes 129 and 131 in various concentrations
(face-centered cubic lattice) was investigated. The
maximum '2Xe concentration reached 85.5%. In
addition, the asymptotic behavior of the FID for fluo-
rite and some other TCFs was investigated. As was
pointed out in [13], the asymptotic behavior was well
described by the universal expression

I'(¢) o< cos(wf + ¢) exp(—c?). (25)

Of course, the constants in Eq. (25) for each mate-
rial and each orientation had their own values. They
were selected from an experiment when the asymp-
totic behavior of TCFs was fitted by the empirical
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function (25). Note that Eq. (25) slightly differs from
the asymptotic behavior of the FIDs measured previ-
ously in CaF, by Engelsberg and Lowe [37] for the
principal crystal orientations with respect to the con-
stant external magnetic field:

I'(t) =< Mexp(—ct).
bt
This discrepancy is probably attributable to a slightly
less precise processing of the experiment in [13] than
in [37]. However, this discrepancy plays no funda-
mental role for the subsequent discussion.

(26)

As was noted in [13], Eq. (25) for the asymptotic
behavior of various TCFs probably points to the pres-
ence of Pollicott—Ruelle resonances in the closed spin
system with a discrete (or, if your wish, quasi-contin-
uous) power spectrum under consideration [17, 18,
43—45]. The presence of such features in the fre-
quency (complex) spectrum of the TCF for a fairly
wide set of chaotic dynamical systems was first pre-
dicted in [47]. It was shown in [43—45, 47] that in a
number of objects of this kind the temporal asymptotic
behavior of the TCF is determined by the singular
points of its complex frequency spectrum closest to the
real axis irrespective of the structure and form of the
operators in it. This singular points, along with other,
more distant ones, are called the above-mentioned
resonances. If this singularities are a simple pole lying
at a point of the complex plane z =y + i®, then the res-
idue at it, usually in the form 6_(B)c.(C) (where 6_
and o, are the distributions covariant with respect to
the time evolution, B and C are the set of operators
entering into the TCF), describes the temporal
asymptotic behavior of the TCF of interest to us:

F(B,C)exp(—y +iw)t + F'(B,C)exp(-y — io). (27)

The presence of such resonances and, accordingly, the
asymptotic behavior described by Egs. (25) and (26),
along with the asymptotic similarity of various TCFs
arising in our paper from Egs. (8)—(10) and (24), is the
main signature of the development of dynamical chaos
in the system. If follows from the theory proposed in
this paper (Egs. (13), (16), (17)) [33] that, irrespective
of the crystal structure, the temporal asymptotic
behavior of the FID is described by the expression

C 2 T T
A1) = b_xl Wcos (t - 7»5 - Z) exp(—ct) (28)
which corresponds to Eq. (27). Some difference in the
pre-exponential factors in Egs. (25), (26), and (28)
may stem from the fact that the Pollicott—Ruelle fea-
ture in this case is, for example, a branch point rather
than a pole [43—45]. Thus, the development of homo-
clinic dynamical chaos in the nuclear spin system is
probably responsible for the weak dependence of the
shape of the NMR absorption spectra (or FIDs) on
the object’s structure.
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