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Abstract—We analyze the influence of cooperative effects on the magnetic properties and spin crossover
between the high-spin (HS) term S = 5/2 and low-spin (LS) term S = 1/2 in Mott–Hubbard dielectrics with
3d5 ions under high pressures. Two cooperation mechanisms (superexchange interaction and effective inter-
action via the elastic system) are considered. The sign of the exchange interaction changes because of the
crossover from the antiferromagnetic in the HS state to the ferromagnetic in the LS state. In view of the large
difference between the ionic radii of the HS and LS states, the systems with spin crossover acquire an addi-
tional strong coupling via the elastic system. Using the Hubbard operator representation and considering the
electronic states of the two terms simultaneously, we obtain the effective Hamiltonian with allowance for the
cooperative effects. The magnetic phase diagram and the spin crossover are investigated in the mean field
approximation. It is shown that the inclusion of cooperative effects at low temperatures leads to a first-order
phase transition between the antiferromagnetic HS state and the ferromagnetic LS state. At higher tempera-
tures, more complicated sequences of phase transitions are possible upon an increase in pressure, including
the HS paramagnet–HS antiferromagnet–LS paramagnet and HS antiferromagnet–LS paramagnet–LS
ferromagnet transitions.
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1. INTRODUCTION
In the magnetism of dielectrics, only the ground

energy levels of magnetic ions with certain values of
the spin, orbital, and total magnetic moments are tra-
ditionally considered, and the adequate low-energy
model for their description is the Heisenberg model.
At the same time, in a large number of recent publica-
tions, there appear spin crossover (SC) effects associ-
ated with crossing of two terms of a cation with differ-
ent spin states [1]. Spin crossover can be observed in
oxides of 3d metals with configurations d4–d7 [2–4]
and in organometallic complexes [5]. These materials
can form the basis in constructing inertia-free molec-
ular switches for data storage and quick processing. In
nanotechnology, materials with SC are used for quan-
tum transport in new-generation sensors [6]. Pro-
cesses with SC in Fe-containing oxides are also
important for understanding physical properties in the
depth of the Earth mantle [7–10].

Spin crossover appears due to the competition
between the intraatomic Hund exchange interaction,
which stabilizes the HS state, and the crystal field
energy, which is minimal for the LS state. This is a
one-ion process described by the Tanabe–Sugano
diagrams. At the same time, crystals also exhibit coop-

erative effects associated with interactions between
ions (e.g., the exchange interaction). The effect of the
interatomic exchange between d6 ions in the HS state
has been considered recently in [11], where the LS
state is characterized by S = 0 and is nonmagnetic. In
this study, we analyze the effect of cooperation in
oxides with d5 ions, which corresponds to the Fe3+ ion
in oxides that are magnetic at room temperature, such
as Fe2O3, FeBO3, RFeO3 (R is a rare-earth element),
BiFeO3, Y3Fe5O12, as well as GdFe3(BO3)4, for which
the Néel temperature is lower than 77 K [1]. Oxides
with d5 ions also include MnO. We intentionally single
out oxides that are magnetic and nonmagnetic at room
temperature, because it is more convenient to perform
experiments on the Mössbauer effect and X-ray emis-
sion spectra (XES) under megabar pressures on dia-
mond anvils at room temperature. Experiments at low
temperatures are also possible, but are much more
complicated [12]. To describe the magnetism in SC
systems theoretically, it is necessary to exceed the lim-
its of the low-energy Heisenberg model and to con-
sider the contributions of both HS and LS terms to the
effective low-energy Hamiltonian. In addition, the
large difference in the ionic radii (by approximately
10%) of HS and LS ions necessitates the inclusion of
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the additional specific cooperation mechanism asso-
ciated with the indirect interaction of cations via the
elastic system.

This article has the following structure. In
Section 2, we consider the effective low-energy Ham-
iltonian with allowance for two magnetic terms at each
ions and with the interaction with vibronic oscilla-
tions, as well as equations in the mean field theory. In
this problem, the most adequate mathematical lan-
guage is that with the Hubbard operators; in the repre-
sentation of these operators, the initial multiband p–d
model with allowance for electronic d states of cations
and p states of anions, as well as all strong Coulomb
interactions in the LDA + GTB approach [13], is pro-
jected onto the effective low-energy model with
selected multielectron terms. This procedure was
describe in detail in [11] and is generalized here to the
case of two magnetic terms of the cation. In Section 3,
the results of calculation of the phase diagram on the
(pressure, temperature) plane are considered.

2. EFFECTIVE HAMILTONIAN
OF MAGNETICALLY ORDERED 

DIELECTRICS WITH SPIN CROSSOVER
The effective Hamiltonian describing the effect of

the exchange interaction on spin crossover in magnet-
ically ordered dielectrics under pressure with allow-
ance for the vibronic interaction in the representation
of the Hubbard X operators constructed on states with
different spin projections | ,  = –Sα, –Sα + 1, …,
+Sα, where α = 1, 2 for HS and LS, respectively, can
be written as

(1)
Here, the first term

(2)

contains exchange interaction Jαβ (α, β = 1, 2) with
account for the change in the relative energy of the
electron configurations of LS and HS states under the
effect of applied pressure P;  are the spin operators
for S1 = 5/2 (α = 1) and S2 = 1/2 (α = 2):
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is the operator of the number of particles at the ith site.
In view of the condition of completeness for the Hub-
bard X operators, we have

In expression (2), ΔS = ELS – EHS is the spin gap width
(energy interval between the LS and HS states).
Henceforth, we will assume the linear dependence of
the crystal field and ΔS on pressure, ΔS = a(PC0 – P),
where PC0 is the critical pressure for which ΔS = 0, and
crossover could occur in the absence of cooperative
effects, as well as the linear dependence of exchange
integral Jαβ on pressure [1]:

The sign reversal of the exchange interaction from the
antiferromagnetic at low pressures to the ferromag-
netic above the crossover point for crystals with d5

terms was predicted in [15]. The second term contains
the energy of fully symmetric molecular vibrations,
the electron-vibrational (vibronic) interaction, and
the elastic interaction of cations of the 3d metal at
neighboring crystal lattice sites and describes the vari-
ation of the system volume upon a change in tempera-
ture and external pressure [16, 17]:

(3)

where g1 and g2 are the intramolecular electron-vibra-
tional interaction constants; k is the elastic coupling
constant;  is the operator of the normal coordinate,
which corresponds to the breathing mode of ligand
vibrations and momentum operator  conjugate to it;
Vq is the elastic intermolecular interaction constant,
and M is the effective mass of the oscillator. Since the
natural frequencies of ligand vibrations in the LS and
HS states are different,

it is necessary to consider not only linear but also qua-
dratic in  terms in the electron-vibrational interac-
tion. The elastic coupling constants in the LS and HS
states are kLS = k + 2g2 and kHS = k – 2g2, respectively.
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In the mean field approximation, Hamiltonian (1)
has form

(4)

Here,

is the Weiss field, where z = 6 is the number of the
nearest neighbors, and m =   +   is the mean
projection of the sublattice spin.

Let us consider the representation of Hamiltonian
operator (4) in matrix form using the orthonormal
basis of functions in the form of the direct product of
eigenstates of spin projection operators |  and of har-
monic oscillator |nph:

To do this, it is convenient to use the expressions for
the operators of displacement,

and momentum,
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gives
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(5)

where N is the number of lattice sites and λα = 1 if α =
1 and λα = –1 if α = 2.

The set of eigen wavefunctions can be written as

(6)

where Nph is the number of phonons beginning from
which (for nph > Nph and a preset intensity of the elec-
tron-vibrational interaction) the energy

of the ground state |ϕ0 stops changing, and weight
coefficients are given by

In analysis of various temperature effects, it is neces-
sary to trace the constancy of energy Ek of excited
states |ϕk that are closest to the ground state and of
weight coefficients

In other words, Nph defines the number of phonons
that must be taken into account for a given intensity of
the electron-vibrational interaction for the “phonon
coat” to be formed. In our calculations, Nph = 300–
500, depending on the values of parameters, as well as
on pressure and temperature used. Then the quantum-
mechanical mean values of spin projection operator

, displacement operator , and occupancy  of the
HS state are given by
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(8)

(9)

Accordingly, their quantum-statistical mean values
are given by

(10)

(11)

(12)

where Z =  is the partition function.

The equilibrium positions of ligands corresponding
to the minima of the potential energy of vibrations of
the SC complex in the LS and HS states are defined by
expressions

respectively. For the chosen values of parameters that
will be given below,  = –0.09 Å,  = 0.13 Å, and
Δq0 =  –  = 0.22 Å. Considering that the length
of the bond at T = 0 is approximately 2 Å, we find that
Δq0 amounts to 10% of this value. This value is in con-
formity with the known difference in the ionic radii in
the LS and HS states. It can be seen that  = 0 in
the absence of the electron-vibrational interaction,
and the volume of the system can change upon an
increase in temperature only because of anharmon-
ism.
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3. P–T PHASE DIAGRAM
We can write the unit cell volume as a function of

pressure and temperature in form

where Vr(P, T) is the regular component associated
with anharmonism of lattice vibrations and ΔV(P, T) ~
q3 is the anomalous contribution appearing because of
the vibronic interaction. In addition, for materials
with spin crossover, a large contribution to the thermal
expansion anomaly comes from the distribution of sta-
tistical weights HS/LS due to the large difference in
their ionic radii [18]. Let us first consider the solutions
to system of equations (5) and (10)–(12) in the
absence of the exchange interaction, Jαβ = 0. In this
case, we have m = 0 for magnetization and a sharp
jump in population n of the HS state and in displace-
ment q (unit cell volume) at the crossover point at T =
0, which corresponds to a quantum phase transition at
point PC0 [19]. For Jαβ = 0, the quantum phase transi-
tion is blurred upon an increase in temperature into a
smooth crossover between the HS and LS states
(Fig. 1). For convenience of comparison of the cases
with Jαβ = 0 and Jαβ ≠ 0, we express here and below the
pressure and temperature in the units of PC0 and

exchange interaction , respectively.
Figures 2a, 2b, and 2c show the diagrams of popu-

lation n of the HS state, magnetization m. and dis-
placement q, respectively, which are the self-consis-
tent solution to systems of equations (5) and (10)–(12)
for Jαβ ≠ 0. For preset values of temperature and pres-
sure, there can appear several solutions for parameters
n, m, and q, from which we choose the solutions cor-
responding to the minimum of Helmholtz free energy
F = –kBTlnZ. Calculations were performed for the fol-
lowing values of parameters typical of FeBO3 [20]:
z = 6, a = 80 K GPa–1, PC0 = 55 GPa, k = 7.5 eV/Å2,

ω = 0.05 eV, g1 = 0.8 eV/A, g2 = 0.75 eV/Å2,  =

20.3 K (S1 = 5/2), bHS = 0.3 K GPa–1,  = 13 K (S2 =
1/2), bLS = 0.4 K GPa–1, J12 = 0, and Vq = 0.2 eV/A. It
can be seen that because of the cooperative exchange
interaction Jαβ, the ground magnetically ordered anti-
ferromagnetic HS state, AFM (HS), is preserved in
the system up to P = PC > PC0 (see Fig. 2b) in spite of
the fact that the LS state is the ground state in the one-
ions situation at P > PC0. The shift of critical pressure
due to cooperative effects is not surprising, because
the exchange interaction stabilizes the HS state more
strongly. At P > PC, the ground antiferromagnetic HS
state changes to the ferromagnetic LS state, FM (LS)
(see Fig. 2b), and the volume experiences a jump at
transition point P = PC (see Fig. 2c).

In pressure range P < PC (see Fig. 2b), with increas-
ing temperature, the system experiences a second-
order phase transition from the AFM (HS) state to the

= + Δ( , ) ( , ) ( , ),rV P T V P T V P T

0
HSJ

0
HSJ

0
LSJ
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Fig. 1. (Color online) Diagram of (a) population n of the
HS state and (b) displacement q in the absence of exchange
interaction Jαβ = 0.
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HS state, (b) magnetization m, and (c) displacement q cor-
responding to the minimum of free energy F.
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paramagnetic state if P < P* and a first-order transi-
tion if P* < P < PC. In the former case, a smooth vari-
ation of the volume is observed, while, in the latter
case, conversely, the volume changes abruptly (see
Fig. 2c). The P–T diagrams clearly show a singular
point, a so-called tricritical point (T* and P* in
Fig. 2b), at which the second-order phase transition
curve is continuously transformed into the first-order
transition curve.

In pressure range P > PC, the system experiences a
second-order phase transition from the ferromagnetic
(LS) to the paramagnetic state upon an increase in
temperature; with increasing pressure, an increase in
the Curie temperature is observed.

Because of an increase in the exchange integral
with increasing pressure, recurrent magnetization in
pressure can appear at T0 < T ≤ T ', where T0 is the
Néel temperature at P = 0 and T ' is the maximal pos-
sible value of the Néel temperature upon an increase
in pressure. For example, at T0 < T ≤ T ' (see Fig. 2b),
the system passes upon an increase of pressure first to
JOURNAL OF EXPERIMENTAL AN
the magnetically disordered antiferromagnetic state
via a second-order transition and then to the paramag-
netic state via a second-order transition if T* < T0 or a
first-order transition if T* > T0, but T* < T < T '. In our
case, T* > T0 for the set of parameters being used. For
D THEORETICAL PHYSICS  Vol. 129  No. 6  2019
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Fig. 3. (Color online) Dependence of effective magnetic
moment μeff(P, T) on pressure P at different fixed values
of T.
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0 ≤ T ≤ T*, the volume of the system changes jumpwise
with increasing pressure, while at T > T*, it changes
continuously (see Fig. 2c).

Figures 3 and 4 show the dependence of effective
magnetic moment

on pressure P and temperature T in the units of Bohr
magneton μB (g = 2 is the Lande factor) at different
fixed values of T and P, respectively. In pressure range
0 ≤ P ≤ P', the effective magnetic moment decreases
gradually with increasing pressure from the maximum
possible value

(Fig. 4a). At P' ≤ P ≤ P*, a kink is observed on tem-
perature dependence μeff(P, T) (Fig. 4b), while at P* <
P < PC, a sharp jump is observed (Fig. 4c); the tem-
peratures corresponding to the kink and the jump are
displaced with increasing pressure towards lower tem-
peratures. Finally, in the LS phase above critical pres-
sure PC, a smooth increase in the effective magnetic
moment with increasing temperature from the mini-
mal possible value

is observed again without singularities.

4. CONCLUSIONS

In spite of the fact that the exchange Hamiltonian
is of the Heisenberg form, the thermodynamics in the
given problem is not standard, in which the magneti-
zation is written in the form of the Brillouin function
of the effective magnetic field. This difference, first, is

μ = μ + + − +eff B 1 1 2 2( , ) ( 1) (1 ) ( 1)P T g nS S n S S

μ = μ + = μeff B 1 1 B( 1) 5.92
HS g S S

μ = μ + = μeff B 2 2 B( 1) 1.73
HS g S S
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due to the existence of two magnetic terms, each of
which can be partly filled, and second, because the
wavefunction is not the product of functions of each
term. The condition of completeness of the multielec-
tron Hilbert space requires that the sum of all diagonal
Hubbard operators equal unity for both values of spin.
This relation is preserved in our version of the mean
field theory. The magnetic phase diagram and spin
crossover have been analyzed in the mean field
approximation. It is shown that at low temperatures,
the account for cooperation leads to a first-order
phase transition between the antiferromagnetic HS
state and the ferromagnetic LS state. At higher tem-
peratures, more complicated sequences of phase tran-
sitions are possible upon an increase in pressure,
including the HS paramagnet–HS antiferromagnet–
LS paramagnet and HS antiferromagnet–LS para-
magnet–LS ferromagnet transition.

As noted in Introduction, there exist about ten dif-

ferent oxides with d5 ions (mainly, compounds with

the Fe3+ ion), which exhibit spin crossover [1]. The
properties of FeBO3 under pressure have been investi-

gated most thoroughly. For instance, an increase in
Néel temperature TN(P) was detected from the mea-

surements of magnetization [21] and the two-magnon
excitation frequency shift in the Raman spectra [22]. A
sharp jump in the Néel temperature and suppression
of the hyperfine field were observed in Mössbauer
experiments [23], which was called by magnetic col-
lapse by the authors of [23]. This collapse is accompa-
nied with a jumpwise change in the volume [24] and a
jump of the optical absorption edge with a dielectric
(gap Eg = 3 eV)–semiconductor (Eg = 0.7 eV) transi-

tion [25]. A relationship between the magnetic col-
lapse and the spin crossover of localized multielectron

terms of the Fe3+ ion was proposed in [26, 27]. The
experimental phase diagram of FeBO3 was obtained

and discussed in [20]. In this study, we combined anal-
ysis of magnetic and elastic properties in the vicinity of
spin crossover associated with cooperative effects that
were disregarded earlier. As can be seen from Fig. 2,
the spin crossover and the volume jump occur simul-
taneously in conformity with experiment. Let us con-
sider possible experiments that can shed light on the
spin crossover physics. Analysis of elastic properties in
a wide range of temperatures and pressures also
ensures such opportunities, since the change in the
ionic radius by approximately 10% due to the HS–LS
crossover is manifested in macroscopic properties as a
change in volume; for this reason, the charts of popu-
lation and ion displacements in Figs. 2a and 2c are so
similar. At the same time, X-ray diffraction experi-
ments performed at various temperature and pressure
are simpler than magnetic measurements using Möss-
bauer spectroscopy or X-ray magnetic circular dichro-
ism. Therefore, it would be interesting to analyze the
pressure dependences of crystal volume at different
temperatures (above and below the tricritical point in
YSICS  Vol. 129  No. 6  2019



1068 ORLOV et al.

Fig. 4. (Color online) (a–d) Dependence of effective magnetic moment μeff(P, T) on temperature T at different fixed values of P.
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Fig. 2). In particular, the tricritical point for FeBO3 in

Fig. 2 is close to room temperature. One can expect

that the volume as a function of pressure at tempera-

tures 77–100 K will change jumpwise at the spin

crossover point as a result of the first-order phase tran-

sition, while at 350–400 K, the volume will vary

smoothly in the pressure interval of width 10 GPa.

One can also expect a difference in the behavior of

heat capacity. During the first-order phase transition,

an entropy jump occurs; for this reason, heat capacity

measurements near the transition may give a signifi-

cant increase at the crossover point (which is infinitely

large in theory, but finite in experiment). The change

in volume will obviously be manifested in the phonon

frequency shift, which can be detected from the mea-

surements of Raman spectra.

We can now assume that the properties of the HS

state at pressures lower than PC are quite clear. The

increase in TN(P) observed from the Mössbauer spec-

tral data coincides quantitatively with earlier data [21,
JOURNAL OF EXPERIMENTAL AN
22]. The properties of the LS state at pressures exceed-
ing PC are not completely clear. Theoretical calcula-

tions of the electronic structure and magnetic proper-
ties above the critical pressure, which were based on
the band theory, predicted the homogeneous antifer-
romagnetic phase with a magnetic moment of approx-
imately one-fourth of that at zero pressure [28]. In
analysis of the phase diagram [20], it was also assumed
that the LS state at pressures above PC is antiferromag-

netic, and its Néel temperature is close to 50 K, which
is much lower than in the high-spin state. In fact, the
measurement of hyperfine fields does not allow one to
distinguish between the antiferromagnetic and ferro-
magnetic phases. Therefore, the subsequent mul-
tielectron calculations of the exchange interaction
[15], that have demonstrated the sign reversal of the
exchange interaction during crossover, do not contra-
dict the available Mössbauer data. The magnetic order
type has not yet been determined experimentally. It is
interesting to note that the magnetic moment ratio in
the HS/LS states, which was represented in Fig. 3 for
D THEORETICAL PHYSICS  Vol. 129  No. 6  2019
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the ferromagnetic phase, is close to a ratio of 1/4 pre-
dicted in [28] for the antiferromagnetic phase.

Another interesting feature in the behavior of
Mott–Hubbard dielectrics upon a further increase in
pressure is associated with the dielectric–metal transi-
tion and the role of spin crossover in this transition. It
was shown in the multielectron model [29] that spin
crossover in FeBO3 suppresses Hubbard parameter U
to almost one-third, which is reflected in the observed
jump of the absorption edge [25]. Extrapolation of the
pressure dependence of the gap above PC has made it

possible to estimate the probable metallization at pres-
sures of about 210 GPa. It should be noted that the
model of crossover in FeBO3 considered here stops

operating at pressure P ≈ 200 GPa, for which the
change in regimes from the Mott–Hubbard dielectric
to the Kondo lattice and metallization are predicted
[20]. Measurements of electric properties at such pres-
sures [30] confirmed the metallic properties and man-
ifestation of the Kondo lattice properties. Since elec-
tric properties can now be measured up to 300 GPa
and higher on diamond anvils, which has made it pos-
sible to observe high-temperature superconductivity
in hydrogen sulfide and metal hydrides [31–33], pos-
sible superconductivity of former Mott dielectrics at
pressures exceeding 200 GPa is of certain interest.
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