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Abstract
When associative memory is implemented on the well-studied Hopfield network, pat-
terns are recorded in the interaction constants between binary neurons. These constants
are chosen so that each pattern should have its own minimum energy of the system
described by the Ising model. In the quantum version of the Hopfield network, it was
proposed to recall such states by the adiabatic change of the Hamiltonian in time.
Qubits, quantum elements with two states, for example, spins with S� 1/2 were con-
sidered as neurons. In this paper, for the first time, we study the function of associative
memory using three-level quantum elements—qutrits, represented by spinswith S� 1.
We record patterns with the help of projection operators. This choice is due to the need
to operate with a state with a zero spin projection, whose interaction with the magnetic
field vanishes. We recall the state corresponding to one of the patterns recorded in the
memory, or superposition of such states by means of quantum annealing. To equalize
the probabilities of finding the system in different states of superposition, an auxil-
iary Hamiltonian is proposed, which is turned off at the end of evolution. Simulations
were performed on two and three qutrits and an increase in the memory capacity after
replacing qubits with qutrits was shown.
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1 Introduction

At the present stage of development of information technologies, quantum properties
of many-body systems open up new possibilities of artificial neural networks [1, 2],
including associativememory [3–7].When implementing associativememory, several
patterns are recorded in a neural network [3]. Then, we give the network a hint, which
is a distorted version of the desired pattern. The network should be able to return the
true instance. An example of associative memory is the Hopfield network, in which
each binary neuron is represented as a spin S� 1/2 and interacts with all other spins
[3]. The interactions between the spins are described by the classical Ising model. In
such a classical Hopfield network, the patterns are recorded in the interaction constants
between the spins, which are chosen so that each pattern should have its ownminimum
system energy. The recognition process is carried out by iteratively changing the states
of the spins until the system is in the state corresponding to one of the energy minima.
When considering a quantum artificial neural network in [4–8], both the memorized
patterns and the recognized pattern are represented by means of the problem (target)
Hamiltonian. The recognition is carried out by an adiabatic change of the Hamiltonian
with time or by quantum annealing. In this way, in the quantum case, it is possible to
prepare the system not only in the state corresponding to an individual pattern [4–6],
but also in the state of their superposition of the given form [7, 8].

Aqubit, a quantumsystemwith two states, for example, a spinwithS�1/2 is usually
considered as a neuron. However, in this role a system with three states—qutrit [9–13]
can be used. Among the advantages of qutrits over qubits one expects a faster growth of
theHilbert space, and hence the size of the computational basiswith the addition of new
elements. This circumstance may be important for increasing the memory capacity.
As qurits, one suggests using, for example, objects with the spin S � 1 in magnetic
and crystal fields. These include quadrupole nuclei [9, 12, 13] of deuterium, nitrogen
or lithium, as well as NV centers in a diamond (paramagnetic color centers formed
by electrons on the vacancies near the nitrogen atoms) [14, 15]. The latter variant
is preferable because of the presence of a strong dipole–dipole interaction between
NV centers, which is necessary for the implementation of conditional operations in
quantum algorithms.Moreover, in this case, there is a large difference in the frequency
of transitions between different energy levels, which makes it possible to control the
state of the system with the help of transition-selective high-frequency field pulses.

In this paper, we consider the associative memory on the qutrits represented by the
spins with S� 1. Qutrit control is qualitatively different from qubit control due to the
presence of a third state with a zero spin projection. The fact is that when controlling
the associative memory on the qubits represented by the spins S � ½ by means of
quantum annealing [4–8], amagnetic field is applied, whose action on the state of qutrit
with the zero spin projection is absent. Due to such states of qutrits, the well-known
Hebbian learning rule [4–8] for recording patterns through the interaction constants
also ceases to work. Therefore, in the paper, we will develop methods for controlling
associative memory in qutrits using the projection operator method. Of course, this
method can also be applied to qubits. The difference is that the memorized patterns
are either encoded in the ternary number system in the states of qutrits or in the binary
number system in the states of qubits. The recording and recall of the patterns will be

123



Associative memory on qutrits by means of quantum annealing Page 3 of 12 342

carried out by quantum annealing. We have proposed a new method for equalizing the
amplitudes of states in a quantum superposition, which does not require the addition
of auxiliary spins, in contrast to the method in [7, 8]. A numerical simulation of the
work of memory on two and three qutrits will be performed with a different number
of the stored patterns.

2 Quantum adiabatic algorithm for thememory recall

To implement associativememory,memorized patterns should be encoded in the states
of a quantum system. Take a system of n spins with S� 1, and as the computational
basis, we will use the basis |m1,m2, . . . ,mn〉 of the eigenfunctions of the operators Szi
of the projections of the spins on the Z-axis. Each of the projectionsmi can take one of
three values: 1, 0, − 1. Let it be necessary to keep in memory p elements represented
by p quantum vectors

∣
∣ψμ

〉 � ∣
∣mμ

1 ,mμ
2 , . . . ,mμ

n
〉

, where μ � 1, 2, . . . , p. Choose
the projection method of memorization [4, 5], in which the recording is performed
through the memory Hamiltonian

Hmem � −
p

∑

μ�1

∣
∣ψμ

〉〈

ψμ

∣
∣, (1)

where
∣
∣ψμ

〉〈

ψμ

∣
∣ is the projector on the vector

∣
∣ψμ

〉

. With the help of Hamiltonian (1)
we prepare a superposition of the memorized states as follows:

|Ψ 〉 �
p

∑

μ�1

aμ

∣
∣ψμ

〉

, (2)

where aμ � a(mμ
1 ,mμ

2 , . . . ,mμ
n ) are the amplitudes of the states. For this purpose,

let us implement the evolution of the system over time T with a sufficiently slow
(adiabatic) change in time of the Hamiltonian

H (t) � (1 − t/T )H0 + (t/T )Hp, 0 ≤ t ≤ T . (3)

where Hp � Hmem, and H0 is the initial Hamiltonian, the ground state of which is
easy to prepare. As the last one, we take an interaction with the magnetic field directed
along the x-axis:

H0 � −h
n

∑

i�1

Sxi , (4)

the ground state of which is a direct product of the eigenvectors |1〉x � (|1〉+√
2|0〉+

|−1〉)/2 of the spin operators Sx of individual spins with positive eigenvalues 1:

|Ψ0〉 � |1〉⊗n
x (5)
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As a result of the evolution of the system from the initial state (5) under the action of
the Hamiltonian (3), we obtain

|Ψ (T )〉 � Q̂ exp

⎛

⎝−i

T∫

0

H(t)dt

⎞

⎠|Ψ0〉, (6)

where Q̂ is the ordering operator in time. If the evolution is adiabatic, then the system
enters the ground state (2) of the Hamiltonian (1).

In the adiabatic method, the recall of any of the memorized states
∣
∣ψprob

〉

is realized
by adding a probe Hamiltonian of the hint Hprob to the target Hamiltonian:

Hp � Hmem + �Hprob, (7)

where G is a small coefficient that specifies the value of the hint. In [4–6], the probe
Hamiltonian for spins S� 1/2 was set using the interaction with the magnetic field.
For spins S� 1, this option is inconvenient, because it does not allow one to take into
account the state with the zero spin projection. Therefore, we will take

Hprob � −∣
∣ψprob

〉〈

ψprob
∣
∣. (8)

When the probe Hamiltonian is added in the form of a projector with one of the
recorded states (patterns), the energy of this state in the Hamiltonian (7) decreases
by G. The energies of other states will not change. This removes the degeneracy, the
recalled state becomes the ground state of the Hamiltonian (7), and adiabatic evolution
to the time T prepares this state.

3 Quantum associativememory on two qutrits

As an example, consider an associative memory on a two-spin system with the stored
states |ψ1〉 � |0, 1〉, |ψ2〉 � |1, 0〉 and |ψ3〉 � |−1,−1〉 that corresponds to the
Hamiltonian:

Hmem � −|0, 1〉〈0, 1| − |1, 0〉〈1, 0| − |−1,−1〉〈−1,−1|. (9)

Express the projection operators through the spin operators of an individual spin i (i�
1, 2):

|−1〉〈−1|i � −Szi
1 − Szi

2
, |0〉〈0|i � 1 − (Szi )

2, |1〉〈1|i � Szi
1 + Szi
2

,

|m1,m2〉〈m1,m2| � |m1〉〈m1| ⊗ |m2〉〈m2| � |m1〉〈m1|1|m2〉〈m2|2. (10)

To calculate the evolution of system (6) with the time-dependent Hamiltonian, we
divide the total time T intoN small intervals�t � 0.1, in each of them we will neglect
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the change in Hamiltonian (3) [5, 16]. The solution to our problem |Ψ 〉 will be sought
as a product:

|ψ(t � T )〉 ∼�
N

∏

l�0

exp

{

−i�t

(
l

N
Hp +

(

1 − l

N

)

H0

)}

|ψ(t � 0)〉. (11)

The calculation results are shown in Fig. 1. First, the figure shows that whenG� 0,
we get a superposition (2) with different amplitudes aμ. This feature of the adiabatic
preparation of the superposition state was discussed in theoretical works [7, 8] andwas
observed experimentally [17]. The reason is that each of the three states approaches
the final state at time T along different paths, as shown in Fig. 1a for instant energy
levels. When t approaches T , the energy difference tends to zero and the transition
from adiabatic to diabatic evolution occurs [7, 8]. A description of the dynamics of the
system at t → T is given in Supplementary Material. For the probability of finding
the system when t � T in the state |−1,−1〉 using the perturbation theory [4, 7, 8,
18], we obtained the expression

|a3|2 ≈ A(h/T )2/3 (12)

which at A � 1.22, is consistent with the results of the numerical simulation and
qualitatively correctly conveys dependencies on the parameters h from 0.5 to 4 and T
from 100 to 400. For equal probabilities of the system being in two other stored states,
(1 − |a3|2)/2 is obtained.

With the inclusion of a probe Hamiltonian in (7), as shown in Fig. 1b–d, as G
increases, the probability of finding the selected state increases rapidly, while the
other two come down. WhenG�1 in the Supplementary Material, the corresponding
dependencies are calculated and obtained as follows:

at �Hprob � −�|0, 1〉〈0, 1|

|a1(�)|2 ≈
(

1 + 2�K1(T /h)2/3
)

/2, (13)

at �Hprob � −�|−1,−1〉〈−1,−1|

|a3(�)|2 ≈ |a3(� � 0)|2
(

1 + 2�K3(T /h)2/3
)

, (14)

where |a3(� � 0)|2 defined in (12), K1 � 0.203, K3 � 0.53. With a further increase in
G, the growth of probabilities is accelerated. This is due to the removal of the degen-
eration between the three states and the transition from the diabatic to the adiabatic
evolution as t approaches T , accompanied by an increase in the gap � and a decrease
in the probabilities of transitions from the ground state highlighted by the hint. The
steepness of dependence on G increases with increasing T and decreasing h.
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(a) (b)

(c) (d)

Fig. 1 Associative memory on two qutrits with three stored states: |ψ1〉 � |0, 1〉, |ψ2〉 � |1, 0〉 and |ψ3〉 �
|−1,−1〉. a Instantaneous energy levels of the Hamiltonian H(t) (3) with Hp � Hmem (9) versus time as
a parameter, with h � 2, T � 300. b–d Dependencies on G of the probabilities of finding the system in
the states indicated in the figure with �Hprob � −�|0, 1〉〈0, 1| (b, c) and with �Hprob � −�|−1, −1〉
〈−1,−1| (d), and for different values of the field h and time T� �tN (�t� 0.1, N� T /�t)

4 Amplitude aligning in superposition

Comparison of Fig. 1b, c shows that if hint with a small coefficient G<0.1 is already
enough to recall state |0, 1〉 then to confidently recall state |−1,−1〉, a larger coefficient
G>0.1 is required. This occurs due to the difference in amplitudes aμ in superposition
(2), prepared at G � 0. To align the amplitudes in superposition (2) in the case of
qubits, it was proposed in [7, 8] to introduce auxiliary spins, with the help of which
a multi-spin interaction with the coefficients needed for alignment is created in the
effective Hamiltonian.

Anotherway to obtain an equal superposition state follows from thememoryHamil-
tonian proposed in [4]

H ′
mem � −|Ψ 〉〈Ψ |, , (15)
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Fig. 2 The probabilities of
finding the system in three stored
states: |ψ1〉 � |0, 1〉, |ψ2〉 �
|1, 0〉 and |ψ3〉 � |−1,−1〉,
versus G with the permanent
auxiliary Hamiltonian (16)
(dotted lines) or with switched
off one (20) (solid line
�Hprob � −�|0, 1〉〈0, 1| and
dashed lines �Hprob � −�

|−1,−1〉〈−1,−1|). The
probability of a state of the same
name as a hint deviates upward,
and the probabilities of the other
two states deviate downward.
Values of other parameters are:
h � 2, T � 300

in which |Ψ 〉 is defined in (2) with aμ � 1/
√
p. For the above example of two qutrits,

we have

(16)

H ′
mem � −(1/3) {|0, 1〉 + |1, 0〉 + |−1,−1〉} {〈0, 1| + 〈1, 0| + 〈−1,−1|}

� (1/3)Hmem + (1/3)Hhelp,

where

Hhelp � −{|0, 1〉〈1, 0| + |1, 0〉〈0, 1| + |−1,−1〉〈1, 0| + |−1,−1〉〈0, 1|
+|0, 1〉〈−1,−1| + |1, 0〉〈−1,−1|}, (17)

and Hmem is defined in (9). The off-diagonal projectors in (17) will be expressed
through the spin projection operators of the individual spin:

|0〉〈1| � S−Sz, |1〉〈0| � Sz S+, |−1〉〈0| � −Sz S−,

|0〉〈−1| � −S+Sz, |−1〉〈1| � S−S−, |1〉〈−1| � S+S+, (18)

where we entered the operators:

S± � (

Sx ± i Sy
)

/
√
2. (19)

The calculations performed with the Hamiltonian (16) showed (Fig. 2) that at the end
of evolution the equal-superposition state is actually realized. However, after adding
the probe Hamiltonian of the hint (8), the call to the desired state occurs slowly, i.e.,
for substantially larger values ofG than in the previous case. This is due to the changed
view of the Hamiltonian, the ground state of which we are preparing. In the previous
case, there was a choice between three degenerate states, whereas in the latter case, a
rearrangement of the only nondegenerate ground state occurs.
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Fig. 3 Dependencies of the probabilities of finding the system in the states shown in the figure on the
magnitude of the probe Hamiltonian �Hprob � −�|1, 1〉〈1, 1| with the state that is absent in the memory
(solid lines) and on the magnitude of the incomplete probe Hamiltonian �Hprob � −�|1〉〈1|2 (dashed
lines). Values of other parameters are: h � 2, T � 300

To combine the merits of the two approaches, we apply the technique proposed in
[19]. We will turn off the interaction Hhelp at the end of evolution, i.e., instead of (3),
we take the time-dependent Hamiltonian in the form

H (t) � (1 − t/T )H0 + (t/T )(1 − t/T )Hhelp + (t/T )Hp. (20)

The calculation results are presented in Fig. 2. From comparison with Fig. 1b–d it
can be seen that the amplitudes of the three states in the superposition (2) (although
not complete) and the type of their dependences on the magnitude of G are really
equalized. At the same time, as expected, there remains good sensitivity to the hint.

In the above examples, the small coefficient G in the probe Hamiltonian of the hint
determines the degree of its imperfection. Additionally, the incompleteness of the hint
can be specified in the probe Hamiltonian using an incomplete projector, in which only
a part of the spin variables are represented: m from n. The corresponding energy shift
− G will be acquired by all 3n–m states with a given set of these m variables and all
possible states of the remaining n–m spins. With this kind of incomplete hint, several
patterns can be recalled as a result of evolution, for which the states included in the hint
coincide, but the states that are not included differ. On the contrary, if the patterns have
different states included in the hint, then degeneracy is removed. As an illustration,
Fig. 3 shows the calculation for an incomplete hintwith theHamiltonian�Hprob � −�

|1〉〈1|2. The obtained dependence on G almost coincided with the dependence shown
in Fig. 2 for a full projector �Hprob � −�|0, 1〉〈0, 1|. The reason is that the projector
gives only two possible answers: Whether or not the state coincides the one presented
in the hint. There is no other more detailed description, i.e., there is no dependence
on the Hamming distance obtained in [4–6] for qubits for the probe Hamiltonian of a
hint in the form of interaction with a magnetic field.
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Finally, to demonstrate the selectivity of the system response to the recall of the
memorized and not-memorized states, Fig. 3 shows the calculated dependences on G
of the probabilities of the system being in different states when a probe Hamiltonian
is presented on a state that is not in memory: �Hprob � −�|1, 1〉〈1, 1|. The energy of
the Hamiltonian Hp (7) for this state will change the value from zero to − G. While
G<1, a gap is maintained between it and the energies of the recorded states. For large
values of G exceeding the energy gap (for G>1), the state becomes the ground state
and the system passes into it at the end of evolution [6]. As shown in Figs. 2 and 3, the
probability value |a(�)|2 � 0.7 for the not-memorized state is achieved at G � 1.13,
while for the memorized state it is achieved at G � 0.09.

The calculations described above were performed by us for an associative memory
with the other three states. Similar results were obtained. The reason is that with
the projective method of recording states, all states are sorted according to only one
criterion—coincidence with the state in the projector: if it coincides, then the projector
gives 1, if it does not coincide, then the projector gives 0 (it doesn’t matter how
many spin projections did not coincide what is the Hamming distance). Therefore, the
memory Hamiltonian in the form (9) in the computational basis is represented by a
diagonalmatrix inwhich three elements corresponding to any recorded states are equal
to − 1 and the rest to zero. Nevertheless, within the interval 0< t <T , there may not
be a complete coincidence of the instantaneous energy levels of the total Hamiltonian
H(t) and the “populations” of the levels due to the difference in the matrix elements
of the Hamiltonian H0 (4) between the recorded states. In our chosen example, these
elements are equal to zero; therefore, transitions between the corresponding states
occur in the second order of the perturbation theory and dependencies (12)–(14) are
observed. If with a different choice of states there will be transitions in the first order
of the perturbation theory between them, then such dependencies will change.

Finally, on two qutrits, calculations with four and five recorded states were per-
formed. Four-state associative memory is successful, but five-state one is not. This
shows that the memory capacity on two qutrits is higher than on two qubits, since no
more than two states can be memorized on two qubits [4].

5 Quantum associativememory on three qutrits

Let us turn to a system of three qurits (of three spins S � 1). The effective Hamil-
tonians were constructed according to the rules described above for the five stored
states: |−1,−1, 1〉, |0, 0,−1〉, |1,−1, 0〉, |1, 1, 1〉 and |−1, 1,−1〉. This time a probe
Hamiltonian was chosen:

�Hprob � −�|1, 1, 1〉〈1, 1, 1|. (21)

The calculation results are shown in Fig. 4. We are convinced of the successful real-
ization of the memorization of the five states on three qutrits.

To conclude this section, we discuss the issue of associative memory capacity on
a system of n spins. The projection method of recording states can be applied to
both qutrits and qubits. In the computational basis, the Hamiltonian of memory (1) is
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Fig. 4 Depending on �, the probabilities of finding the system of three qutrits in five stored states:
|−1,−1, 1〉, |0, 0, −1〉, |1, −1, 0〉, |1, 1, 1〉 and |−1, 1, −1〉, with the auxiliary switchable (20) Hamiltonian
(17) (solid lines) and without one (3) (dashed lines). The probe Hamiltonian of the hint is �Hprob � −�

|1, 1, 1〉〈1, 1, 1|. The probability of a state of the same name as the hint deviates upward, the probabilities
of other states deviate downward. The values of other parameters are: h � 2, T � 300

represented by a diagonal matrix with the number of elements on the diagonal 2n for
qubits and 3n for qutrits. The diagonal matrix elements corresponding to memorized
states (patterns) are − 1, and the rest are zero. In the projection method, patterns are
recorded in the orthogonal states of a system of n spins and lead to maximum values
of memory capacities: 2n/2 for qubits and 3n/2 for qutrits. It follows that the memory
capacity of n qutrits is greater than n qubits. This is confirmed by the calculations
performed above.

6 Conclusion

Thus, themodelingperformeddemonstrated a possibility of realizing associativemem-
ory on qutrits and pattern recall by means of quantum annealing. An increase in the
memory capacity after replacing qubits with qutrits was shown. The main advantage
of the qutrit system compared to the qubit system is the ability to provide the same
size of the computational basis 2n ~N~3m with a smaller number of elements: m <n.
Control fewer elements is technically simpler. For example, in the projection method
under consideration for storing patterns ([7]), it will be necessary to create amulti-spin
interaction: n-spin for qubits and m-spin for qutrits, i.e., with a smaller number m <n.
It is clear that the use ofd level elements—qudits (d >3) can give even greater gain.
Unfortunately, control of quantum systems with a large number of levels is technically
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difficult. Therefore, today the main focus of researchers is still on qubits. Neverthe-
less, work is underway on the use of qutrits and qudits in quantum computing (see,
for example, new preprints [20, 21]) in the hope that their advantages will be realized.

As qutrits in the experiment, various three-level quantum systems can be used, for
example, objects with the spin S � 1 in the magnetic and crystal fields listed in the
introduction. The Hamiltonian in the form suitable for experimental implementation
is obtained after substitution inHmam,Hhelp andHprob the products of three projectors
expressed in terms of spin operators (10) and (18). Note that along with the two-spin
interaction, which has the form of the Ising interaction or the dipole–dipole interac-
tion, three-spin interactions and interactions containing squares of spin operators are
required. The methods for obtaining such interactions with the help of rotation opera-
tors selective in transitions between the levels of each of the three spins are described
in [14, 15, 22, 23].

References

1. Biamonte, J., Wittek, P., Pancotti, N., Rebentrost, P., Wiebe, N., Lloyd, S.: Quantummachine learning.
Nature 549, 195–202 (2017)

2. Dunjko, V., Briegel, H.J.: Machine learning & artificial intelligence in the quantum domain. Rep. Prog.
Phys. 81, 074001 (2018)

3. Callan, R.: The Essence of Neural Networks. Prentice Hall, Upper Saddle River (1999)
4. Neigovzen, R., Neves, J.L., Sollacher, R., Glaser, S.J.: Quantum pattern recognition with liquid-state

nuclear magnetic resonance. Phys. Rev. A 79, 042321 (2009)
5. Seddiqi, H., Humble, T.S.: Adiabatic quantum optimization for associative memory recall. Front. Phys.

2, 79 (2014)
6. Santra, S., Shehab, O., Balu, R.: Ising formulation of associative memory models and quantum anneal-

ing recall. Phys. Rev. A 96, 062330 (2017)
7. Dlaska, C., Sieberer, L.M., Lechner, W.: Design ground states of Hopfield network for quantum state

preparation. Phys. Rev. A 99, 032342 (2019)
8. Sieberer, L.M., Lechner, W.: Programmable superpositions of Ising configurations. Phys. Rev. A 97,

052329 (2018)
9. Das, R., Mitra, A., Kumar, V., Kumar, A.: Quantum information processing by NMR: preparation of

pseudopure states and implementation of unitary operations in a single-qutrit system. Int. J. Quantum
Inf. 1, 387 (2003)

10. Klimov, A.B., Guzmán, R., Retamal, J.C., Saavedra, C.: Qutrit quantum computer withtrapped ions.
Phys. Rev. A 67, 062313 (2003)

11. Tamir, B.: Quantum query complexity for qutrits. Phys. Rev. A 77, 022326 (2007)
12. Zobov, V.E., Pekhterev, D.I.: Adder on ternary base elements for a quantum computer. JETP Lett. 90,

260 (2009)
13. Zobov, V.E., Shauro, V.P.: On time-optimal NMR control of states of qutrits represented by quadrupole-

clei with the spin I � 1. JETP 113, 181 (2011)
14. Choi, S., Yao, N.Y., Lukin, M.D.: Dynamical engineering of ineractions in qudit ensembles. Phys. Rev.

Lett. 119, 183603 (2017)
15. O’Keeffe, M.F., Horesh, L., Braje, D.A., Chuang, I.L.: Hamiltonian engineering with constrained

optimization for quantum sensing and control. New J. Phys. 21, 023015 (2019)
16. Steffen, M., van Dam, W., Hogg, T., Breyta, G., Chuang, I.: Experimental implementation of an

adiabatic quantum optimization algorithm. Phys. Rev. Lett. 90, 067903 (2003)
17. Mandra, S., Zhu, Z., Katzgraber, H.G.: Exponentialy biased ground state sampling of quantum anneal-

ing machines with transverse-field driving Hamiltonians. Phys. Rev. Lett. 118, 070502 (2017)
18. Landau, L.D., Lifshitz, E.M.: QuantumMechanics: Non-relativistic Theory, 3rd edn. Pergamon Press,

Oxford (1977)

123



342 Page 12 of 12 V. Zobov, I. Pichkovskiy

19. Crosson, E., Farhi, E., Lin, C.Y.-Y., Lin, H.-H., Shor, P.: Different Strategies for Optimization Using
the Quantum Adiabatic Algorithm (2014). arXiv preprint arXiv:1401.7320. https://arxiv.org/abs/140
1.7320. Accessed 7 Oct 2019

20. Wang, Y., Hu, Z., Sanders, C. B., Kais, S.: Qudits and high-dimensional quantum computing. arXiv
preprint arXiv:2008.00959. https://arxiv.org/abs/2008.00959. Accessed 11 Aug 2020

21. Morvan, A., Ramasesh, V.V., Block, M.S., Kreikebaum, J.M., O’Brein, K., Chen, L., Mitchell, B.K.,
Naik, R.K., Santiago, D.I., Siddiqi, I.: Qutrit randomized benchmarking. arXiv preprint arXiv:2008.0
9134. https://arxiv.org/abs/2008.09134. Accessed 20 Aug 2020

22. Zobov, V.E., Ermilov, A.S.: Implementation of a quantum adiabatic algorithm for factorization on two
qudits. JETP 114, 923 (2012)

23. Zobov, V.E., Pichkovskiy, I.S.: Sequences of selective rotation operators to engineer interactions for
quantum annealing on three qutrits. Proc. SPIE (2018). https://doi.org/10.1117/12.2521253

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123

http://arxiv.org/abs/1401.7320
https://arxiv.org/abs/1401.7320
http://arxiv.org/abs/2008.00959
https://arxiv.org/abs/2008.00959
http://arxiv.org/abs/2008.09134
https://arxiv.org/abs/2008.09134
https://doi.org/10.1117/12.2521253

	Associative memory on qutrits by means of quantum annealing
	Abstract
	1 Introduction
	2 Quantum adiabatic algorithm for the memory recall
	3 Quantum associative memory on two qutrits
	4 Amplitude aligning in superposition
	5 Quantum associative memory on three qutrits
	6 Conclusion
	References




