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Ferrihydrite nanoparticles (2–3 nm in size), which are products of the vital activity of microorganisms, are
studied by the ferromagnetic resonance method. The “core” of ferrihydrite particles is ordered antiferromag-
netically, and the presence of defects leads to the appearance of an uncompensated magnetic moment in
nanoparticles and the characteristic superparamagnetic behavior. It is established from the ferromagnetic res-
onance data that the field dependence of the frequency is described by the expression  =

, where γ is the gyromagnetic ratio,  is the resonance field,  kOe, and

 K. The induced anisotropy  is due to the spin-glass state of the near-surface regions.
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1. INTRODUCTION
Interest in the study of antiferromagnetic nanopar-

ticles is caused by fundamentally new properties of
these objects [1, 2]. If a bulk antiferromagnet can be
considered as a “weakly magnetic” material, the sur-
face defects play an increasing role in the magnetic
behavior when the particle size decreases. The pres-
ence of defects leads to the appearance of an uncom-
pensated magnetic moment in an antiferromagnetic
nanoparticle reaching hundreds of Bohr magnetons
[2–9] and to effects associated with a superparamag-
netic behavior: a magnetic hysteresis loop and the
presence of a superparamagnetic blocking tempera-
ture [4–8], and so on. In addition, surface spins can
form a separate magnetic subsystem, which can sig-
nificantly affect the magnetic properties of a system of
nanoparticles [10].

Ferrihydrite with a nominal formula Fe2O3 · nH2O,
which is discussed in this work, plays an important
role in the metabolism of living organisms. It is formed
in the core of the ferritin protein complex, which is a
capsule of the protein apoferritin. The size of ferrihy-
drite nanoparticles is in a narrow range of up to 8 nm.
The transformation Fe2O3 · nH  occurs
as the particle sizes increase [11]. The majority of
magnetic studies were performed on ferritin (horse
spleen ferritin) [4, 5] and ferrihydrite obtained chemi-
cally [6, 7, 11–14]. According to neutron [12] and

magnetometric [7] studies, ferrihydrite is an antiferro-
magnet with a Néel temperature of ≈350 K [12]. The
superparamagnetic blocking temperature can vary up
to ~100 K depending on the origin and size of the
nanoparticles. At low temperatures, the magnetization
curves are characterized by magnetic hysteresis and
exchange bias (after cooling in an external field) [4–6,
15]. The temperature dependences of the coercivity
and exchange bias fields are usually correlated [5, 6].
The effect of the exchange bias, which consists in the
appearance of induced magnetic anisotropy, implies
the presence of at least two interacting magnetic sub-
systems within one nanoparticle. The authors of [5, 6]
attributed the observed effect of the exchange bias to
the appearance of a spin-glass state of surface spins. In
this case, the freezing temperature of surface spins
(also manifested in anomalies in the temperature
dependences of the magnetization [5, 6]) is usually
much lower than the superparamagnetic blocking
temperature.

It is reasonable that a spin glass-like state should
also be manifested under magnetic resonance condi-
tions. The resonance properties of ferrihydrite
nanoparticles were studied in [13, 16–18]. The reso-
nance curves at low temperatures are characterized by
nonmonotonic temperature dependences and addi-
tional absorption lines [13, 16, 17]. However, an
unambiguous relationship between resonance absorp-
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Fig. 1. Temperature dependences of the magnetization of
ferrihydrite studied in the ZFC and FC modes in external
fields of 0.1 and 1 kOe. The inset shows the temperature
dependences  and  for  kOe on
a larger scale.
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tion and freezing of the surface-spin subsystem has not
been established. Thus, despite a considerable number
of studies of ferrihydrite and ferritin by various meth-
ods, a clear identification of the contribution of the
surface-spin subsystem is an urgent task. In this work,
we study the magnetic resonance of ferrihydrite
nanoparticles. It is shown that the interaction of the
surface spin subsystem with the antiferromagnetic
“core” of particles is manifested in the temperature
evolution of the frequency dependence of the reso-
nance field.

2. TECHNIQUES
Ferrihydrite nanoparticles that are products of the

vital activity of microorganisms Klebsiella oxytoca
were studied. Under anaerobic conditions, this bacte-
rial species can synthesize a secretory exopolysaccha-
ride, Fe–EPS [19–21], which is associated with ferri-
hydrite nanoparticles. Bacteria Klebsiella oxytoca,
which were extracted from sapropel taken from Lake
Borovoe in Krasnoyarsk krai, were grown on a min-
eral-salt medium. Iron citrate was used as a source of
carbon and energy. To obtain a sol of ferrihydrite
nanoparticles, sediments of a bacterial culture con-
taining nanoparticles were destroyed by ultrasound
and washed with water, acetone, and 20% NaOH [22,
23]. The resulting sol of ferrihydrite nanoparticles in
an aqueous solution was subsequently dried. Thus, the
object of the study was ferrihydrite nanoparticles
coated with an organic shell [24].

Electron microscopy studies of the resulting
nanoparticles were carried out on a Hitachi HT7700
transmission electron microscope (accelerating volt-
age of 100 kV). The sizes of the studied nanoparticles
were 2–3 nm. Static magnetic measurements (tem-
perature dependences of the magnetization ) in
the zero field cooling (ZFC) and field cooling (FC)
modes were carried out on a SQUID magnetometer
[25]. Magnetic resonance studies were carried out
using an original setup [26] making it possible to
obtain field dependences of the frequency  in a
wide range of fields, frequencies, and temperatures.
The structure and magnetic properties of biogenic fer-
rihydrite nanoparticles were studied in [27–33].

3. RESULTS AND DISCUSSION

Figure 1 shows the dependences  for the stud-
ied sample of ferrihydrite nanoparticles in ZFC and
FC modes in the fields of 0.1 and 1 kOe. The depen-
dences  demonstrate a pronounced maxi-
mum whose position is shifted toward lower tempera-
tures with increasing field (for a field of 0.1 kOe, 
is ≈25 K). The dependences  and 
diverge near  and the divergence increases with
decreasing temperature. This behavior is typical of
superparamagnetic blocking processes, and the tem-
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perature  can be considered as the characteristic
blocking temperature of the magnetic moments of the
particles in the studied sample.

Figure 2 shows the field dependences of the fre-
quency  for temperatures of 4.2 and 150 K. It is
seen that both dependences are linear, and the depen-
dence  for  K is characterized by a gap that
disappears at high temperatures. The field  charac-
terizing the gap at 4.2 K is 7 kOe (  GHz/kOe).

The temperature dependence of the resonance
field for a frequency of 75 GHz is given in the inset of
Fig. 2. It is seen that the dependence  is satu-
rated (reaches a plateau) at the field  ≈ 25 kOe.
Therefore, the field characterizing the gap (and, in
fact, the induced anisotropy) can be determined as

. According to this expression, the
temperature dependences of the anisotropy field

 were determined from Fig. 2 and are given in
Fig. 3. It is seen that the induced anisotropy field 
depends linearly on the temperature. The induced
anisotropy tends to zero, , at temperatures
T* ≈ 50 and 55 K for frequencies  and 75 GHz,
respectively. Thus, the field dependence of the ferro-
magnetic resonance (FMR) frequency is described in
the studied ferrihydrite sample by the expression

(1)

where γ is the gyromagnetic ratio,  is the resonance
field,  kOe, and  K for a frequency
of 52 GHz.

maxT

ν( )H

ν( )H = .4 2T
AH

γ = .2 9

R( )H T
RSH

= −A
RS RH H H

A( )H T
RH

→A 0H
ν = 52

=πν γ = + − ,A
R ( 0)2 / (1 / *)TH H T T

RH

= ≈A
( 0) 7TH ≈* 50T
JETP LETTERS  Vol. 111  No. 3  2020



FERROMAGNETIC RESONANCE STUDY 185

Fig. 2. (Color online) Field dependences of the frequen-
cy  for studied ferrihydrite at temperatures of 4.2 and
150 K. The inset shows the temperature dependence of the
resonance field  of studied ferrihydrite at a fre-
quency of 75 GHz.
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fields  of studied ferrihydrite at frequencies of
ν = 52 and 75 GHz.
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Thus, there are several characteristic temperatures
for the studied ferrihydrite nanoparticles:  K
from the magnetometry data and  and 55 K
from the magnetic resonance data at different fre-
quencies, at which the induced anisotropy (gap) dis-
appears. For the further analysis, we use the known
Néel–Brown relation

(2)

usually used for superparamagnetic systems. Here, 
is the Boltzmann constant;  is the magnetic
anisotropy energy, where  is the effective magnetic
anisotropy constant and V is the particle volume;  is
the characteristic measurement time; and  is the
characteristic relaxation time of a particle. The 
value may vary in the range of 10–13–10–9 s [2], τm ~
10–100 s for quasistatic magnetic measurements, and
τm = 1/ν is obviously for magnetic resonance. We ana-
lyze the characteristic temperatures obtained for the
studied ferrihydrite sample in terms of Eq. (2). For
magnetic resonance, τm = 1/ν = 1.9 × 10–11 and 1.33 ×
10–11 s at T* = 50 and 55 K, respectively. Substituting
these data into Eq. (2), we obtain a system of two
equations with two unknowns  and . The solution
of this system gives  = 3.5 × 10–13 s and EA =

 erg. Then, taking these  and  values
and using τm = 100 s for magnetic measurements, we
obtain the characteristic temperature T* ≈ 6 K for qua-
sistatic magnetic measurements. This is much less
than the superparamagnetic blocking temperature
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 K obtained from magnetic measurements
(see Fig. 1). Therefore, the gap observed under mag-
netic resonance conditions is due to induced anisot-
ropy, which is not associated with blocking of the
magnetic moments of the particles, but is a manifesta-
tion of another magnetic subsystem or the coupling of
two magnetic subsystems. It is reasonable that the sec-
ond magnetic subsystem is a subsystem of surface
spins.

At the same time, the  value characterizing the
uncompensated magnetic moment of the particle can
also be obtained from the superparamagnetic blocking
temperature (25 K, see Fig. 1) using Eq. (2). Since the

 value for magnetic measurements is large (100 s),
the characteristic relaxation time  is not critical for
the determination of  because of the logarithmic
dependence in Eq. (2). At a reasonable value τ0 =
10‒11 s [12, 34, 35], we obtain  ≈ 1.03 × 10–13 erg;
this magnetic anisotropy energy now corresponds to
the uncompensated moment of the core of particles,
and it is several times larger than the anisotropy energy
for the subsystem of surface spins.

The gap in the field dependences of the frequen-
cy  at the temperature T* indicates the occur-
rence of an additional source of magnetic anisotropy.
It is reasonable to associate it with the magnetic cou-
pling energy of the subsystems of the core and surface
spins. Here,  (≈7 kOe at ) obtained under
magnetic resonance conditions is not the exchange
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bias field of the hysteresis loop, but is a field induced
by the magnetic coupling of the core and “shell.” A 3-
nm ferrihydrite particle contains ~1000 iron atoms
(the average Fe–Fe distance is ≈0.3 nm [6]) and NS ~
100 iron atoms on the surface. The Zeeman energy of
surface atoms in the induced field can be estimated as

, where  is the magnetic moment of the
Fe atom ( );  is the Bohr magneton. This

expression at NS = 100 and  kOe gives  =
3.2 × 10–14 erg, which is in good agreement with the
value  erg obtained above. Thus, the
subsystem of surface spins is in the induced anisotropy
field caused by the coupling with the spins of the core,
and this coupling occurs under magnetic resonance
conditions in the temperature range below T*. This
temperature can be considered as the temperature of
the transition of the subsystem of surface spins to the
spin-glass state.

Drawing an analogy of nanoparticles with a
core/shell structure with two-layer antiferromag-
net/ferromagnet systems [36, 37], the antiferromag-
netic core particles with an uncompensated magnetic
moment should be identified with the ferromagnetic
layer, and the spin-glass surface, with the antiferro-
magnet. The observed linear temperature dependence
of the induced anisotropy field (Fig. 3, Eq. (1)) is con-
sistent with the results obtained in [38] for a random
field model. According to [38], the law of decreasing
exchange unidirectional anisotropy with increasing
temperature is determined by the type of magnetic
anisotropy in the layer where the exchange spin spring
is formed. Crystal systems with uniaxial and cubic
anisotropies are described by the law (1 – T/T*)n with
n = 1.5 and 1, respectively. In other words, the law of
the decrease in the exchange anisotropy is determined
by the number of easy magnetization axes in the fixing
layer. The larger their number, the lower the rate of
decrease in the exchange energy with increasing tem-
perature. In our case, the fixing layer is the shell in the
spin-glass state, in which uniaxial anisotropy is hardly
possible. Therefore, the detection of the law HA ~ (1 –
T/T*)1 is not surprising. A similar linear temperature
dependence was observed in the experimental study of
maghemite nanoparticles by static (magnetization)
[39] and dynamic (ferromagnetic resonance) [40, 41]
methods.

The temperature of the transition to the spin-glass
state depends on the measurement technique. If the T*
values for magnetic resonance conditions are 50–
55 K, then this temperature for quasistationary condi-
tions (magnetization measurements) is quite low,
about 6 K (the T* value should also be determined by
the magnetic field used in a particular experiment,
since the magnetic field forms the magnetization of
the spin-glass surface). The minimum in the depen-
dence and a small increase in the magnetization under
FC conditions in the temperature range below 10 K
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(see the inset of Fig. 1) may be a manifestation of the
transition to the spin-glass state in magnetic measure-
ments [6, 7].

4. CONCLUSIONS

Ferrihydrite nanoparticles of biogenic origin with a
size of about 3 nm have been studied using static mag-
netometry and ferromagnetic resonance. Like similar
objects of synthetic ferrihydrite and ferritin, the
nanoparticles of the sample under study have uncom-
pensated magnetic moments and exhibit a superpara-
magnetic behavior; the superparamagnetic blocking
temperature for static magnetization conditions is
≈25 K. At the same time, the data of ferromagnetic
resonance have indicated that the field dependences of
the frequency are characterized by a gap , which
decreases linearly with increasing temperature accord-
ing to the law , where T* depends on
the frequency and ranges from 50 to 55 K (at ν = 52
and 75 GHz, respectively). The analysis of the data has
shown that the observed gap is associated with
induced anisotropy caused by the interaction of the
surface-spin subsystem with the spins of the core of the
particle. The appearance of induced anisotropy at T*
corresponds to the freezing of the subsystem of surface
spins and its transition to the spin-glass state under
ferromagnetic resonance conditions. The linear tem-
perature dependence of anisotropy is explained within
the random field model [38] for the ferromagnet/anti-
ferromagnet structure.

Thus, ferrihydrite nanoparticles are a good exam-
ple of a core–shell magnetic structure. The exchange
coupling of the spins of the core and shell leads to a
spin-glass state of surface spins, which appears as a gap
on the field dependence of the frequency when study-
ing magnetic resonance.
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