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#### Abstract

Recently, it was demonstrated ${ }^{1}$ that the clustering considered in this articlec, which consists in partitioning a set of data points into subsets depending on the proximity of some properties, can be performed using quantum annealing on a system of two-level quantum elements - qubits. In previous work ${ }^{2}$, we proposed to pass from qubits to qutrits - threelevel quantum elements showed the advantages of such a replacement and obtained a time-dependent effective Hamiltonian. In the present paper, we have found a sequence of selective rotation operators that allows one to realize adiabatic evolution with this effective Hamiltonian in the discrete-time approximation. On five qutrits, represented by spins $S=1$, we performed a simulation of clustering a set of six points on a plane into three groups by means of quantum annealing.
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## 1. Introduction

The main part of modern work in the quantum computation area is based on two-level quantum elements - qubits ${ }^{3,4}$. However, recently, researchers have become more interested in quantum computing on quantum elements with a large number of levels ${ }^{5}$ : with three - qutrits or, in general, d levels - qudits. These computations have several advantages. They have greater noise resistance ${ }^{6,7}$. By using additional qudit levels, it is possible to more efficiently implement gates and algorithms on qubits ${ }^{8-10}$. Finally, when using $n$ qudits instead of qubits, the Hilbert space dimension (computational basis) will grow $(d / 2)^{n}$ times $^{5,11-13}$.

To date, several experimental implementations of quantum computations have been performed on systems of qutrits: trapped ions ${ }^{14}$, NV centers in diamond ${ }^{15-17}$, transmons in a superconductor ${ }^{18,19}$. To control the qutrits, pulses of an electromagnetic field (microwave or laser) are applied to the system, resonant to one or another pair of qutrit levels. These pulses cause selective state transformations of the chosen two-level system, which can be represented by selective rotation operators. Sequences of selective rotation operators for solving some problems were proposed in theoretical works ${ }^{20-22}$.

Recently, we have shown theoretically that on qutrits it is possible to solve artificial intelligence problems: associative memory ${ }^{23}$ or data clustering ${ }^{2}$, by means of a slow (adiabatic) change in the Hamiltonian in time ${ }^{24}$. To obtain the possibility of experimental implementation of the algorithm, it is necessary to pass from logical operators and evolution operators in theoretical formulas to a sequence of selective rotation operators. In the present work, we found such a sequence for solving the problem of data clustering. A set of six data points is encoded in the states of a system of five spins $S=1$, coupled by spin-spin interactions. After applying the found sequence to the system, the set is grouped into three clusters according to the proximity of properties.

## 2. Adiabatic clustering algorithm on qutrits.

At present, the quantum adiabatic clustering algorithm has already been realized on qubits ${ }^{1}$, while on qutrits it has not yet been considered. In this paper, we consider the implementation of clustering on a system of qutrits represented by spins $S=1$. As the computational basis, we will use the basis $\left|m_{1}, m_{2}, \ldots, m_{n}\right\rangle$ of the eigenfunctions of the operators $S_{i}^{z}$ of the projections of the spins on the $Z$-axis. Each of the projection $m_{i}$ can take one of three values: $1,0,-1$. We solved the clustering problem by means of sufficiently slow (adiabatic) system evolution with an effective time-dependent Hamiltonian $0 \leq t \leq T^{2}$ :

[^0]\[

$$
\begin{equation*}
H(t)=\left(1-\frac{t}{T}\right) H_{0}+\frac{t}{T} H_{f} \tag{1}
\end{equation*}
$$

\]

where $H_{0}=-h \sum_{i=1}^{n} S_{i}^{x}$ is the initial Hamiltonian of the interaction with a transverse magnetic field, the ground state of which easy to prepare, and $H_{f}$ is the problem Hamiltonian, the ground state of which encodes the solution of our problem.

The problem of clustering is to group data by proximity in the space of some properties. As an example of data, we consider points on a two-dimension plate with Cartesian coordinates $(x, y)$ that represent two properties of that data. The proximity of points with numbers $i$ and $j$ we have characterized by the Euclidean distance $R_{i j}$ between them:

$$
\begin{equation*}
R_{i j}=\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}} \tag{2}
\end{equation*}
$$

where $x_{i}, x_{j}, y_{i}$ and $y_{j}$ are the coordinates of points $i$ and $j$ on a Cartesian plate. The solution to the clustering problem is to find a partition of the set of $n$ points into $k$ clusters, that minimize the sum of the sums of the distances between the points in each of the clusters.

In previous paper ${ }^{2}$, for the simplest case of partitioning into three clusters, we proposed to take the problem Hamiltonian in the following form:

$$
\begin{gather*}
H_{f}=\frac{1}{2} \sum_{i, j} H_{f \mathrm{ij}}  \tag{3}\\
H_{f \mathrm{ij}}=R_{i j}\left(2\left[|1,1\rangle\left\langle 1,\left.1\right|_{i, j}+\mid 0,0\right\rangle\left\langle 0,\left.0\right|_{i, j}+\mid-1,-1\right\rangle\left\langle-1,-\left.1\right|_{i, j}\right]-1\right),\right. \tag{4}
\end{gather*}
$$

where $\left|m_{i}, m_{j}\right\rangle\left\langle m_{i},\left.m_{j}\right|_{i j}=\mid m_{i}\right\rangle\left\langle\left. m_{i}\right|_{i} \otimes \mid m_{j}\right\rangle\left\langle\left. m_{j}\right|_{j}=\mid m_{i}\right\rangle\left\langle\left. m_{i}\right|_{i} \mid m_{j}\right\rangle\left\langle\left. m_{j}\right|_{j}\right.$ is the projector onto eigenstate of two spins at points $i$ and $j$ with projections $m_{i}$ and $m_{j}$ respectively. In Hamiltonian (4), each data point $i$ is associated with an operator $S_{i}^{z}$.

As a result of adiabatic evolution with Hamiltonian (1) system pass to the ground state of Hamiltonian (3), which corresponds to the energy minimum (cost function minimum ${ }^{1,2}$ ). The energy minimum determines the values of spin projection $m_{i}$ at the points. The points with the same spin projections belong to the same clusters. Since in (4) three projections $1,0,-1$ are equivalent, the ground state is sixfold degenerate. To remove the threefold degeneracy, one could fix a value of the projection 1 at the first spin, for example, by applying a strong magnetic field to it. Taking this circumster into account, we can simplify calculation and decrease the Hilbert space dimension by factor of three by applying Hamiltonian (3) in following form:

$$
\begin{equation*}
H_{f}=\frac{1}{2} \sum_{i, j \neq 1} H_{f \mathrm{ij}}+\sum_{j \neq 1} R_{1 \mathrm{l} j}\left(2|1\rangle\left\langle\left. 1\right|_{j}-1\right)\right. \tag{5}
\end{equation*}
$$

For a simulation closer to the experiment, we express the projection operators in terms of the spin operators of individual spin $i(j)$ :

$$
\begin{equation*}
|-1\rangle\left\langle-\left.1\right|_{i}=-S_{i}^{z} \frac{1-S_{i}^{z}}{2}, \quad \mid 0\right\rangle\left\langle\left. 0\right|_{i}=1-\left(S_{i}^{z}\right)^{2}, \quad \mid 1\right\rangle\left\langle\left. 1\right|_{i}=S_{i}^{z} \frac{1+S_{i}^{z}}{2}\right. \tag{6}
\end{equation*}
$$

After substitution equations (6) into the Hamiltonian (4) of the interaction between two points takes the form:

$$
\begin{equation*}
H_{f \mathrm{ij}}=R_{i j}\left(S_{i}^{z} S_{j}^{z}+3 S_{i}^{z} S_{i}^{z} S_{j}^{z} S_{j}^{z}-2 S_{i}^{z} S_{i}^{z}-2 S_{j}^{z} S_{j}^{z}+1\right) \tag{7}
\end{equation*}
$$

The solution to our problem $\langle\Psi|$ has been found in the following form:

$$
\begin{equation*}
\langle\Psi|=\langle\psi| \hat{Q} \exp \left(-i \int_{0}^{T} H(t) d t\right) \cong\langle\psi| \prod_{l=0}^{N} U_{l} \tag{8}
\end{equation*}
$$

where $\hat{Q}$ is the ordering operator in time, and $\langle\psi|$ is the ground state of the initial Hamiltonian $H_{0}$. Following ${ }^{2.22-24}$, the operator of adiabatic evolution over time $T=\Delta t N$ with the Hamiltonian varying according to the linear law (1), we presented in the form of the product of evolution operators by a sequence of $N$ small time intervals $\Delta t$. On each time interval, we neglect the Hamiltonian changing (1)

$$
\begin{equation*}
U_{l} \cong \exp \left\{-i \Delta t\left(\frac{l}{N} H_{f}+\left(1-\frac{l}{N}\right) H_{0}\right)\right\} \tag{9}
\end{equation*}
$$

where $l$ is discrete time $(0 \leq l \leq N)$.

## 3. Partition of a set of six points into three clusters

In this section, we have performed a numerical simulation of the proposed quantum algorithm using a simple example. Using a random number generator from the range $[-10,10]$, we obtained the coordinates of six points

$$
\begin{equation*}
(4,-2),(-7,7),(6,-9),(-6,8),(-2,-6),(-9,5) \tag{10}
\end{equation*}
$$

which we assign numbers from 1 to 6 in the order of the following. Before the simulation, we calculated the distance $R_{i j}$ and substitute them in Hamiltonian (5) and (7) (we assign a value $S^{z}=1$ to the first point (4,-2)). The simulation was performed with the following parameters: $N=4000, \Delta t=0,05, h=2$. The result of solving this problem is shown in Fig. 1, it can be seen that our algorithm coped with the solution of this problem.

The calculation result (8) is obtained as a superposition of $3^{5}=243$ states of the computational basis (we fixed the first spin in the state with projection value $S^{z}=1$ )

$$
\begin{equation*}
\langle\Psi(\mathrm{t})|=\sum_{m_{2}, m_{3}, \ldots, m_{6}} C_{1, m_{2}, m_{3}, \ldots, m_{6}}(t)\left\langle 1, m_{2}, m_{3}, \ldots, m_{6}\right| . \tag{11}
\end{equation*}
$$

We calculated the time variation of the three lowest instantaneous energy levels of Hamiltonian (5) on the interval $(0, T)$ and the probability of finding the system in these three states of the computational basis $\left|C_{1, m_{2}, m_{3}, \ldots, m_{6}}(t)\right|^{2}$. At the end of evolution at $t=T$, the system located in state $\langle 1,-1,0,-1,1,-1|$ with the fidelity of 0.95 (for the chosen values of the parameters). The corresponding clustering result is shown in Fig. 1. Note that the same clustering result corresponds to the state $\langle 1,0,-1,0,1,0|$ resulting from the rearranging the spin projections 0 and -1 . At the end of evolution at $t=T$, the system will be in this state with a probability of 0.05 . Such a difference in probabilities was a consequence of the fact that the curve for the instantaneous energy level corresponding to this state passes higher over the entire evolution interval. The coincidence of the energies of the two states occurs only at $t=T$. Therefore, the probability of finding the system in this state is small. The violation of symmetry occurred due to the fixation of the projection value of the first spin. If we assign the projection value 0 to the first spin, then the probabilities of finding the system in each of the two states will equalize.


Fig 1. Result of partition of a set of six data points into three clusters. The first cluster: $(-9,5),(-7,7)$, and $(-6,8)$ is shown by circles; the second cluster: $(-2,-6)$ and $(4,-2)$ by squares; and the third cluster $(6,-9)$ by a triangle.

## 4. Engineering of effective interaction

In the simulation performed in the previous section, we use the product of evolution operator (9) with Hamiltonian (7). However, in a real system ${ }^{15-19}$, the Hamiltonian has another form. In particular, the interaction between qutrit has the form of an Ising interaction:

$$
\begin{align*}
& H_{s s}=J_{12} S_{1}^{z} S_{2}^{z}+J_{13} S_{1}^{z} S_{3}^{z}+J_{14} S_{1}^{z} S_{4}^{z}+J_{15} S_{1}^{z} S_{5}^{z}+J_{16} S_{1}^{z} S_{6}^{z}+J_{23} S_{2}^{z} S_{3}^{z}+J_{24} S_{2}^{z} S_{4}^{z}+ \\
& +J_{25} S_{2}^{z} S_{5}^{z}+J_{26} S_{2}^{z} S_{6}^{z}+J_{34} S_{3}^{z} S_{4}^{z}+J_{35} S_{3}^{z} S_{5}^{z}+J_{36} S_{3}^{z} S_{6}^{z}+J_{45} S_{4}^{z} S_{5}^{z}+J_{46} S_{4}^{z} S_{6}^{z}+J_{56} S_{5}^{z} S_{6}^{z} \tag{12}
\end{align*}
$$

and does not contain interactions between the squares of the spin operators included in the Hamiltonian (7). Now we find rules for transformation from one evolution operator into another.

First of all, let us approximately represent the evolution operator (9) in the form of a product of three non-commuting operators:

$$
\begin{equation*}
U_{l}=\exp \left[-i\left(1-\frac{l}{N}\right) \Delta t H_{0} / 2\right] \exp \left[-i \Delta t H_{f} \frac{l}{N}\right] \exp \left[-i\left(1-\frac{l}{N}\right) \Delta t H_{0} / 2\right] \tag{13}
\end{equation*}
$$

where $l$ is discrete time $(0 \leq l \leq N)$.

As a transformation tool we take the selective rotation operators ${ }^{20,22,25}\{\Omega\}_{\alpha, j}^{k \leftrightarrow n}$, which in matrix representation have the form:

$$
\begin{align*}
& \{\Omega\}_{z, j}^{1 \leftrightarrow 2}=\left(\begin{array}{ccc}
\exp \left[-i \frac{\Omega}{2}\right] & 0 & 0 \\
0 & \exp \left[i \frac{\Omega}{2}\right] \\
0 & 0 & 1
\end{array}\right),\{\Omega\}_{z, j}^{2 \leftrightarrow 3}=\left(\begin{array}{cc}
1 & 0 \\
0 & \exp \left[-i \frac{\Omega}{2}\right] \\
0 & 0 \\
0 & 0 \\
\exp \left[i \frac{\Omega}{2}\right]
\end{array}\right),  \tag{14}\\
& \{\Omega\}_{y, j}^{1 \leftrightarrow 2}=\left(\begin{array}{ccc}
\cos \frac{\Omega}{2} & -\sin \frac{\Omega}{2} & 0 \\
\sin \frac{\Omega}{2} & \cos \frac{\Omega}{2} & 0 \\
0 & 0 & 1
\end{array}\right),\{\Omega\}_{y, j}^{2 \leftrightarrow 3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \frac{\Omega}{2} & -\sin \frac{\Omega}{2} \\
0 & \sin \frac{\Omega}{2} & \cos \frac{\Omega}{2}
\end{array}\right),
\end{align*}
$$

where $\Omega$ is the angle of rotation around axis $\alpha(\alpha=x, y, z)$, the $k$ and $n$ are level numbers, $j$ is spin number. The Xrotation matrices differ from Y-rotation by the coefficients $(-i)$ in front of the sine. To implement selective rotation between the levels $k$ and $n$ by an angle $\Omega=\sqrt{2} h_{f} t_{p}$ an MW field with the amplitude $h_{f}$ (in frequency units) and frequency equal to the energy difference of the level $\omega=\omega_{n k}=\varepsilon_{n}-\varepsilon_{k}{ }^{13,20,25}$ is switched on for a finite time $t_{p}\left(t_{p} \gg 1 / \omega\right)$. The direction of the axis of rotation is determined by the phase of the MW field.

At last, acting simultaneously on two transitions in the course of time $t_{p}$ by two MW fields with frequencies $\omega_{12}$ and $\omega_{23}$, and amplitudes $h_{f}$ respectively, one can produce a non-selective spin rotation produce a non-selective spin rotation ${ }^{20,22}$ specified by the operator $\exp \left(-i \theta S^{x}\right)\left(\right.$ or $\exp \left(-i \theta S^{y}\right)$ ), where: $\theta=t_{p} h_{f}$. Using this rotation we obtained the factors $\exp \left[-i\left(1-\frac{l}{N}\right) \Delta t H_{0} / 2\right]$ in the evolution operators $U_{l}$ (13).

### 4.1 Transformation of one-spin evolution operators

Consider the second term $\exp \left[-i \Delta t \frac{l}{N} H_{f}\right]$ in the evolution operators $U_{l}$ (13). Let us substitute Hamiltonian (5) and (7) into this operator. We split it into the product of evolution operators for each interaction, which is possible, since all terms in (3) commute with each other.

We start with the single-spin terms contained in Hamiltonian (5):

$$
\begin{equation*}
\sum_{j \neq 1} R_{1 j}\left(2|1\rangle\left\langle\left. 1\right|_{j}-1\right)=\sum_{j \neq 1} R_{1 j}\left(S_{j}^{z}+S_{j}^{z} S_{j}^{z}-1\right) .\right. \tag{15}
\end{equation*}
$$

Take the evolution operator: $\exp \left[-i \frac{l}{N} \Delta t R_{1, j} S_{j}^{z}\right]$. Such operators can be obtained by the formula ${ }^{20,25}$ :

$$
\begin{equation*}
\exp \left[-i \frac{l}{N} \Delta t R_{1 j} S_{j}^{z}\right]=\left\{\frac{2 l}{N} \Delta t R_{1 j}\right\}_{z, j}^{1 \leftrightarrow 2}\left\{\frac{2 l}{N} \Delta t R_{1 j}\right\}_{z, j}^{2 \leftrightarrow 3} . \tag{16}
\end{equation*}
$$

The next single-spin interactions in (15) are quadratic in the spin operators: $\exp \left[-i \frac{l}{N} \Delta t R_{1, j} S_{j}^{z} S_{j}^{z}\right]$. The corresponding evolution operators can be obtained by the formula ${ }^{22,25}$ :

$$
\begin{equation*}
\exp \left[-i \frac{l}{N} \Delta t R_{1, j} S_{j}^{z} S_{j}^{z}\right]=\left\{\frac{2 l}{3 N} \Delta t R_{1, j}\right\}_{z, j}^{1 \leftrightarrow 2}\left\{-\frac{2 l}{3 N} \Delta t R_{1, j}\right\}_{z, j}^{2 \leftrightarrow 3} \exp \left[-i \frac{2 l}{3 N} \Delta t R_{1, j} I\right], \tag{17}
\end{equation*}
$$

where $I$ is unit matrix.

### 4.2 Transformation of two-spin evolution operators

We will now consider obtaining multipliers of the form $\exp \left[-i \Delta t \frac{l}{N} 3 R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z} S_{j}^{z}\right]$ from multipliers of the form $\exp \left[-i \Delta t \frac{l}{N} J_{i j} S_{i}^{z} S_{j}^{z}\right]$.

At the first stage, we will carry out the following transformation:

$$
\begin{align*}
& \exp \left[-3 i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z} S_{j}^{z}\right]=\exp \left[-2 i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z}\right]\{-\pi\}_{y, j}^{2 \leftrightarrow 3} \times  \tag{18}\\
& \times \exp \left[-i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z}\right]\{-\pi\}_{y, j}^{1 \leftrightarrow 2} \exp \left[-i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z}\right]\{\pi\}_{y, j}^{1 \leftrightarrow 2}\{\pi\}_{y, j}^{2 \leftrightarrow 3}
\end{align*}
$$

Then we repeat it for the resulting multipliers: $\exp \left[-i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z}\right]$ :

$$
\begin{align*}
& \exp \left[-3 i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z} S_{j}^{z}\right]=\exp \left[-2 i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z}\right]\{-\pi\}_{y, j}^{2 \leftrightarrow 3} \times \\
& \times \exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right]\{-\pi\}_{y, i}^{2 \leftrightarrow 3} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{-\pi\}_{y, i}^{1 \leftrightarrow 2} \times \\
& \times \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{\pi\}_{y, i}^{1 \leftrightarrow 2}\{\pi\}_{y, i}^{2 \leftrightarrow 3}\{-\pi\}_{y, j}^{1 \leftrightarrow 2} \exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right] \times \cdot  \tag{19}\\
& \times\{-\pi\}_{y, i}^{2 \leftrightarrow 3} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{-\pi\}_{y, i}^{1 \leftrightarrow 2} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right] \times \\
& \times\{\pi\}_{y, i}^{1 \leftrightarrow 2}\{\pi\}_{y, i}^{2 \leftrightarrow 3}\{\pi\}_{y, j}^{1 \leftrightarrow 2}\{\pi\}_{y, j}^{2 \leftrightarrow 3}
\end{align*}
$$

At the second stage, we will use formula (16) to transform the first factor of the right-hand side with the help of selective operators of rotation around the $Z$-axis:

$$
\begin{align*}
& \exp \left[-3 i \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{i}^{z} S_{j}^{z} S_{j}^{z}\right]=\left\{\frac{4}{3} \Delta t \frac{l}{N} R_{i j}\right\}_{z, i}^{1 \leftrightarrow 2}\left\{-\frac{4}{3} \Delta t \frac{l}{N} R_{i j}\right\}_{z, i}^{2 \leftrightarrow 3} \times \\
& \times \exp \left[-i \frac{4}{3} \Delta t \frac{l}{N} R_{i j}\right]\{-\pi\}_{y, j}^{2 \leftrightarrow 3} \times \exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right]\{-\pi\}_{y, i}^{2 \leftrightarrow 3} \times \\
& \times \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{-\pi\}_{y, i}^{1 \leftrightarrow 2} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{\pi\}_{y, i}^{1 \leftrightarrow 2} \times  \tag{20}\\
& \times\{\pi\}_{y, i}^{2 \leftrightarrow 3}\{-\pi\}_{y, j}^{1 \leftrightarrow 2} \exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right]\{-\pi\}_{y, i}^{2 \leftrightarrow 3} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right] \times \\
& \times\{-\pi\}_{y, i}^{1 \leftrightarrow 2} \exp \left[-i \frac{1}{3} \Delta t \frac{l}{N} R_{i j} S_{i}^{z} S_{j}^{z}\right]\{\pi\}_{y, i}^{1 \leftrightarrow 2}\{\pi\}_{y, i}^{2 \leftrightarrow 3}\{\pi\}_{y, j}^{1 \leftrightarrow 2}\{\pi\}_{y, j}^{2 \leftrightarrow 3}
\end{align*}
$$

At the next stage, we will transform another resulting multiplier of the evolution operator $\exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right]$ also with the help of selective operators of rotations around the Z-axis, which is transformed using formula (16):

$$
\begin{equation*}
\exp \left[-i \frac{2}{3} \Delta t \frac{l}{N} R_{i j} S_{j}^{z}\right]=\left\{\frac{4}{3} \Delta t \frac{l}{N} R_{i j}\right\}_{z, i}^{1 \leftrightarrow 2}\left\{\frac{4}{3} \Delta t \frac{l}{N} R_{i j}\right\}_{z, i}^{2 \leftrightarrow 3}, \tag{21}
\end{equation*}
$$

At the last stage, it's necessary to obtain a factor of the form $\exp \left[-i \Delta t \frac{l}{N} J_{i j} S_{i}^{z} S_{j}^{z}\right]$ included in the formulas, containing only the interaction of an individual pair of spins, from the general evolution of the system with Hamiltonian (12),
containing the sum of all interactions. For simplicity, in Hamiltonian (12), we set the coupling constants between spins taking into account the distances between them:

$$
\begin{align*}
& H_{s s}=-\frac{\sqrt{425}}{24} S_{2}^{z} S_{3}^{z}-\frac{\sqrt{2}}{24} S_{2}^{z} S_{4}^{z}-\frac{\sqrt{194}}{24} S_{2}^{z} S_{5}^{z}-\frac{\sqrt{8}}{24} S_{2}^{z} S_{6}^{z}-\frac{\sqrt{433}}{24} S_{3}^{z} S_{4}^{z}- \\
& -\frac{\sqrt{73}}{24} S_{3}^{z} S_{5}^{z}-\frac{\sqrt{421}}{24} S_{3}^{z} S_{6}^{z}-\frac{\sqrt{212}}{24} S_{4}^{z} S_{5}^{z}-\frac{\sqrt{18}}{24} S_{4}^{z} S_{6}^{z}-\frac{\sqrt{170}}{24} S_{5}^{z} S_{6}^{z} \tag{22}
\end{align*}
$$

Since the first spin was assigned the value of projection 1, we transferred the interactions with it to the field terms. It was possible to take other values of the constants (12), and the value of the exponent could be adjusted by choosing a time interval $\Delta t$.
As an example, we get $\exp \left[\frac{i}{3} \Delta t \frac{l}{N} \sqrt{170} S_{5}^{z} S_{6}^{z}\right]$. To do this, let's create spin inversion operators:

$$
\begin{align*}
& P_{k}^{-1}=\{-\pi\}_{y, k}^{1 \leftrightarrow 2}\{-\pi\}_{y, k}^{2 \leftrightarrow 3}\{-\pi\}_{y, k}^{1 \leftrightarrow 2}, \\
& P_{k}=\{\pi\}_{y, k}^{1 \leftrightarrow 2}\{\pi\}_{y, k}^{2 \leftrightarrow 3}\{\pi\}_{y, k}^{1 \leftrightarrow 2}  \tag{23}\\
& P_{k}^{-1} S_{k}^{z} P_{k}=-S_{k}^{z}
\end{align*}
$$

First, let's do the inversion of the second spin:

$$
P_{2}^{-1} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{2} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right]
$$

As a result, the next terms will be removed from the effective Hamiltonian: $-\frac{\sqrt{425}}{12} S_{2}^{z} S_{3}^{z}-\frac{\sqrt{2}}{12} S_{2}^{z} S_{4}^{z}-\frac{\sqrt{194}}{12} S_{2}^{z} S_{5}^{z}-\frac{\sqrt{8}}{12} S_{2}^{z} S_{6}^{z}$.
Then we multiply the sequence (24) into the sequence:

$$
\begin{equation*}
P_{3}^{-1} P_{2}^{-1} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{2} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{3} \tag{25}
\end{equation*}
$$

As result, we remove the terms: $-\frac{\sqrt{433}}{6} S_{3}^{z} S_{4}^{z}-\frac{\sqrt{73}}{6} S_{3}^{z} S_{5}^{z}-\frac{\sqrt{421}}{6} S_{3}^{z} S_{6}^{z}$.
Finally, we multiply the product of sequences (24) and (25) by the following sequence

$$
\begin{align*}
& P_{4}^{-1} P_{2}^{-1} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{2} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{3}^{-1} \times  \tag{26}\\
& \times P_{2}^{-1} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{2} \exp \left[-i \Delta t \frac{i}{N} H_{s s}\right] P_{3} P_{4}
\end{align*}
$$

which removes the terms: $-\frac{\sqrt{212}}{3} S_{4}^{z} S_{5}^{z}-\frac{\sqrt{18}}{3} S_{4}^{z} S_{6}^{z}$.
To obtain the multiplier $\exp \left[i \Delta t \frac{l}{N} \sqrt{170} S_{5}^{z} S_{6}^{z}\right]$, it is necessary to perform the same transformations, but the time interval must be increased three times.

## 5. Calculation and discussion

Using the rules described in the previous sections, we found the complete sequence of selective rotation operators and evolution intervals with the Hamiltonian of the spin-spin interaction, which is necessary for clustering (8). With the help of the found sequence, we calculated the clustering of six points into three groups on five qutrits, considered in Section 3. At the end of evolution at $t=T$, the probability that the system will be in the state $\langle 1,-1,0,-1,1,-1|$ decreased from 0.95 to 0.89 , for the same parameter values. This was a consequence of the transformation from (9) to (13). For
increasing fidelity, we should divide evolution (8) on a larger number of time intervals, i.e. increase $N$ and decrease $\Delta t$

## 6. Conclusions

Thus, we have developed the theory of controlling the qutrit system with the help of rotation operators, selective for the transitions between the energy levels of the qutrits. We have found sequences of selective rotation operators to engineer effective interactions that are linear and quadratic in the spin operators. In particular, the interaction between the squares of the operators of two spins was obtained from the Ising interaction. We have demonstrated the possibilities of controlling a system of five qutrits by the example of clustering a set of 6 points. The sequences obtained will allow experimentally clustering on systems of qutrits controlled by selective operators, for example, on ions in a trap ${ }^{14}$, on NVcenters in diamond ${ }^{15-17}$, or on transmons in a superconductor ${ }^{18,19}$.

## Acknowledgment

This work was supported by a grant from the Fund for the Development of Theoretical Physics and Mathematics "Basis" \# 20-1-5-41-1

## References

1. Kumar V., Bass G., Tomlin C., Dulny J., "Quantum annealing for combinatorial clustering", Quantum Inf Process 17, 39 (2018).
2. Zobov V. E., Pichkovskiy I. S., "Clustering by quantum annealing on three-level quantum elements qutrits", arXiv preprint arXiv:2102.09205 (2021).
3. Nielsen M. A., Chuang I. L., "Quantum computation and quantum information", Cambridge University Press, Cambridge (2000).
4. Preskill J., "Quantum computing in the NISQ era and beyond", Quantum, Vol. 2, P. 79 (2018).
5. Wang, Y., Hu, Z., Sanders, B.C., Kais, S., "Qudits and high-dimensional quantum computing", Frontiers in Physics, Vol. 8, P. 479 (2020).
6. Gottesman D., Kitaev A., Preskill J., "Encoding a qubit in an oscillator", Physical Review A, Vol. 64, No. 1, 012310 (2001).
7. Campbell E. T., "Enhanced fault-tolerant quantum computing in d-level systems", Physical Review Letters, Vol. 113, No. 23, P. 230501 (2014)
8. Ralph T. C., Resch K. J., Gilchrist A.,'Efficient Toffoli gates using qudits", Physical Review A, Vol. 75, No. 2, P. 022313 (2007).
9. Kiktenko E. O., Nikolaeva A. S, Peng Xu, Shlyapnikov G. V., Fedorov A. K.," Scalable quantum computing with qudits on a graph", Physical Review A, Vol. 101, No. 2, P. 022304 (2020).
10. Bravyi, S., Kliesch, A., Koenig, R., Tang, E.," Hybrid quantum-classical algorithms for approximate graph coloring", arXiv:2011.13420 (2020).
11. Muthukrishnan A., Stroud Jr, C. R," Multivalued logic gates for quantum computation", Physical Review A, Vol. 62, No. 5, P. 052309 (2000).
12. Tamir. B., "Quantum query complexity for qutrits", Physical Review A, Vol. 77, No. 2, P. 022326 (2008).
13. Zobov, V.E., Pekhterev, D.I., "Adder on ternary base elements for a quantum computer", JETP letters, Vol. 89, No. 5, P. 260-263 (2009).
14. Senko C., Richerme P., Smith J., Lee A., Cohen I., Retzker A., Monroe C.," Realization of a Quantum IntegerSpin Chain with Controllable Interactions", Physical Review X, Vol. 5, No. 2, P. 021026 (2015).
15. Neumann P., Kolesov R., Naydenov B., Beck J., Rempp F., Steiner M., Jacques V., Balasubramanian G., Markham M. L., Twitchen D. J., Pezzagna S., Meijer J., Twamley J., Jelezko F., Wrachtrup J., "Quantum register based on coupled electron spins in a room-temperature solid", Nature Physics, Vol. 6, No. 4 P. 249-253 (2010).

Choi J., Choi S., Kucsko G., Maurer P. C., Shields B. J., Sumiya H., Onoda S., Isoya J., Demler E., Jelezko F., Yao N. Y., Lukin M. D., "Depolarization dynamics in a strongly interacting solid-state spin ensemble", Physical review Letters, Vol. 118, No. 9, P. 093601. (2017)
17. Xu Z., Yin Z. Q., Han, Q., Li T., "Quantum information processing with closely-spaced diamond color centers in strain and magnetic fields", Optical Materials Express, Vol. 9, No. 12, P. 4654-4668 (2019).
18. Blok M. S., Ramasesh V. V., Schuster T., O’Brien K., Kreikebaum J. M., Dahlen D., Morvan A., Yoshida B., Yao N. Y., Siddiqi I., "Quantum information scrambling on a superconducting qutrit processor", Physical Review X., Vol. 11, No. 2, P. 021010 (2021).
19. Morvan A., Ramasesh V.V., Blok M.S., Kreikebaum J.M., O’Brien K., Chen L., Mitchell B. K., Naik R K., Santiago D.I., Siddiqi, I.:"Qutrit randomized benchmarking", Physical Review Letters, Vol. 126, No. 21, P. 210504 (2021).
${ }^{20 .}$ Choi, S., Yao, N.Y., Lukin, M.D., "Dynamical engineering of interactions in qudit ensembles", Physical Review Letters, Vol. 119, No. 18, P. 183603 (2017).
${ }^{21 .}$ O'Keeffe M.F., Horesh L., Barry J.F., Braje D.A., Chuang I.L.," Hamiltonian engineering with constrained optimization for quantum sensing and control", New Journal of Physics, Vol. 21, No. 2, P. 023015 (2019).
22. Zobov V. E., Pichkovskiy I. S., "Sequences of selective rotation operators to engineer interactions for quantum annealing on three qutrits", Proc. SPIE 11022, International Conference on Micro- and Nano-Electronics 2018, 110222V (15 March 2019); https://doi.org/10.1117/12.2521253
23. Zobov V., Pichkovskiy I., "Associative memory on qutrits by means of quantum annealing", Quantum Information Processing, Vol. 19, No. 9, P.1-12 (2020).
${ }^{24 .}$ Albash T., Lidar D. A., "Adiabatic quantum computation", Reviews of Modern Physics, Vol. 90, No. 1, P. 015002 (2018).
25. Zobov V.E., Ermilov A.S., "Implementation of a quantum adiabatic algorithm for factorization on two qudits", JETP, Vol. 114, No. 6, P. 923-932 (2012)


[^0]:    ${ }^{1}$ E-mail: pichkovskiy@bk.ru

