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1
Introduction
Andrey Miroshnichenko
School of Engineering and Information Technology, University of New South
Wales, Canberra, ACT, Australia

All-dielectric nanophotonics is an emerging field that studies
light-matter interactions at the nanoscale using high refractive
index dielectric materials, which can manipulate light with un-
precedented precision and efficiency. One of the most important
applications of all-dielectric nanophotonics is the design and fab-
rication of metasurfaces, which are two-dimensional arrays of
nanostructures that can control the phase, polarization, ampli-
tude, and direction of light with subwavelength resolution. Meta-
surfaces have attracted considerable attention due to their poten-
tial to enable a wide range of advanced photonic devices, such as
flat lenses, holograms, optical filters, and sensors, with high effi-
ciency and compact size. Therefore, all-dielectric nanophotonics
and metasurfaces play a crucial role in the development of next-
generation optoelectronic technologies, making them suitable for
a wide range of applications such as sensing, imaging, communi-
cation, and energy harvesting.

One of the fundamental characteristics of metasurfaces is
wavefront control, which refers to altering the transmitted and/or
reflected light by spatially modifying the metasurface properties,
allowing for beam focusing, beam deflection, and holographic
projections. Polarization control uses anisotropic meta-atoms
to adjust the polarization of light waves, allowing for subwave-
length polarization control in polarimetry and polarization imag-
ing. Emission control, which includes adjusting the rate of spon-
taneous emission processes by Purcell enhancement, enables
brighter LEDs, lasing action, and nonlinear frequency conver-
sions. Managing the quantum qualities of light for novel quantum
applications comprises increasing the generation of light with
quantum properties, altering quantum states, and manipulating
the state of quantum light once it is formed. Furthermore, detec-
tion control improves light absorption in ultra-thin layers, which
can then be converted into heat, photocurrent, or hot carriers for
plasmonic-enhanced photo thermoelectric conversion.

All-Dielectric Nanophotonics. https://doi.org/10.1016/B978-0-32-395195-1.00006-5
Copyright © 2024 Elsevier Ltd. All rights reserved.
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2 Chapter 1 Introduction

All-dielectric metasurfaces are nanostructured surfaces with
significant interaction with light, allowing for extraordinary minia-
turization of optical components and unprecedented control
over light wavefront, emission, and absorption. For more than
a decade, the notion of meta-optics, based on metasurfaces,
has been an active area of research, motivated by the need for
advanced-vision technologies that necessitate completely new
techniques for smart and miniaturized optical systems. By permit-
ting the engineering of light’s hidden qualities, such as phase, po-
larization, and angular momentum at the nanoscale, meta-optics
provides a potential approach for developing sophisticated ma-
chine vision. Over the last ten years, the field of meta-optics has
grown exponentially, with over 160 research groups working in the
field worldwide. The development of metasurface-based devices
with expanded functions, such as flat metalenses, polarization
imaging, microscopy, and biosensing, has resulted in the forma-
tion of multiple startup companies, proving the technology’s com-
mercial viability. Meta-optical systems offer previously unimagin-
able applications such as the Internet of Things (IoT), self-driving
cars, artificial intelligence (AI), wearable gadgets, augmented re-
ality (AR), and remote sensing. The most significant driving force
for the discipline is the incorporation of meta-optical elements
and devices into optical systems, which provides prospects for ex-
tremely miniaturized consumer optoelectronics.

The Kerker effect, which is the phenomenon of the preferen-
tial scattering of light in a specific direction employing anisotropic
scatterers, is one of the main elements of ADMs that enable their
key capabilities. The Kerker effect has crucial implications for op-
tical manipulation, sensing, and communication because it allows
for high-efficiency and low-loss directional control of light. Re-
cently, researchers have looked at using multipolar interference
in ADMs to boost the Kerker effect and obtain more efficient and
robust control over dispersed light. Multipolar interference is the
interaction of different orders of multipole modes in scatterers,
which can result in higher-order resonances and more compli-
cated scattering patterns. This method has shown promise in pro-
ducing more versatile and tunable ADMs with increased perfor-
mance and functionality.

There has been progress in all-dielectric metasurfaces that en-
able high-Q resonances and bound states in the continuum (BICs)
throughout the last decade. High-Q resonances allude to ADMs’
capacity to confine light for an extended length of time, resulting
in improved light-matter interactions and sensitivity. BICs, on the
other hand, are a high-Q resonance that occurs due to mode in-
terference in the ADMs and can result in complete suppression



Chapter 1 Introduction 3

of scattering in a specific frequency band. To create high-Q res-
onances and BICs, several ADM designs, such as photonic crystal
slabs, nanopillars, and Mie resonators, have been used. New fabri-
cation techniques such as electron beam lithography and focused
ion beam milling have been adopted to generate increasingly
complicated and accurate structures. Recent advances in high-Q
ADMs and BICs have created new opportunities to achieve strong
light-matter interactions and realize advanced optical functional-
ities. This has led to a variety of practical applications of high-Q
ADMs and BICs, such as improving the sensitivity and selectiv-
ity of biochemical sensing, high-performance filtering, and lasing
devices.

Nonlinear metasurfaces based on resonance effects are an in-
triguing new area in ADMs research with the potential to provide
a new generation of extremely efficient and tunable nonlinear op-
tical devices. Nonlinear materials respond to light intensity and
can thus be used to change the parameters of ADMs actively. By
incorporating nonlinear materials into the ADM design, tunable
and efficient nonlinear optical phenomena, such as second har-
monic generation, sum and difference frequency generation, and
four-wave mixing, are made possible. Because of the improved
light-matter interactions, the resonant nature of ADMs can con-
siderably improve nonlinear optical response. The employment
of high-Q resonant modes in ADMs, in particular, can greatly
boost nonlinear conversion efficiency. This is known as nonlinear
Fano resonance and occurs when the nonlinear process is acceler-
ated by the interference between the resonant and non-resonant
modes in the ADMs. Nonlinear metasurfaces based on resonance
effects have significant implications for a variety of applications,
including all-optical switching, frequency conversion, and high-
speed, low-power optical signal processing. Nonlinear metasur-
faces can also be utilized to generate new light frequencies, allow-
ing the realization of novel optical sources and detectors.

Another interesting class of all-dielectric metasurfaces that has
recently received a lot of attention are perfect absorbers. Perfect
absorbers are metasurfaces that absorb all incident light at a cer-
tain frequency or range of frequencies, while reflecting little or
no light at other frequencies. Perfect absorbers often consist peri-
odic array of dielectric resonators or nanopillars that interact with
incoming light to convert it to heat. Perfect absorbers have numer-
ous applications, including energy harvesting, thermal imaging,
and sensing. Perfect absorbers, for example, can boost solar cells’
efficiency by absorbing more incident light and converting it into
electricity.
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Furthermore, by selectively absorbing light at specific wave-
lengths, perfect absorbers can improve the sensitivity and reso-
lution of thermal imaging systems. Recent perfect absorber re-
search has concentrated on improving their performance and
utility through the use of sophisticated materials like graphene
and transition metal dichalcogenides, as well as novel production
techniques like nanoimprint lithography and roll-to-roll process-
ing. Furthermore, using multipolar interference and Fano reso-
nances in perfect absorbers enabled higher absorption efficien-
cies and tunable spectral selectivity.

Recent developments in all-dielectric metasurfaces have paved
the way for new research areas in strong-coupling effects and
chiral effects, which could lead to novel applications in quan-
tum optics, sensing, and photonics. Strong-coupling effects are
interactions at the quantum level between the electromagnetic
field and matter that can produce hybrid states known as polari-
tons. Strong-coupling effects in all-dielectric metasurfaces can be
achieved by coupling the metasurface’s resonances with a quan-
tum emitter such as a quantum dot or organic molecule, with
potential applications in quantum information processing, sens-
ing, and nonlinear optics. The interaction of light with chiral ma-
terials, which display asymmetry in their response to left- and
right-circularly polarized light, is referred to as chiral effects. All-
dielectric metasurfaces with strong chiral effects can be developed
and employed for optical rotation, circular dichroism, and selec-
tive chiral sensing. Recent chiral metasurface research has con-
centrated on achieving high-quality chiral responses and compre-
hending the underlying physical principles.

It should be noted that tremendous development in the design,
manufacture, and characterization of ADMs has been made. High-
efficiency metasurfaces for polarization control, beam shaping,
and wavefront engineering, for example, have been demonstrated
employing a variety of dielectric materials, including silicon, ger-
manium, gallium arsenide, titanium dioxide, and aluminum ox-
ide. These metasurfaces have demonstrated extraordinary per-
formance in terms of their ability to precisely modify the phase
of light, which is crucial for obtaining high-quality imaging and
sensing. ADMs have also been utilized to improve light absorp-
tion in thin-film solar cells and the efficiency of light-emitting
diodes. Another significant advancement in ADM research is us-
ing nonlinear dielectric materials to create tunable and active
metasurfaces, allowing for all-optical modulation and switching
of light using ADM. Importantly, the combination of ADMs and
plasmonic structures has resulted in the development of hybrid
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metasurfaces with high field enhancement as well as strong light-
matter interactions.
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2
Theoretical background
Adrià Canós Valeroa and Alexander S. Shalinb
aInstitute of Physics, University of Graz, and NAWI Graz, Graz, Austria.
bCenter for Photonics and 2D Materials, Moscow Institute of Physics and
Technology, Dolgoprudny, Russia

2.1 Maxwell’s equations
Consider a cavity embedded in free space, represented by a dis-

continuity in the dielectric permittivity �ε(r) = ε(r) − ε0, where
ε(r) is the permittivity of the cavity. Under the assumption that
all fields are time-harmonic with the form e−iωt (this convention
will be used throughout the chapter), the differential forms of the
macroscopic curl Maxwell’s equations read [1]:

∇ × E(r;ω) = iωμ0H(r;ω), (2.1)

∇ × H(r;ω) = −iωε(r)E(r;ω) + j(r;ω). (2.2)

j(r;ω) is the impressed current source generating the incident
field, which can be potentially located at infinity in the case of
a plane wave. From now on, the spatial dependence of the per-
mittivity will be omitted for brevity. By making the substitution
ε = ε0 + �ε and rearranging, we write:

∇ × E(r;ω) = iωμ0H(r;ω), (2.3)

∇ × H(r;ω) = −iωε0E(r;ω) + j(r;ω) − iωP(r;ω), (2.4)

with the equivalent polarization current P(r;ω) = �εE(r;ω).

2.2 General concepts of scattering theory
The main problem that we will be dealing with in this book

is illustrated in Fig. 2.1. In general, we will consider an incident
wave interacting with one or more dielectric nanocavities. The
latter will interact with the incident field and absorb or redirect
the electromagnetic energy. Imagine that we place a detector D

downstream from the particles. In the absence of them, the detec-
tor receives an input power P D

b , corresponding to the integral of

All-Dielectric Nanophotonics. https://doi.org/10.1016/B978-0-32-395195-1.00007-7
Copyright © 2024 Elsevier Ltd. All rights reserved.
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the Poynting vector of the incident field, Sb, over the cross section
of D:

P D
b = −

∫
∂D

Sb · n̂AdA. (2.5)

In the above, n̂A is a unit vector pointing upward, as shown in
Fig. 2.1. In the presence of the particles, the Poynting vector is
modified and D receives less power, P D . This phenomenon is
called extinction.

Let us now consider the general solution of Maxwell’s equa-
tions for this case. The solution to Eqs. (2.3) can be formed via the
Green’s function approach [2,3] as a Fredholm integral equation of
the second kind, or Lippmann-Schwinger equation:

E(r;ω) = iω

∫
Vb

¯̄Gb

(
r, r′;ω)

j
(
r ′;ω)

d3r ′

︸ ︷︷ ︸
Incident Field, Eb(r;ω)

+ ω2
∫

Vs

¯̄Gb

(
r, r′;ω)

P
(
r ′;ω)

d3r ′

︸ ︷︷ ︸
Scattered Field, Es (r;ω)

, (2.6)

where the first integral on the right-hand side runs over the vol-
ume containing j(r;ω), Vb, and the second integral is carried over
the volume of the scatterer Vs . Eb(r;ω) is an homogeneous solu-
tion to Maxwell’s equations with �ε = 0 (in the absence of the
scatterer). Es(r;ω) is the scattered field generated by the polariza-
tion currents induced in the cavity. We say that the total field can
be expressed as the sum of the scattered and incident fields. The
main task of the scattering problem is to determine the scattered
field, given some pre-specified incident field.

The Green’s function ¯̄Gb

(
r, r′;ω)

is sometimes referred to as the
electromagnetic propagator. Physically, it can be represented as a
3 × 3 matrix, where every column corresponds to the electric field
radiated at r by point electric dipole sources oriented along x, y

and z, respectively, located at r′. In a homogeneous environment,
for r /∈ Vs , it has the form:

¯̄GN
b

(
r, r′) = (−I + 3n̂R ⊗ n̂R

)
μ0

eikR

4πk2R3 , (2.7)

¯̄GI
b

(
r, r′) = (

I − 3n̂R ⊗ nR

)
μ0

ieikR

4πkR2 , (2.8)

¯̄GF
b

(
r, r′) = (

I − n̂R ⊗ n̂R

)
μ0

eikR

4πR
, (2.9)
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for the near, intermediate, and far field regions, respectively. In the
above, R = r − r′ and n̂R = R/R.

Both terms on the right-hand side of Eq. (2.6) are solutions to
Maxwell’s equations. By making the replacement E = Eb + Es in
Eq. (2.1), and subtracting the homogeneous solution in free space,
Maxwell’s equations can be rewritten to solve for the scattered
field:

∇ × Es(r;ω) = iωμ0Hs(r;ω), (2.10)

∇ × Hs(r;ω) = −iωε(r)Es(r;ω) − iω�ε(r)Eb(r;ω), (2.11)

which shows that the scattered field corresponds to the fields gen-
erated by the source Js(r;ω) = −iω�εEb(r;ω).

Figure 2.1. The scattering problem. An incident wave impinges on a collection
of scatterers with permittivity ε, producing a scattered field. The intensity down-
stream in the direction of propagation is then recorded by a detector D.

The most common experimental figures of merit of the scat-
tering process are the extinction, absorption and scattering cross
sections. These are determined by performing an energy balance
around a surface ∂S enclosing the particles, like the one shown in
Fig. 2.1. The energy Q accumulated inside ∂S per unit time must
be equal to the incoming minus the outgoing energy, so that

dQ

dt
= −

∫
∂S

S · n̂AdA. (2.12)

Note that, in the absence of gain, energy inside ∂S can only be
constant or decrease with time. Therefore, dQ/dt is nothing more
than the absorption power, Pa . The time-averaged Poynting vector
is defined as S = 1

2 Re(E×H∗). However, the total electric and mag-
netic fields can be decomposed into scattered and incident fields.
After this step, S can be rewritten as:

S = 1

2
Re(Eb × H∗

b) + 1

2
Re(Es × H∗

s ) + 1

2
Re(Eb × H∗

s + Es × H∗
b).

We identify three contributions: from left to right, the first corre-
sponds to the incident Poynting vector, the second is the scattered
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Poynting vector, and the third mixes the incident and scattered
fields. Integrating over ∂S, the first term gives 0 (since the incident
field enters and leaves ∂S), the second yields minus the scattered
power, −Ps , and we define the third term as the extinction power
Pext. After rearranging, we have:

Pext = Pa + Ps. (2.13)

Hence, the extinction power is the sum of the absorbed and scat-
tered powers from the ensemble of particles. To render these
quantities independent of the magnitude of the incident field, we
normalize them by the incident field intensity Ib. In SI units, Ib is
in W/m2 while the powers are in W. The resulting quantities have
the units of m2:

σext = σa + σs. (2.14)

These are, from left to right, the extinction, absorption and scat-
tering cross sections. By making use of the conjugated form of the
reciprocity theorem, we can derive a more convenient expression
for σext [4]:

σext = 1

2
Re

(∫
Vs

Eb · J∗dV

)
, (2.15)

where the extinction can now be recovered with an integral over
the scatterer volume. The integrand contains the induced current
J = −iω�εE.

2.3 Multipole decompositions
Multipoles are a central tool in the analysis and design of

nanophotonic devices. They allow a deeper understanding of their
behavior as well as physically intuitive explanations of important
phenomena such as directional scattering, anapoles, or the trans-
verse Kerker effect. In essence, a multipole decomposition con-
sists in expanding some quantity of interest, e.g., the scattered
electromagnetic fields, into a set of independent contributions.
Often, however, one can find in the literature two approaches for
performing the multipole decomposition, as shown in Fig. 2.2.

On the one hand, it is customary to perform a Taylor Series
Expansion (TSE) of the induced current or the vector potential
[5]. Within such approach, four kinds of terms are usually iden-
tified: electric, magnetic, magnetic Mean Square Radii (MSR),
toroidal and toroidal MSR. The currents associated with the elec-
tric, toroidal and toroidal MSR all radiate fields such that r · H = 0,
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where r is a radial vector. These kinds of fields are usually termed
transverse magnetic or electric. Oppositely, magnetic moments
and magnetic MSR radiate with fields such that r · E = 0, called
transverse electric or magnetic.

Figure 2.2. The multipole ‘zoo’. This figure summarizes the differences and similarities between the two multipole ex-
pansions of the electromagnetic field radiated by a source. The inner white wheels show the types of multipoles that
are identified in the expansions. The exterior wheel classifies the multipoles of the inner wheel into the two possible
types of electromagnetic radiation in free space, i.e., electric or magnetic. More details can be found in the text.

On the other hand, it is also possible to directly expand the
electromagnetic fields outside the source as a linear combination
of transverse Vector Spherical Harmonic functions (VSHs), which
fulfill either r · H = 0 or r · E = 0. Unlike the first approach, the VSH
expansion yields only two kinds of moments: electric or magnetic,
having a one-to-one relation with the electric or magnetic nature
of the radiated fields. While the second approach is well docu-
mented in the literature, there are few textbooks discussing the
TSE in detail. We dedicate this section to extensively discuss the
origin of both expansions, present an approach to easily visual-
ize multipoles, introduce the concept of toroidal multipoles, and
examine the relation between the TSE and VSH expansions.

2.3.1 Taylor series expansion
Consider a dielectric material that has been polarized by some

external electromagnetic field. The total polarization current is the
sum over the contributions of all the microscopic currents in the
object. Hence, we can write [5,6]:

P(r) =
∫

Vs

P(r′)δ(r − r′)dV ′, (2.16)
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where Vs denotes the volume of the object (scatterer), under con-
sideration and δ(r − r′) is the Dirac delta distribution in three di-
mensions. To obtain the TSE, we expand δ(r − r′) in a Taylor series
over a point r0, which is typically chosen to be the center of charge:

δ(r − r0 − �r) ≈ δ(r − r0) − (�r · ∇)δ(r − r0)+
1

2
(�r · ∇)2δ(r − r0) + O(�r3). (2.17)

Inserting Eq. (2.17) in Eq. (2.16), we get:

P(r′) ≈
∫

Vs

P(r′)δ(r − r0)dV ′ −
∫

Vs

P(r′)(�r · ∇)δ(r − r0)dV ′

+ 1

2

∫
Vs

P(r′)(�r · ∇)2δ(r − r0)dV ′. (2.18)

Starting from Eq. (2.18), we will now show how to retrieve ex-
pressions for the first multipoles. In particular, the zeroth-order
contribution corresponds to the electric dipole (ED) contribution,
the first-order term gives rise to magnetic dipole (MD) and electric
quadrupole (EQ) moments, and the second-order term results in
the electric octupole (EO) and magnetic quadrupole (MQ). Con-
sider the expression P(r′)(�r ·∇) appearing in the integrand of the
first-order term. For clarity, from now on we will omit the argu-
ments in the polarization and the delta distribution, and we will
only state them when they can arise confusion. Using the identity:

a × (b × c) = b(a · c) − c(a · b), (2.19)

with a = ∇δ, b = �r, c = P, we rearrange it as:

∇δ × (�r × P) = �r(P · ∇δ) − P(∇δ · �r). (2.20)

It is instructive to regard at the terms in Eq. (2.20) making use
of Einstein’s summation convention. In particular, we see that we
have terms of the form a(b · c) → ai(bj cj ). In this notation, we im-
mediately see that we can rearrange them as ai(bj cj ) = (aibj )cj ,
which in vector form can be written as a ⊗ b · c, where the sym-
bol ⊗ stems for outer product. Therefore, we have the identity
a(b · c) = a ⊗ b · c. Using this fact, and adding and subtracting
P(�r · ∇), we can rewrite Eq. (2.20) as:

∇δ × (�r × P) = �r(P · ∇δ) + P(∇δ · �r) − 2P(∇δ · �r),

∇δ × (�r × P) = (�r ⊗ P + P ⊗ �r) · ∇δ − 2P(∇δ · �r).
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This finally leads to:

P(∇δ · �r) = 1

2
(�r ⊗ P + P ⊗ �r) · ∇δ − 1

2
∇δ × (�r × P). (2.21)

Plugging Eq. (2.21) in the first-order term of Eq. (2.18), we can ma-
nipulate the expression to yield the MD and EQ contributions:

−
∫

Vs

P(r)(∇δ · �r)dV ′ = −1

2

∫
Vs

(�r ⊗ P + P ⊗ �r)dV ′ · ∇δ

− 1

2

∫
Vs

(�r × P)dV ′ × ∇δ

= −1

6
¯̄Q · ∇δ + i

ω

[
− iω

2

∫
Vs

�r × PdV ′
]

× ∇δ.

Here ¯̄Q is the EQ moment, defined as:

¯̄Q = 3
∫ [

�rP
(
r′) + P

(
r′)�r

]
dV ′. (2.22)

Notice that the delta distribution depends on r, not r′, and can
thus be taken out of the integrals. The second term on the right-
hand side can be identified as the MD moment, after noticing
that ∇δ × (�r × P) = ∇ × (�r × Pδ). The second term then gives
∇ × (mδ), with the MD moment m defined as:

m = − iω

2

∫
Vs

�r × PdV ′. (2.23)

Summing up the contributions, to first order, the Taylor series of P
yields:

P = dδ(r − r0) − 1

6
¯̄Q · ∇δ(r − r0) + i

ω
∇ × (mδ(r − r0)) + O(�r2).

(2.24)

d is the ED moment, defined as:

d =
∫

Vs

P(r′)dV ′. (2.25)

Similar steps to the ones above allow to obtain the EO and MQ
moments from the second-order term, yielding additional contri-
butions to the polarization, P2(r):

P2(r) = − i

2ω
∇ ×

[ ¯̄M · ∇δ(r − r0)
]
+ 1

6
Ô : ∇∇δ(r − r0). (2.26)
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¯̄M and Ô are, respectively, second and third rank tensors corre-
sponding to the MQ and EO moments:

¯̄M = −2iω

3

∫
Vs

(�r × P)�rdV ′, (2.27)

Ô =
∫

Vs

�r�r�r(∇ · P)dV ′. (2.28)

Eq. (2.23) and Eq. (2.26) together form the central result of this sec-
tion, namely, an expansion of the polarization current into con-
tributions of the individual multipoles. Starting from them, it is
possible to determine the electromagnetic field outside the source
by using Eq. (2.6). As an example, let us now obtain the far field be-
havior. In the far field, the Green’s function is given by Eq. (2.9). As
a result, the electric field is a spherical wave with the general form

E(r) = eikr

r
E0(n̂), where n̂ is a unit vector pointing in the radial di-

rection, i.e. n̂ = r
|r| . Inserting the TSE of Eq. (2.23) and Eq. (2.26)

into Eq. (2.6), together with Eq. (2.9), the electric field produced
by the scatterer is up to second order in the TSE:

E0(n̂) ≈ k2

4πε0

[
n̂ × (d × n̂) + 1

c
(m × n̂) + ik

6
n̂ × ( ¯̄Q × n̂)

+ ik

2c
n̂ × ( ¯̄M · n̂) + k2

6
n̂ × [n̂ × (Ô : n̂ ⊗ n̂)]

]
. (2.29)

When making the change n̂ → −n̂ in Eq. (2.29), the electric field
produced by the electric dipole does not change sign, while the
electric field produced by the magnetic dipole is flipped. For
quadrupoles, the opposite takes place, such that the magnetic
quadrupole field is even while the electric quadrupole one is odd.
The ‘odd–even’ behavior under space inversion is often referred to
as the parity of the multipole field. This peculiar property is at the
core of all multipolar interference effects.

2.3.1.1 Visualizing multipoles
In order to provide the reader with an intuitive picture of mul-

tipoles, we derive here a simple procedure to visualize the current
distributions that would generate them. This procedure was orig-
inally proposed in Ref. [7] for visualizing electric multipoles of ar-
bitrary order. Here, we adapt it also for magnetic ones. In what fol-
lows, it is perhaps more didactic to consider the induced currents,
which are directly related to the polarization, as J = dP

dt
= −iωP.

Let us first consider the current distribution associated to an
ED, i.e., Jd = −iωdδ(r − r0). The latter is simply the first term
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in Eq. (2.21) multiplied by −iω. In what follows, without loss of
generality, we set r0 = 0. Jd has a clear physical interpretation: it
corresponds to a linear current centered at r0 = 0, as depicted
in Fig. 2.3a. However, higher order currents are not so clearly vi-
sualized. For instance, a current generating an EQ moment is

JQ = iω
6

¯̄Q · ∇δ(r). From this expression, one can understand that
nonzero gradients of the field within the scatterer are necessary in
order to excite quadrupolar moments. Let us now inspect in more
detail a single component of the tensor, such as Qyx . The associ-
ated current is

JQ = iω

6

dδ

dx
≈ iωQyx

6

δ(x + s/2) − δ(x − s/2)

s
,

this approximate expression can be rewritten as:

JQ ≈ −iω[dQδ(x + s/2) − dQδ(x − s/2)], (2.30)

with dQ = Qyx

6s
. s is a small separation between the delta distribu-

tions. Hence, Eq. (2.30) tells us that Qyx can be visualized as two
effective ED moments displaced ±s/2 from the origin, polarized
along y, and out of phase with each other (Fig. 2.3b). Each compo-
nent of the EQ tensor can be visualized in the same fashion. The
approach can then be generalized to an arbitrary electric moment.
Namely, one can use ED moments as building blocks to ‘construct’
the current distribution of higher order moments.

Magnetic moments are better visualized by defining a “mag-
netic current” JH which obeys J = ∇ × JH . Considering only the
magnetic moments, JH is given by:

JH = mδr − 1

2
¯̄M · ∇δ(r). (2.31)

It is then straightforward to apply the same procedure as for the
electric moments. As in the case for the EQ, the Myx component
corresponds to two magnetic dipoles oriented along y, displaced
in x and in antiphase with each other.

2.3.1.2 Irreducible multipoles and the toroidal dipole
The expressions for the multipole moments given above are

not the most commonly used formulas in nanophotonic applica-
tions. The main reason for this is that certain combinations of the
high-order moments, as defined above, can lead to radiation pat-
terns identical to the low-order multipoles.
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Figure 2.3. (a) A single point ED moment polarized along y, corresponding to the current distribution J = −iωdêyδ(r).
(b) Representation of the Qyx quadrupole moment. (c) Emergence of a z-polarized toroidal dipole moment from the
antisymmetric part of the MQ tensor.

To see this, consider the MQ tensor given by:

¯̄M =
⎛
⎝ 0 M 0

−M 0 0
0 0 0

⎞
⎠

Surprisingly, inserting ¯̄M into Eq. (2.29) can yield a contribution to
the electric field:

EM ∝ [n̂ × (0,0,2M)T × n̂], (2.32)

which defines the same radiation pattern as an ED moment (com-
pare with the first term of Eq. (2.29)). Therefore, to trace a one-
to-one correspondence between the radiation patterns and the
multipoles, it becomes necessary to determine a procedure for
extracting all such terms from the high-order tensors and intro-
duce them into the corresponding low-order multipoles. We call
this procedure a reduction. We are looking for an irreducible mul-
tipole representation.

It can be shown that two conditions are sufficient for any mul-
tipole to be in its irreducible form: the tensor must be symmetric
and also traceless. We will now illustrate the reduction procedure
for the lowest order multipoles.

We start with the EQ moment. The latter is represented by a
symmetric moment, but it is not traceless. This is a general rule for
all high order electric moments. The opposite happens for mag-
netic moments.

We “detrace” ¯̄Q following Applequist [8]:

Qij = Q′
ij + 1

3
δijQvv. (2.33)
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Qvv is the sum over the diagonal elements of the original tensor,
and is given by:

Qvv = 6
∫

Vs

r′ · P(r′)dV ′. (2.34)

It can be shown that Qvv only produces longitudinal fields, and
thus cannot contribute to radiation. Therefore, it will be ignored
in the following.

Similarly, the EO can be detraced:

Oijk = O ′
ijk + 1

5

[
δijOvvk + δikOvvj + δkjOvvi

]
, (2.35)

with Ovvk:

Ovvk = W =
∫

Vs

[
2(r′ · P)r′ + r2P

]
dV ′. (2.36)

Further, we need to symmetrize the magnetic moments. For this
purpose, we can use the fact that any arbitrary second rank ten-
sor can be expressed as a sum of a symmetric and antisymmetric
tensor:

Aij = 1

2
(Aij + Aji)︸ ︷︷ ︸
Symmetric

+ 1

2
(Aij − Aji)︸ ︷︷ ︸

Antisymmetric

. (2.37)

We can see that the antisymmetric part is in fact defined by a vec-
tor, since:

Aij − Aji = εvij (εαβvAαβ) = εvijNv, (2.38)

where we have introduced the vector Nv = εαβvAαβ . εijk is the Levi-

Civita tensor. Particularizing for ¯̄M , we get, for the symmetric part:

¯̄M ′ = ω

3i

∫
Vs

[(r′ × P)r′ + r′(r′ × P)]dV ′. (2.39)

And the vector N is:

N = −2iω

3

∫
Vs

[r′2P − (r′ · P)r′]dV ′. (2.40)

Hence, ¯̄M can be decomposed as:

¯̄M = ¯̄M ′ + ¯̄M ′′ = ¯̄M ′ + 1

2
εvij N. (2.41)
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We can now introduce Eq. (2.41) to the electric field in Eq. (2.29).
We get, for the ¯̄M term:

n̂ × ( ¯̄M · n̂) = n̂ × ( ¯̄M ′ · n̂) + 1

2
n̂ × ( ¯̄M ′′ · n̂),

where ¯̄M ′′ is the antisymmetric tensor defined as ¯̄M ′′ = εvijNv . The
first term clearly retains the same functional form, however, the
second term gives:

1

2
n̂ × ( ¯̄M ′′ · n̂) = −1

2
n̂ × (N × n̂).

A similar procedure for the EO yields a second contribution to the
ED fields. The sum of both contributions is then (taking into ac-
count the correct prefactors):

−1

2

ik

2c
n̂ × (N × n̂) − k2

6

1

5
n̂ × (W × n̂) = n̂ × (

ik

c
T × n̂).

With T finally given by:

T = iω

10

∫
Vs

[2r ′2P − (r · P)r′]dV ′. (2.42)

T is the lowest order moment of the toroidal family, and is most
often referred to as the toroidal dipole moment (TD).

We can visualize toroidal moments with the same trick illus-
trated previously. For instance, we can easily draw the current
corresponding to the combination Tz ∝ Mxy − Myx . The first term
leads to two antiparallel MD moments polarized along x and dis-
placed in y, and vice versa for the second component (Fig. 2.3c).
It turns out that the TD moment is characterized by a head-to-tail
arrangement of MDs, separated by an infinitessimal distance from
each other. In the limit of s → 0, the latter can be seen as a contin-
uous distribution of MD moments, i.e., as a current winding along
a torus.

Since the radiation patterns of the ED and the TD are identi-
cal, they can interfere in the far field. If the two moments are out
of phase, their radiation can be mutually canceled, leading to the
anapole effect discussed in Chapter 6.

By performing the same process to high order terms in the TSE,
it is possible to derive more contributions with the same radia-
tion pattern [9]. These are the so-called toroidal MSR. The same
procedure also leads to magnetic MSR, having the same radiation
patterns as the magnetic moments.
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2.3.2 Expansion in vector spherical harmonics
A second approach to derive the multipole decomposition of

the scattered field is based on an expansion into vector spheri-
cal harmonics (VSHs) [1]. Since the latter is developed in detail in
many standard textbooks, e.g., Ref. [1], (see also the excellent work
[10]), we limit ourselves to the presentation of the main results.

VSHs form a complete and orthogonal basis set for any vector
function defined on a spherical surface. We define the VSH Xlm as
[1]:

Xlm = − m√
l(l + 1) sin θ

Ylmθ̂ − i√
l(l + 1)

∂Ylm

∂θ
φ̂, (2.43)

where θ̂ and φ̂ are unit vectors along the polar and azimuthal di-
rections in the spherical coordinate system. The quantum num-
bers l,m denote the angular momentum and its projection to the
z-axis. The Ylm are spherical harmonic functions. Within, or out-
side the smallest spherical surface surrounding the scatterer (or
scatterers), the scattered field can be expanded as [1,7]:

Es(r, θ,φ) =
∞∑
l=1

l∑
m=−l

Cl

{
1

k
alm∇ ×

[
h

(1)
l (kr)Xlm(θ,φ)

]

+ blmh
(1)
l (kr)Xlm(θ,φ)

}
,

(2.44)

with Cl = ilE0[π(2l + 1)]1/2, where E0 is the amplitude of the in-
cident illumination, k is the wavevector, and h

(1)
l (kr) is a spheri-

cal Hankel function of the first kind. The coefficients alm and blm

are the electric and magnetic scattering coefficients, respectively.
They can be calculated as an integral over a sphere surrounding
the scatterer (or scatterers) [1]:

alm = Bl

∫ 2π

0

∫ π

0
Y ∗

lm(θ,φ)r · Esca sin θdθdφ,

blm = iZ0Bl

∫ 2π

0

∫ π

0
Y ∗

lm(θ,φ)r · Hsca sin θdθdφ,

(2.45)

where the prefactor Bl is:

Bl = (−i)l+1k

h
(1)
l (kr)E0

√
π(2l + 1)l(l + 1)

,

and Z0 is the wave impedance in free space. The scattering cross
section can then be presented as an incoherent sum of the electric
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and magnetic contributions:

σs = π

k2

∑
l,m

(2l + 1)[|alm|2 + |blm|2]. (2.46)

The fields associated with the a1m coefficient are identical to the
ED moment as defined in the TSE. Notice that it also has three
components a11, a10, a1−1, and is thus a vector. Hence, it is usu-
ally referred to as ED coefficient. The same rule applies to higher
order coefficients, i.e. a2m is the EQ coefficient, etc. The magnetic
coefficients follow the same rule.

2.3.2.1 Scattering from a sphere
Analytical solutions for the scattering coefficients (2.45) are

available for spherical objects with isotropic permittivities under
plane wave illumination. In this case, only the m = 1,−1 contribu-
tions are nonzero [11]:

al,1 = −al,−1 = mψl(mx)ψ ′
l (x) − ψl(x)ψ ′

l (mx)

mψl(mx)ξ ′
l (x) − ξl(x)ψ ′

l (mx)
,

bl,1 = bl,−1 = mψl(x)ψ ′
l (mx) − ψl(mx)ψ ′

l (x)

mξl(x)ψ ′
l (mx) − ψl(mx)ξ ′

l (x)
.

(2.47)

In the above, the size parameter x = kRs , where Rs is the sphere
radius; m = ns/n0 is the ratio between the refractive indices of
the sphere and the surrounding environment, ψl(z), ξl(z) = ψl(z)−
iχl(z), ψl(z) = zjl(z) and χl(z) = −zyl(z) are the Riccati-Bessel func-
tions; jl(z), yl(x) stand for the spherical Bessel functions; and the
prime (′) sign denotes derivative over the argument. Inserting
Eqs. (2.47) into Eq. (2.46) allows to reconstruct the scattering cross
section of a sphere of any size, provided that sufficient terms are
included in the expansion. An example for the case of a dielec-
tric sphere is shown in Fig. 2.4. With decreasing wavelength, the
sphere is seen to support multipolar resonances of different kinds,
both electric and magnetic.

A less known fact about Mie theory is that it allows finding
the resonance frequencies of the Quasinormal modes (QNMs) of
the sphere. QNMs are self-sustaining oscillations with outgoing
boundary conditions that are responsible for the resonant features
in the scattering spectra of each multipole coefficient. A rigorous
discussion on QNMs can be found in section 2.4.

For a sphere, the QNMs are classified in electric and magnetic,
with different l [12]. The eigenfrequencies correspond to the poles
of Eqs. (2.47), which can be obtained by making the denominators
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Figure 2.4. Multipole decomposition of the scattering cross section for a high-
index dielectric sphere with n = 3.87 and radius Rs = 100 nm. The figure was
produced with the help of Eqs. (2.47).

zero, giving the characteristic equations:[
xh

(1)
l (x)

]′

h
(1)
l (x)

= [mxjl(mx)]′

m2jl(mx)
, (2.48)

[
xh

(1)
l (x)

]′

h
(1)
l (x)

= [mxjl(mx)]′

jl(mx)
, (2.49)

for the electric and magnetic modes, respectively.

2.3.3 Relations between the two decompositions
The TSE and the VSH expansions, when performed over the

same center of charge, describe equivalently the scattered field,
as long as sufficient terms are included. Until a few years ago, a
straightforward connection between the two decompositions was
not available. Recently, it was pointed out that the VSH expansion
can be modified to yield exact multipole coefficients as volume
integrals over the source in Cartesian coordinates [13]. The new
formulae for the multipoles include all the terms in the TSE, which
can be easily recovered from a Taylor series, as shown below. Here,
we provide an outline of the derivation, following the approach in
Ref. [4], which makes use of the Green’s function. The reader is also
invited to take a look at the original derivation in Ref. [14]. Let us
start by regarding the expression for the scattered electric field in
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the far field. From Eq. (2.6), the field radiated by a current j(r;ω)

can be evaluated as:

EF (r;ω) = iω

∫
Vs

¯̄GF
b

(
r, r′;ω)

j
(
r ′;ω)

d3r ′. (2.50)

In the far field, the observation point is very far from the source,
so that r >> r ′ and r >> 1/k. Using the identity R = |r − r′| = [r2 −
2r · r′ + (r ′)2]1/2, rewriting it in the binomial form:

R ≈ r
[
1 − 2r · r′

r2

]1/2
,

and expanding the term in brackets to first order in a Taylor series
with respect to r · r′/r2 leads to R ≈ r − n̂ · r′, with n̂ = r/r. Intro-
ducing the latter expression in Eq. (2.9) results in:

¯̄GF
b

(
r, r′;ω) = μ0

eikr

4πr
( ¯̄I − n̂ ⊗ n̂)e−ik

(
n̂·r′)

. (2.51)

Introducing Eq. (2.51) in Eq. (2.50) yields:

EF (r;ω) = iωμ0
eikr

4πr
( ¯̄I − n̂ ⊗ n̂)

∫
Vs

e−ik
(
n̂·r′)

j
(
r ′;ω)

d3r ′. (2.52)

We can now expand the factor e−ik
(
n̂·r′)

in the Green’s function
with respect to a point r0 ∈ Vs in spherical harmonics [1]:

e−ik
(
n̂·r′) = 4π

∞∑
l=0

l∑
m=−l

(−i)ljl

(
kr ′)Y ∗

lm(θ,ϕ)Ylm

(
θ ′, ϕ′) , (2.53)

where jl

(
kr ′) is the lth order spherical Bessel function, Ylm(θ,ϕ)

is a spherical harmonic, θ and ϕ
(
θ ′ and ϕ′) are the polar and az-

imuthal angles of n̂
(
n̂′) in the spherical coordinate system, and

the asterisk (∗) denotes complex conjugation. The sum can be fur-
ther reduced with the help of the addition theorem [1]:

Pl(cosγ ) = 4π

2l + 1

l∑
m=−l

Y ∗
lm

(
θ ′, ϕ′)Ylm(θ,ϕ), (2.54)

where γ is defined such that cosγ = n̂ ˆ·n′. Inserting the expansion
in Eq. (2.52), we get:

EF (r;ω) = iωμ0
eikr

4πr
( ¯̄I − n̂ ⊗ n̂)

∞∑
l=0

Sl , (2.55)
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with the Sl vectors defined as:

Sl = (−i)l(2l + 1)

∫
Vs

jl

(
kr ′)Pl(cosγ )j

(
r′)dr′. (2.56)

Applying detracing and symmetrization procedures to the Sl up to
l = 3, similar to the ones in section 2.3.1.2 (refer to [4] for details),
we can recover exact expressions for the dipole moments:

d =
∫

Pj0(kr)d3r + k2

10

∫ {
[r · P]r − 1

3
r2P

}
15j2(kr)

(kr)2
d3r, (2.57)

m = −3iω

2

∫
(r × P)

j1 (kr)

kr
d3r, (2.58)

while the EQ is:

¯̄Q =
∫

{3(r ⊗ P + P ⊗ r) − 2[r · P]I} × 3j1(kr)

kr
d3r+

6k2
∫ {

5r ⊗ r[r · P] − (r ⊗ P + P ⊗ r)r2 − r2[r · P]I
} j3(kr)

(kr)3 d3r,

(2.59)

and the MQ:

¯̄M = ω

3i

∫
{[r × P] ⊗ r + r ⊗ [r × P]}15j2(kr)

(kr)2 d3r. (2.60)

The radiated fields are identical to those of the TSE, [Eq. (2.29)].
The scattering cross section can then be evaluated as [6,13]:

σs = k4

6πε2
0 |Eb|2

[∑
α

(
|dα|2 +

∣∣∣mα

c

∣∣∣2
)

+ 1

120

∑
αβ

(∣∣kQαβ

∣∣2 +
∣∣∣∣kMαβ

c

∣∣∣∣2
)

+ · · ·
]
, (2.61)

where the α,β subscripts indicate summation over the tensor
components of the multipoles. Up to l = 2, this expression for σs

is exactly equivalent to Eq. (2.46).
The first term in the ED moment in Eq. (2.57) has a very similar

functional form to its TSE counterpart in Eq. (2.25), but critically,
it already includes the contributions of the toroidal dipole and the
higher order MSR, as can be shown from a Taylor series of j0(kr)

and j2(kr) with respect to kr [14]. In the small argument approxi-
mation, j0(kr) ≈ 1 − (kr)2/6 and j2(kr) ≈ (kr)2/15. This gives:

d ≈ dTSE + ik

c
TTSE, (2.62)
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where dTSE and TTSE correspond to the ED moment in the TSE
[Eq. (2.25)] and the TD moment [Eq. (2.42)]. Retaining higher or-
der terms in the Taylor series, it is also possible to recover the
expressions for the MSR.

2.4 Quasinormal modes
The multipolar framework introduced in section 2.2 provides

the primary means to classify and control the far-field response
of dielectric nanoresonators with relatively simple shapes, such
as disks (cylinders with small height), spheres or cubes. In such
cases, the radiation patterns of the particle resonances are mostly
associated with a single dominant multipole. This is due to the fact
that the solution to the scattering problem does not differ signifi-
cantly from that of a sphere. However, once the particle shape be-
comes more complex, the electromagnetic resonances can radiate
as mixtures of multipoles. In such cases, the multipolar picture
often leads to confusion and misinterpretation of the underlying
physics.

In order to properly describe the behavior of dielectric res-
onators of arbitrary shape, we must first put forward a general
theory of electromagnetic resonances. The latter has been exten-
sively developed in the last years, but its origins can be traced
back to Gamow [15] and Zel’dovich [16] to describe solutions of
the Schrodinger equation subject to outgoing boundary condi-
tions. The main idea, (developed in the next section) consists
in expanding an arbitrary solution of the scattering problem as
the sum of the contributions of the so-called Quasinormal modes
(QNMs) [17] or Resonant States [18], which correspond to self-
sustaining oscillations of the resonator (i.e., resonant modes). In
what follows, we will first summarize the main characteristics of
QNMs and later proceed to derive them in more detail. The dis-
cussion is largely based in Refs. [17,19–21]. As in most of this book,
we consider reciprocal, non-magnetic, isotropic materials. An ex-
tended theory that treats non-reciprocal materials can be found

in Ref. [22]. We denote by Fm(r;ω) = [
Em(r;ω) Hm(r;ω)

]T
the six-

component vector combining the electric and magnetic fields of a
QNM.

Formally, a QNM labeled m is a solution of Eqs. (2.1) with
j(r;ω) = 0. The latter can be expressed as an eigenvalue equation:

¯̄DFm(r; ω̃m) = −iωmFm(r; ω̃m), (2.63)
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Figure 2.5. (a) Scheme depicting a QNM of a resonant Fabry-Perot cavity. In space, the fields (blue lines) diverge at
increasing distance from the cavity. (b) Evolution of the QNM fields with time when the excitation has been turned off.
(c) Divergence of the QNM fields in space.

subject to outgoing boundary conditions:

lim
r→∞ er × Em = Z0Hm (2.64)

lim
r→∞ er × Z0Hm = −Em. (2.65)

The matrix ¯̄D is given by:

¯̄D =
(

0 ε−1∇×
−μ−1

0 ∇× 0

)
. (2.66)

Hence, to every QNM m we can associate a field Fm and an eigen-
frequency ωm. In an isolated cavity, such as a lossless Fabry-Perot
resonator formed by two perfectly conducting walls, the reso-
nances are perfectly bound within the resonator, implying that
the light remains perfectly trapped for an infinite time. QNMs, on
the other hand, progressively decay to the far field after their ini-
tial excitation. As a result, their eigenfrequencies become complex
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ωm = Reωm + i Imωm. Reωm is the resonance frequency (i.e., the
optimal frequency of the excitation to drive the resonance), and
Imωm = −γm, where γm is a positive real number representing the
inverse lifetime.

To understand this and the origin of the negative sign in the
imaginary part of ωm, consider the time dependence of a single
QNM, namely exp(−iωmt) = exp(−i Reωmt) exp(−γmt). Due to ra-
diation, the fields will now exponentially decay in time, while os-
cillating at the resonance frequency, as shown in Fig. 2.5b. Note
that, unless we keep the negative sign in Imωm, the fields would ex-
ponentially increase instead of decay, which would violate energy
conservation. Of course, γm also takes into account ohmic losses
in the resonator and/or the environment. In the remaining of this
discussion, we will neglect the latter, since radiation losses play
the dominant role in dielectric materials. The exponential decay
in time also creates a seeming paradox, shown in Fig. 2.5c and de-
picted also in Fig. 2.5a. In the far field, the fields of the QNM will
have the spatial dependence Em ∝ exp(iωm/c). As a result, they will
exponentially increase with increasing distance from the cavity.
This effect can be understood when taking into account causality:
at shorter times, the field that radiates away from the cavity has
larger amplitudes than at longer times. In this section, we present
a detailed derivation of the QNM expansion for mesoscopic di-
electric cavities. We believe the QNM framework provides a much
needed complementary analysis to multipole decompositions, as
it allows to describe the resonant response of the system in a phys-
ically transparent fashion. Nowadays, the QNM expansion has
been implemented in the freeware MAN [23] for the popular fi-
nite element software COMSOL Multiphysics©. MAN also comes
with a variety of example models for both plasmonic and dielec-
tric nanoresonators. Other options include the nanobem toolbox
developed by Hohenester and co-workers in Matlab® [24].

2.4.1 Spectral theorem for open systems
Before discussing the QNM expansion in the context of elec-

tromagnetism, we dedicate this subsection to presenting key con-
cepts on general spectral decompositions for non-Hermitian op-
erators. These form the basic tools needed to derive the QNM ex-
pansion.

We consider a generalized eigenvalue problem with operators
A and B of the form:

Avn = −λnBvn, (2.67)
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supplemented by some a priori unspecified boundary conditions
that determine the domain DL of the vector space where all eigen-
vectors are included. The subscript “n” denotes a specific eigen-
vector of the eigenvalue λn. In what follows, we assume that there
is only one eigenvector for each eigenvalue (i.e., there are no de-
generate eigenvalues). These can most of the times be treated
through the Grahm-Schmidt orthogonalization procedure, except
in very special cases, known as exceptional points. For a detailed
discussion of the latter, we refer the reader to Chapter 8.

We can rewrite Eq. (2.67) in a more compact form by defining
an operator L(λn) = A+ λnB:

L(λn)vn = 0. (2.68)

We refer to Eq. (2.68) as the right eigenvalue problem, for reasons
that will become clear in the following.

We define an inner product for the vector space containing the
vectors vn:

〈y|x〉 =
∫

V

y†xdV, (2.69)

where y, x are two arbitrary vectors in the space, and † denotes
conjugate transpose. We also introduce an adjoint of the operator
L, denoted as L†, determined by the relation:

〈y|Lx〉 = 〈L†y|x〉. (2.70)

An operator is called hermitian or self-adjoint when L = L†, and
non-hermitian or non-self-adjoint otherwise. In open systems,
particularly any kind of electromagnetic scatterer, we will see that
we are dealing with non-Hermitian operators. In order for the
right eigenvectors to be readily used in expansions of the quan-
tities of interest, we need to prove some kind of orthogonality
relation so that we can use them as a basis of the vector space.
However, this is not straightforward to do for non-Hermitian op-
erators. We require one more ingredient in our formulation, left
eigenvectors, which are solutions to the left eigenvalue problem:

L†(λ̃n)wn = 0, (2.71)

lying in some vector space with a domain D
†
L. If the operator is

Hermitian, the left eigenvalue problem is equivalent to the right
eigenvalue one.

We further assume that we are dealing with an arbitrarily large,
yet finite number of eigenvectors. In this case, it can be shown that
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the eigenvalues of the left eigenvalue problem are the complex-
conjugate of the right eigenvalue problem, i.e., λ̃n = λ∗

n. Before
proceeding, we show that the left and right eigenvectors obey a
bi-orthogonality condition, which is nothing else than a relation
between vn and wn. Consider the products:〈

L†(λm)wm

∣∣∣vn

〉
= 0, (2.72)

〈wm|L(λn)vn〉 = 0. (2.73)

The latter two vanish since L(λn)vn = L†(λm)wm = 0. Since, by
the definition of the adjoint operator in Eq. (2.70), we have〈
L†(λm)wm

∣∣vn

〉 = 〈wm|L(λm)vn〉, then:

〈wm|(A+ λmB)vn〉 = 〈wm|(A+ λnB)vn〉 ,

which can be rearranged to give:

(λm − λn) 〈wm|Bvn〉 = 0. (2.74)

Eq. (2.74) implies that the product 〈wm|Bvn〉 vanishes for all m �= n.
This result is known as the bi-orthogonality condition.

Our goal is to reach an expansion of the vector u, which is a
solution the inhomogeneous problem:

L(λ)u = S, (2.75)

where S corresponds to a source. We assume u can be expanded
as a weighted sum of the right eigenvectors:

u =
∑
n

αnvn, (2.76)

where the coefficients αn are to be determined. Inserting Eq. (2.76)
into Eq. (2.75) and taking the inner product of both sides with a left
eigenvector wm, we get:∑

n

αn 〈wm|L(λ)vn〉 = 〈wm|S〉 ,

∑
n

αn 〈wm|Bvn〉 (λ − λn) = 〈wm|S〉 .

We can now use the bi-orthogonality condition to get rid of the
summation, leading to an expression for the αm coefficient:

αm = 1

λ − λm

〈wm|S〉
〈wm|Bvm〉 . (2.77)
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2.4.2 Quasinormal mode expansion
We are now ready to deal with the particular case of Maxwell’s

equations. Starting from Eqs. (2.1), there are many equivalent
ways to choose the operators A and B. Here, we follow Ref. [20]
and define symmetric matrices:

¯̄A = −i

(
0 ∇×

∇× 0

)
, (2.78)

¯̄B =
(

ε 0
0 −μ

)
. (2.79)

In analogy with Eq. (2.75), we can rewrite Eqs. (2.1) as:[
−i

(
0 ∇×

∇× 0

)
+ ω

(
ε 0
0 −μ

)]
F =

(−iJ
0

)
, (2.80)

with λ = ω, and S = (−iJ 0
)T

. Our goal is now to find the adjoint
L† and its associated left eigenvectors. To determine L†, we im-
pose Eq. (2.70). The term on the right-hand side gives:

〈F1|L(ω)F2〉 =
∫

V

F†
1L(ω)F2dV

=
∫

V

[
−i(∇ × H2 · E†

1 + ∇ × E2 · H†
1) + ωεE†

1 · E2 − ωμH†
1 · H2

]
dV.

Here the volume V of the integral must include the resonator and
its surroundings. To simplify the above expression, we can make
use of the identity:

∇ · (A × B) = B · (∇ × A) − A · (∇ × B), (2.81)

in order to rearrange the first two terms:

∇ × H2 · E†
1 = H2 · ∇ × E†

1 − ∇ · (E†
1 × H2),

∇ × E2 · H†
1 = ∇ × H†

1 · E2 − ∇ · (H†
1 × E2).

With the help of the divergence theorem, this leads to:

∫
V

F†
1L(ω)F2dV︸ ︷︷ ︸
〈F1|LF2〉

=

∫
V

[L(ω)F†
1] · F2dV︸ ︷︷ ︸〈

L†F1
∣∣F2

〉
+ i

∫
∂V

(E†
1 × H2 + H†

1 × E2) · n̂dS︸ ︷︷ ︸
I∂V

. (2.82)
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The surface integral I∂V runs over the surface ∂V of the volume V .
Suppose I∂V = 0 for some volume V . Then, L† is nothing else than
the complex conjugate of L. To make I∂V vanish, we take a volume
large enough to be considered in the far field so that the radiation
conditions can be imposed. First, we rewrite each of the terms in
the integrand of I∂V separately:

(E†
1 × H2) · n̂ = E†

1 · (H2 × n̂),

(H†
1 × E2) · n̂ = E2 · (n̂ × H†

1).

In the far field, Eqs. (2.64) give n̂ × H2 = −Z0E2. Hence the inte-
grand of I∂V becomes:

E2 · (n̂ × H†
1 + Z0E†

1).

On the other hand, the fields E†
1, H†

1 fulfill the conjugate of
Eqs. (2.64), so that n̂ × H†

1 = −Z0E†
1. As a result, the integrand van-

ishes and I∂V = 0. The left eigenvectors Wn are found by solving
the left eigenvalue problem:

L∗(ω)Wn = 0, (2.83)

which can be equivalently written as:

(A∗ + ω∗B)Wn = 0. (2.84)

Note that B∗ = B, since we have assumed the materials are loss-
less. Taking the complex conjugate of Eq. (2.84), it turns out that:

(A+ ωB)W∗
n = 0. (2.85)

Since W∗
n is a solution to the right eigenvalue problem and F∗

n ful-
fills the conjugate of Eqs. (2.64), we can conclude that Wn = F∗

n.
We are now ready to calculate the expansion coefficients.

Hereon, we assume that we can integrate over a domain large
enough for the radiation conditions to be fulfilled so that we can
get rid of I∂V . In numerical calculations, particularly the finite el-
ement method, it is possible to use perfectly-matched layers to
achieve a fast convergence with the domain size [17]. An analytic
normalization for any volume surrounding the scatterer is also
possible by including the term I∂V . However, the derivation of the
expansion coefficients is slightly more involved [22]. Taking into
account these considerations, we can directly apply Eq. (2.77),
which for our case gives:

αm = − i

ω − ωm

∫
V

Em · JdV∫
V

EmεEm − Hmμ0HmdV
. (2.86)
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The normalization factor 〈wm|Bvm〉 is simply given by:

Nm =
∫

V

EmεEm − Hmμ0HmdV. (2.87)

We now proceed assuming all fields are normalized such that
Nm = 1. The scattered field is produced by a current J = −iω�εEb.
Inserting the latter into the previous expression, we get:

αm = ω

ωm − ω

∫
V

Em�εEbdV . (2.88)

We can now appreciate that the contribution of each individual
QNM is just a Lorentzian centered at ω = ωm. We can now calcu-
late modal expansions for all quantities of interest. Since we have
assumed lossless materials, the absorption cross section is 0. The
extinction cross section can be directly computed as:

σext = Pext

I0
= ω

2I0

∫
V

Im[�εE∗
b · Es]dV =

∑
m

σext,m, (2.89)

where σext,m is the contribution of each individual QNM:

σext,m = ω

2I0

∫
V

αm(ω) Im[�εE∗
b · Em]dV. (2.90)

It is also possible to calculate the multipolar content of a QNM
to analyze the far-field behavior. This can be done by inserting
the polarization current Pm = �εEm into Eqs. (2.57)–(2.60). We
can also investigate the response of the cavity to a point source,
or an arbitrary combination of multipoles, by inserting Eq. (2.24)
into Eq. (2.77). For instance, consider a point ED source with
J = −iωdδ(r − r0). The total field inside the cavity and its vicinity
can be decomposed as Etot = ∑

m Am(ω)Em, with Am(ω) = ω
ωm−ω

d ·
Em(r0), assuming again Nm = 1. It is then straightforward to calcu-
late quantities such as the decay rate of a point ED emitter, which
gives [17]:

γ

γ0
= − 3

4π2

∑
m

Im

(
ω

ω − ωm

λ3

2Ṽm

)
, (2.91)

where Ṽm is the complex mode volume, defined as:

Ṽm = 1

2ε0|Em(r0) · u|2 , (2.92)

and u is the dipole polarization direction, i.e., d = du. In the pre-
vious we have assumed the cavity to be embedded in air.
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2.5 Phenomenological models
2.5.1 Coupled harmonic oscillators

As has been shown in section 2.4, the response of a dielectric
nanocavity can be synthesized as a sum of QNMs. Thus, as a first
approximation to the more general QNM theory, it is reasonable
to trace an analogy with a set of coupled mechanical oscillators.
In many cases of interest, the dynamics of the resonator can be
mapped to a simple model of two driven harmonic oscillators
(Fig. 2.6a). Often one of the oscillators is strongly driven (a bright
mode), while the other is only weakly driven or only excited due to
the coupling with the bright mode (a dark mode).

To illustrate the idea, consider two oscillators with masses m1 =
m2 = m, connected by a third spring, as shown in Fig. 2.6a. Oscilla-
tor 1 is driven by a harmonic force f = f0e

−iωt . First, we proceed to
derive the equations of motion. Assume for the moment that there
is no driving force. If we keep 2 fixed, and displace 1 by a distance
x1, the latter will feel a force −k1x1 − gx1, where k1 is the spring
constant and g is the spring constant of the connecting spring.
Keeping x1 fixed, but moving x2, we also get a force on x1, +gx2.
Newton’s law gives:

mẍ1 = −k1x1 − gx1 + gx2.

We can also introduce a damping term −γ1ẋ1, that would take
into account losses due to radiation and dissipation. Finally, when
adding the driving force, the equations of motion read:

ẍ1 + γ1ẋ1 + (ω2
1 + g)x1 − gx2 = f0e

−iωt ,

ẍ2 + γ1ẋ1 + (ω2
2 + g)x2 − gx1 = 0.

(2.93)

In the previous, we have made the choice m = 1 and assumed the
second oscillator has no losses. ω1 and ω2 are the resonance fre-
quencies of the uncoupled oscillators (i.e., if g = 0). Let us now
find the stationary response of the system. Eqs. (2.93) can then be
solved assuming solutions of the form:

x1 = c1e
−iωt ,

x2 = c2e
−iωt .

Inserting these ansatz into Eqs. (2.93), we can write down the fol-
lowing algebraic system of equations:
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(
−ω2 + iωγ1 − (ω2

1 + g) g

g −ω2 + iωγ2 − (ω2
2 + g)

)
︸ ︷︷ ︸

¯̄M

(
c1
c2

)
=

(
f0

0

)
.

(2.94)

The ci coefficients give:

c1 = f0(ω
2
2 − ω2)

(ω2 − ω2
1 + 2iγ1ω)(ω2 − ω2

2) − g2
, (2.95)

c2 = f0g

(ω2 − ω2
1 + 2iγ1ω)(ω2 − ω2

2) − g2
. (2.96)

Using the expressions for |ci(ω)|, we can reproduce the lineshapes
associated with interesting phenomena, such as Lorentz or Fano
resonances, as shown in Fig. 2.6b,c. Let us now find the eigen-
modes of the coupled system. For simplicity in the expressions,
we assume small dissipation losses and neglect γ1 unless stated
in the text. The eigenmodes are self-sustaining oscillations in the
absence of driving force. They can be found by setting f0 = 0 in

Figure 2.6. (a) Scheme depicting two coupled harmonic oscillators driven by a force f . The coupling constant g is
usually assumed to be significantly weaker than k1, k2. (b) Lorentz profile obtained with |c1| with the following pa-
rameters: ω1 = ω2 = 0.5, γ1 = 0.01, f0 = 0.1, g = 0. (c) Fano resonance realized in the same fashion but with
ω1 = 0.05, ω2 = 0.5, γ1 = 0.1, f0 = 0.1, g = 0.05.
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Figure 2.7. Resonance frequencies of the coupled system of oscillators obtained
with Eqs. (2.97). Blue line corresponds to ω+, while the black line is ω−., as a
function of a tuning parameter p. Gray lines show the uncoupled eigenfrequen-
cies. We assume that ω1 = 2p2, while ω2 = 0.5. In this example, we set g = 0.1.

Eq. (2.94) and solving for the nontrivial solutions, for instance, by

finding det
[ ¯̄M(ω)

]
= 0. The two eigenfrequencies are [25]:

ω2± = 1

2
[ω2

1 + ω2
2 ±

√
(ω2

1 − ω2
2)

2 + 4�2ω1ω2], (2.97)

with � = g√
ω1ω2

. We can now study their evolution with different

values of the parameters. The most interesting behavior occurs
when the original eigenfrequencies are nearly degenerate (ω1 ≈
ω2 ≈ ω0). Where the eigenfrequencies originally crossed, we now
get:

ω2± = 1

2
[2ω2

0 ± 2�ω0] = ω2
0 ± g.

For g << ωi , a Taylor series yields ω± = ω0 ± g
2ω0

+ O(g2). Hence,
due to the coupling we get a splitting of

ω+ − ω− = g

ω0
= �. (2.98)

The eigenfrequencies of the toy model with and without coupling
are plotted in Fig. 2.7. The eigenfrequencies are seen to “avoid” the
crossing. If we had taken into account losses, the splitting would
only be visible when g/γ1 >> 1 [25]. The observation of avoided
crossing is usually taken as the hallmark of strong coupling. In this
regime, the energy per unit time exchanged between the two oscil-
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lators is much larger than the energy dissipated by each of them.
The new eigenmodes can be expressed as a linear combination of
the original oscillators [25]:(

c+
c−

)
=

(
sin θM cos θM

cos θM − sin θM

)
=

(
c1
c2

)
, (2.99)

where θM is the mixing angle, which, as its name indicates, deter-
mines the degree of mixing between the two original uncoupled
oscillators. It is given by the equation:

tan θM = ω2
2 − ω2+

g
. (2.100)

2.5.2 Temporal coupled mode theory
In the previous section, we have shown a simplified model of

coupled oscillators allowing to capture the most essential qualita-
tive features of electromagnetic resonators. This approach, how-
ever, has important shortcomings in practice. On the one hand,
the equations become very cumbersome once the number of os-
cillators (number of resonances) in our system increases, com-
plicating the physical interpretation. On the other hand, its pa-
rameters are only weakly constrained. In order to quantitatively
describe a system, we are forced to rely on inaccurate multiparam-
eter fitting procedures, which can lead to unphysical results.

Most importantly, the coupled oscillator model is not imme-
diately suited to take into account energy transport into multiple
channels of a continuum (e.g., several multipolar waves or diffrac-
tion orders). Here, we will introduce a powerful general method
that, relying on a few approximations, can describe photonic sys-
tems of many different kinds, including dielectric metasurfaces
and isolated dielectric nanoparticles.

This method is called the Temporal Coupled Mode Theory, or
TCMT for short. The basic picture of TCMT is shown in Fig. 2.8a.
We study an arbitrary electromagnetic resonator that exchanges
energy with some environment through a set of incoming (+) and
outgoing (−) “scattering channels” with amplitudes si . The choice
of the scattering channels depends on the system. The most com-
monly used are plane waves (for planar systems such as metasur-
faces [26]) or VSHs (for finite systems such as isolated nanopar-
ticles [27]). They can also correspond to forward and backward
propagating waveguide modes [28]. The si are normalized such
that |s2

i | corresponds to the power carried by the ith channel. In
what follows, we make 5 main assumptions about our system [29]:
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Figure 2.8. (a) A resonator supporting an excited mode with amplitude a ex-
changes energy with the environment through scattering channels. (b) A metasur-
face operating in the 0th diffraction order, modeled as a two-channel structure.

1. The resonant modes are only weakly coupled with the scatter-
ing channels.

2. The system is linear.
3. The system is time-invariant.
4. Energy conservation is satisfied.
5. The system obeys time-reversal invariance.

We want to investigate how the (complex) amplitude a of the
resonant mode in the cavity changes with time. For simplicity, we
can normalize a such that |a|2 corresponds to the energy stored in
the mode. With time, the fields must decay as e−ωr t e−t/τ0 , where ωr

is the resonance frequency and τ0 = 1/γ0 is the mode lifetime due
to intrinsic (ohmic) losses and γ0 is the intrinsic decay rate. This is
a solution to the ordinary differential equation:

da

dt
= −i(ωr − iγ0)a.

However, we must also take into account that the mode can leak
or be excited through the available scattering channels. Then, (i)
the decay rate changes, and (ii) a must grow proportionally to the
input power. With these two in mind, the “equation of motion” for
the mode is modified to yield:

da

dt
= −i(ωr − iγ0 − i

∑
i

γi)a +
∑

i

αis
+
i , (2.101)

where αi is a proportionality parameter that indicates how well
light from the ith scattering channel is coupled to the mode. Con-
sider now the relation between incoming and outgoing channels.
In the absence of the resonator, the outgoing waves must be pro-
portional to the incoming waves, i.e. s−

i = βis
+
i . Once we introduce

the resonator, the mode can also leak a fraction of its energy to the
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outgoing channels. Hence:

s−
i = βis

+
i + dia. (2.102)

Similar to the CO model, there appear to be several unknowns
that require fitting. Now, we will show how to impose symmetry
constraints to drastically reduce the number of unknowns. In this
book, we will be dealing mostly with dielectrics with low ohmic
losses. Therefore, from now on we set γ0 = 0. Now, imagine all
channels shut down (no incoming power). Further, assume the
mode decays only through channel i = 1. Then, we know that en-
ergy from the mode must decay as:

d|a|2
dt

= −|s−
1 |2. (2.103)

Operating with Eq. (2.102) and its complex conjugate, we get:

−|s−
1 |2 = −2γ1|a|2.

Using Eq. (2.102) with s+
1 = 0 we notice that |s−

1 |2 = |d1|2|a|2. Insert-
ing this into the previous equation results in the relation |d|21 = 2γ1.
This can be extended (to first order in gammai) to all channels, i.e.
|di |2 = 2γi . Since similar considerations can also be used in what
follows, we will simplify our system and consider only one scat-
tering channel, omitting the subscript, writing only s±.

Next, we study the effect of time reversal symmetry. We have
started with the mode amplitude a(t), with the Fourier decompo-
sition:

a(t) =
∫ ∞

−∞
a(ω)e−iωtdω. (2.104)

Time-reversal implies switching time such that we get the ampli-
tudes:

ã(t) := a(−t) =
∫ ∞

−∞
a(ω)eiωtdω. (2.105)

However, we stick to our original convention of e−iωt . This is
simply done by using the property that any real function fulfills
a(−ω) = a∗(ω), leading to:

ã(t) =
∫ ∞

−∞
a∗(ω)e−iωt dω. (2.106)
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It turns out that â(ω) is nothing else than a∗(ω). Further, we can
use Eq. (2.101) to write down expressions for each Fourier ampli-
tude a(ω) and ã(ω), after replacing the time derivatives by −iω:

a(ω) = αs+

−i(ω − ωr) + γ
, (2.107)

ã(ω) = αs̃+

−i(ω − ωr) + γ
, (2.108)

where we have denoted by s̃+ the time-reversed incoming wave.
We want to study the time-reversed process of the mode decay in
Eq. (2.103), where we had originally set s+ = 0. In this first process,
the mode decays at the frequency ωr − iγ , with amplitude a(ω),
which from Eq. (2.107) is:

a(ω) = αs+

2γ
. (2.109)

Analogously, the amplitude of the time-reversed process is given
by:

ã(ω) = αs̃+

2γ
. (2.110)

With s̃− = 0, we get:

d|ã|2
dt

= 2γ |ã|2 = |s̃+|2 (2.111)

But we know that if the system is time-reversal symmetric, the in-
coming power of the time-reversed process must be equal to the
outgoing power of the original process, |s̃+|2 = |s−|2. Introducing
Eq. (2.110) in Eq. (2.111), we get:

α∗α = 2γ. (2.112)

A second consequence of the time-reversed process is that ŝ− = 0,
so:

0 = βs+ + dã,

as follows from Eq. (2.102). Since s̃+ = (s−)∗, and s− = da, we can
replace the latter in the previous expression. Recalling that ã = a∗,
we finally get:

βd∗ = −d. (2.113)



Chapter 2 Theoretical background 39

Summarizing all constraints:

α∗α = 2γ, (2.114)

d∗d = 2γ, (2.115)

βd∗ = −d. (2.116)

It is possible to introduce a last constraint due to reciprocity [28],
which imposes α = d. As long as we respect the weak coupling
condition (ωi >> γi), all these results can be generalized to an ar-
bitrary number of channels and resonant modes, leading to the
system of equations [30]:

da
dt

= −i ¯̄Ha + ¯̄DT s+, (2.117)

s− = ¯̄Bs+ + ¯̄Da. (2.118)

a is a column vector containing the amplitudes of all the modes,
while s± contains the amplitudes of all incoming(outgoing) chan-

nels. The elements Dij of the matrix ¯̄D determine the coupling of

mode j with the scattering channel i, ¯̄B is the background scat-

tering matrix and ¯̄H = ¯̄�r − i ¯̄� is often referred to as the effective
Hamiltonian. ¯̄� is a diagonal matrix with all the resonant frequen-
cies in its diagonal, and ¯̄� contains the radiative losses.

In analogy to the simple case studied above, the matrices are
constrained by:

¯̄D† ¯̄D = 2�, (2.119)

¯̄B ¯̄D∗ = − ¯̄D, (2.120)

where the superscript † indicates conjugate transpose.
Eqs. (2.117)–(2.120) determine the scattering response of the sys-
tem. In particular, they allow to reconstruct the so-called scatter-

ing matrix ¯̄S, connecting incoming and outgoing channels for a
fixed frequency of operation:

s− = ¯̄Ss+. (2.121)

By imposing a time dependence of e−iωt in Eq. (2.117) and

Eq. (2.118), ¯̄S can be directly found as:

¯̄S = ¯̄B + i ¯̄D(ω ¯̄I − ¯̄H)−1 ¯̄DT , (2.122)

where ¯̄I is the identity matrix.
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The TCMT formalism can be used to understand the coupling
of multiple modes in a very simple way. Assume two modes can be
described by the equations of motion:

da1

dt
= −iω1a1,

da2

dt
= −iω2a2.

In the above we have neglected the coupling with the scattering
channels. This can be introduced later in the same way as previ-
ously.

We introduce some perturbation in the system and allow the
modes to couple with some coefficients κij . Then, the equations
for the two modes read:

da1

dt
= −iω1a1 + κ12a2, (2.123)

da2

dt
= −iω2a2 + κ21a1. (2.124)

As before, the only assumption is that ω1,ω2 >> κ12, κ21. The
latter could be called weak coupling. However, we know from
Section 2.5.1 that weak coupling usually refers to the situation
when ω1 − ω2 << κ12, κ21, while strong coupling corresponds to
ω1 −ω2 >> κ12, κ21. It is important to emphasize that both regimes
are accessible under the assumptions of TCMT.

If the closed system is energy conserving, there are strict con-
straints on the coupling coefficients. Consider that energy is
present in the resonant system. In the steady state, the total en-
ergy in both modes must not change with time, so we must have:

d

dt
(|a1|2 + |a2|2) = 0.

Operating with this expression and Eqs. (2.123)–(2.124), we get:

a∗
1κ12a2 + a1κ

∗
12a

∗
2 + a∗

2κ21a1 + a2κ
∗
21a

∗
1 = 0.

The latter condition must hold for any phase difference between
a1 and a2. This can only happen when:

κ12 = −κ∗
21. (2.125)

Using Eq. (2.125), we can now write down Eqs. (2.123)–(2.124) in
matrix form as:

da
dt

= −i ¯̄Ha, (2.126)
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with ¯̄H now given by:

¯̄H =
(

ω1 κ

κ∗ ω2

)
. (2.127)

For a bimodal system, the most general form of the effective
Hamiltonian (taking into account radiation losses and in the ab-
sence of ohmic losses) would read:

¯̄H =
(

ω1 κ

κ∗ ω2

)
− i

D†D

2
. (2.128)

2.5.2.1 Example
We will now show with a particular example how to derive a

TCMT model from the general theory above. We choose a hypo-
thetical dielectric metasurface supporting a single resonant mode,
(Fig. 2.8b). As explained in section 2.6, only the zeroth diffraction
order can carry energy to the far field. As a result,power can be
exchanged with the environment through two channels i = 1,2,
corresponding to the plane waves propagating toward the upper
and lower half-spaces.

We first determine the background scattering matrix. In the
absence of the metasurface, incoming light from the top would
be fully transmitted and vice versa, so that B12 = B21 = 1 and
B11 = B22 = 0. Hence:

¯̄B =
(

0 1
1 0

)
. (2.129)

We have a single mode that can couple to two channels, so the

matrix ¯̄D = (
d1 d2

)T
. We can then use Eq. (2.119) to determine

the di up to a phase:

|d1|2 + |d2|2 = 2γ. (2.130)

Since the system is symmetric to a mirror reflection from the
x − y plane, we know that |d1| = |d2|, and in combination with
Eq. (2.130) we get |d1| = |d2| = √

γ . To fix the phase, we use
Eq. (2.120), which gives:

d∗
2 = −d1, (2.131)

|d2| exp(−iθ2) = − exp(iθ1). (2.132)

Since there are no other constraints, we are free to set one of the
phases. For instance, we set θ1 = 0, so that exp(iθ2) = −1. The final
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di are then d1,2 = ±√
γ . Our final equations look like:

da

dt
= −i(ω0 − iγ )a + √

γ s+
1 − √

γ s+
2 , (2.133)

s−
1 = s+

1 + √
γ a, (2.134)

s−
2 = s+

2 − √
γ a, (2.135)

where ω0 is the resonance frequency of the mode. To determine
the reflection and transmission from the structure, we calculate
the scattering matrix with Eq. (2.122):

¯̄S =
(

0 1
1 0

)
+ 1

γ − i(ω − ω0)

(
γ −γ

−γ γ

)
. (2.136)

The reflection r is nothing more than the S11 = S22 coefficient,
while transmission t is the S21 = S12 coefficient:

r(ω) = γ

γ − i(ω − ω0)
,

t (ω) = 1 − γ

γ − i(ω − ω0)
.

(2.137)

Reflectance and transmittance can be directly calculated as R =
|r|2 and T = |t |2, as shown in Fig. 2.9a, where a dip in transmission
centered at the resonance frequency can be appreciated. A plot
of arg(r) (Fig. 2.9b) demonstrates how the model is also capable
of reproducing the phase shift experienced by the incident light
upon reflection.

Figure 2.9. (a) Reflectance and transmittance calculated with Eqs. (2.137). Parameters: ω0 = 0.5, γ = 0.01. (b) Phase
shift induced in the incident light after reflection.
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2.6 General principles of periodic arrays
We dedicate this section to present basic concepts of periodic

photonic structures. The discussion provided here is by no means
complete. Extensive treatments can be found in well-established
textbooks [29,31]. We limit ourselves to essential results derived
from Bloch’s theorem in one dimension, which are necessary to un-
derstand the working principle of dielectric metasurfaces.

Figure 2.10. A periodic dielectric structure with period a is illuminated by an inci-
dent plane wave.

A prototypical one-dimensional periodic structure is depicted
in Fig. 2.10. The latter is composed of identical dielectric cavi-
ties repeated with a period a. The smallest repetitive unit is called
a unit cell. Consider an incident plane wave with wavevector k.
Upon interaction with the periodic array, a scattered field Et,r will
be produced, where the subscripts t, r denote transmitted or re-
flected fields, respectively. The periodicity imposes strict bounds
on the spatial dependence of the scattered field. In particular,
since the structure possesses a discrete translational symmetry
(i.e., it repeats itself along x after a period a), the scattered fields
can be expanded in a Fourier series in k-space, that obeys Bloch’s
theorem:

Et,r (x, z) =
∞∑

m=−∞
Ut,r

m (z)ei(k‖+mb)x, (2.138)

where b = 2π
a

is the reciprocal vector and k‖ is the in-plane com-
ponent of the incident wavevector (in our case, the x-component).
Eq. (2.138) tells us that the scattered fields are formed by a su-
perposition of plane waves with increasing in-plane wavevectors.
The contribution of each of these plane waves, distinguished by
the index m, is called a diffraction order. They are illustrated in
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Fig. 2.11 for the case of a normally incident plane wave. For the
0th diffraction order, light is reflected and transmitted without any
additional in-plane wavevector. However, higher orders “tilt” light
by an angle. To understand how the scattered light behaves in the
far field, it suffices to realize that Ut,r

m (z) must behave as a plane
wave in the limit of z → ∞, so that Ut,r

m (z >> λ) ∝ eikz,mz. Further-
more, due to energy conservation, we must have k2 = k2‖,m + k2

z,m.
We can then solve for kz,m:

kz,m = ±
√

k2 − k2‖,m = ±
√

k2 −
(

k‖ + 2πm

a

)2

. (2.139)

If k2 ≤ k2‖,m, kz,m is purely imaginary or 0. Then, the mth diffrac-
tion order would correspond to an evanescent wave that would
vanish in the far field, i.e. Ut,r

m (z >> λ) = 0. It turns out that only
the diffraction orders with k2 > k2‖,m can propagate to the far field.
Noting that ω = ck, we can rewrite this condition as ω > c|k‖,m|.
The lines ω = ±ck‖,m define the so-called light cone. Diffraction
orders with frequencies lying inside the light cone can propagate
to the far field. Those lying outside the light cone correspond to
evanescent waves.

Figure 2.11. Illustration of the 0th and 1st diffraction orders produced in the scat-
tering from a periodic dielectric structure.

A metasurface is a 2D periodic array where only the 0th diffrac-
tion order lies inside its light cone. All other orders must be
evanescent. If we allow m = 0, we require that the m = ±1 orders
are evanescent:

±k < k‖ + 2π

a
.
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This implies the condition |k − k‖| < 2π . For a normally inci-
dent plane wave, k‖ = 0 and we get a < λ. Thus, a metasurface
must have a subwavelength unit cell. Consider now the coefficient
Us

0(z), where s = t, r. By definition of the zeroth Fourier coefficient
[32]:

Us
0(z) =

∫ a/2

−a/2
Es(x, z)e−ik‖xdx. (2.140)

Then, at normal incidence k‖ = 0, we get:

Us
0(z) =

∫ a/2

−a/2
Es(x, z)dx. (2.141)

The zeroth order response is nothing more than the average re-
sponse of the single unit cell. This result can be directly general-
ized to two-dimensional arrays, simply by replacing the line in-
tegral by a surface integral. Writing Us

0(z >> λ) = Useikz,0z, we can

now define some reflection and transmission coefficients as t = Ut

E0

and r = Ur

E0
, where E0 is the amplitude of the incident wave. Hence,

since no diffraction orders are “open”, a metasurface reflects and
transmits light in an analogous fashion as an homogeneous ma-
terial slab would, despite being composed of an heterogeneous
array of scatterers.
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3.1 Introduction
3.1.1 Linear properties of dielectric materials

The key parameter defining the functionality of a resonant
all-dielectric nanostructure (besides its geometry) is the value of
the refractive index (n) and negligible, approaching zero, opti-
cal losses (k) of the material forming resonant nanoantennas. In-
deed, the ratio between the nanostructure characteristic size and
the resonant wavelength is proportional to 1/n, while the quality
factor of the fundamental Mie resonance scales as n2. Thus, the
increase in the refractive index supports both more pronounced
and deeper subwavelength resonances in all-dielectric nanostruc-
tures.

On the other hand, the refractive index and energy band gap
(Eg) of dielectrics and semiconductors are the two fundamental
parameters that govern their optical response, which is crucial
in the visible and infrared spectral ranges. The value of the re-
fractive index of dielectrics and semiconductors is closely related
to their electronic bandgap. Namely, according to the so-called
Moss’s law [1], the refractive index of a material decreases with
the increase of its energy band gap. This correlation can be un-
derstood if we assume that electrons in a valence band of a semi-
conductor are considered similar to the case of bound electrons
in a hydrogen atom. In this case, the energy needed to ionize the
atom and allow a transition of the electron to the conduction band
is defined as Eg ∼ 1/ε2, where ε is the dielectric permittivity of the
semiconductor. This scaling law is a very simple approximation
for the static refractive index known as Moss’s law [1] and reads:

n4Eg = 95 eV, (3.1)

All-Dielectric Nanophotonics. https://doi.org/10.1016/B978-0-32-395195-1.00008-9
Copyright © 2024 Elsevier Ltd. All rights reserved.
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Figure 3.1. (a) Comparison of the refractive indices and bandgap absorption thresholds for different materials (trian-
gles) and Moss relation (solid line). Reprinted (adapted) with permission from [3]. Copyright 2023 American Chemical
Society. (b,c) Real parts of dielectric permittivity of the bulk ReSe2 (left) and ReS2 (right) for different light polariza-
tions calculated within TDDFT. Adapted from [4] under CC BY 4.0. (d) Cross-sectional SEM image of the nanostruc-
tured ITO substrate and neff profile for the ITO layer. Adapted from [5] under CC BY 4.0.

or, in terms of absorption threshold wavelength,

n4/λe = 77 µm−1. (3.2)

This formula is a decent estimation for a huge variety of materials,
see Fig. 3.1a. However, such materials as gallium phosphide (GaP)
are among those that deviate from this law, exhibiting consider-
ably higher refractive index [2] at a relatively large energy band
gap.

From Moss’s law, one can expect that the refractive index
should be larger at lower frequencies of light. Indeed, the values
n > 10 can be easily achieved in the wide frequency range from
terahertz to mid-IR. In the near-IR and visible ranges, the refrac-
tive index values are currently limited by a value of approximately
4–5. According to Fig. 3.1a and literature [6], this is true for all
well-known high-index reference materials like gallium arsenide
(n ≈ 3.7), silicon (n ≈ 4), and germanium (n ≈ 4.5). In visible and
near-IR ranges, the broadband high refractive index is originated
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from a strong interband polarization. Moreover, in the work [4], it
was shown that such parameter (η) as the ratio between the sum
of the widths of the conduction �c and valence �v bands to the
bandgap Eg can contribute to high values of the off-resonant re-
fractive index.

η = �c + �v

Eg

. (3.3)

Indeed, this key parameter defines the value of the refractive
index for the frequencies slightly below the band gap. The refrac-
tive index can be increased if η is reduced, which can be achieved
in materials with flattened conduction and valence bands. For ex-
ample, such conditions can be observed in ReSe2 or ReS2, where
for the photon energies around 1 eV, the real part of the refrac-
tive index can be larger than 5, whereas its imaginary part re-
mains low (Fig. 3.1b,c). Moreover, one can observe extreme biaxial
optical anisotropy in these materials. These theoretical calcula-
tions are confirmed experimentally [7]. In principle, the criterion
in Eq. (3.3) can be used for the preliminary search of the prospec-
tive candidates for the novel high-index materials for all-dielectric
nanophotonics based on their band structures known from the lit-
erature.

Another direction is the lowering refractive index of materials,
which is needed for providing higher optical contrasts. Since air is
the perfect “material” with refractive index n = 1, one of the op-
tions is to create a composite material where nanostructures are
separated by air on a subwavelength scale, forming an effective
medium. According to the Maxwell-Garnett model [8], one can
introduce an averaged effective refractive index (neff ) of such a
medium, which usually possesses values between those for air and
the nanomaterial. In Fig. 3.1d, an example of such effective low-
index material is presented. Namely, it can be a layer of nanostruc-
tured indium-tin-oxide (ITO, n ≈ 2), where a significant fraction
of air results in a reduction of the effective refractive index from
neff ≈ 2 to neff ≈ 1 across the thickness.

3.1.2 Nonlinear properties of dielectric materials
It states that the coefficient of the second-order electric sus-

ceptibility response (χ2) is proportional to the product of the first-
order susceptibilities (χ1) at the three frequencies on which χ2
depends [9]. The proportionality coefficient is known as Miller’s
coefficient δ, which variation is relatively small in most experi-
ments [10].

χ2(ω1,ω2) = δ · χ1(ω1) · χ1(ω2) · χ1(ω1 + ω2). (3.4)
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Figure 3.2. Second-order susceptibility dependence on dielectric per-

mittivity. χ(2) is shown in ×10−12 m/V units. The data are given for wavelgnth
around 1 µm and taken from [11,12].

For the third-order susceptibility, there is the following connec-
tion between χ3 and χ1 values with new coefficient δ′ [11]:

χ3(ω1,ω2,ω3) = δ′ · χ1(ω1) · χ1(ω2) · χ1(ω3) · χ1(ω1 + ω2 + ω3). (3.5)

Therefore, the higher the refractive index of the dielectric material,
the higher the high-order nonlinear response.

In Fig. 3.2, there is a summary of χ2 values for materials, which
are wide-spread in all-dielectric nanophotonics, depending on
their dielectric permittivity. One can clearly see the general trend
governed by Miller’s rule, where χ2 is proportional to the ε3. Some
deviations from this trend are originated from strong dispersion
in some of these materials.

3.2 Conventional semiconductors
In the visible and near-IR spectral ranges, the highest known

permittivities are possessed by materials such as Si, Ge, GaP, GaSb,
and other narrow-band semiconductore (Fig. 3.3a). In the mid-IR
spectral range, narrower-band semiconductors and polar crystals
demonstrate even higher values, which were employed for the de-
sign of all-dielectric metasurfaces consisting of resonant particles
made of Te [13] or SiC [14]. In such materials, the spectral re-
gions corresponding to high refractive index originate from the
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Figure 3.3. (a) Refractive indices of materials available for dielectric nanopho-
tonics from visible to mid-IR spectral ranges. (b) A typical dielectric response of
a high-index material exhibiting a series of resonances. The shaded area depicts
two high-index plateaus related to material resonances. (c) The refractive in-
dex of several semiconductors and SiC shows behavior very similar to that of the
generic material shown in (b). Reprinted/Adapted with permission from [19] © The
Optical Society.

type of their electronic response, as shown in Fig. 3.3b, which
are formed by interband and phonon resonances. In the low-
frequency range, the response is purely dielectric (assuming that
the material is not doped with free carriers); in the IR and visi-
ble spectral ranges, these materials exhibit a series of resonances.
Due to the coupling of light to these resonances of the medium,
the regions of increased refractive index appear in the spectrum.
The low-frequency phonon–polariton resonance occurs due to
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the coupling of light with optical phonons of the crystal lattice of
polar crystals [15,16]. The higher frequency exciton–polariton res-
onance originates from interband transitions in semiconductors
and forms a pronounced plateau in their dielectric function. As
Fig. 3.3c shows, real semiconductors and polar materials indeed
demonstrate qualitatively similar dispersions of the refractive in-
dex.

The high refractive index of these materials comes at a cost
of increased absorption. According to the Kramers–Kronig rela-
tions [17], any dispersion of permittivity is related to dissipation.
As it was pointed out above, the high-index regions of semicon-
ductors and polar crystals stem from their exciton and phonon
resonances, which bring optical absorption. This fundamental
trade-off between absorption and high refractive index eventually
sets the limit to all-dielectric resonator performance.

There is a significant difference between the behavior of re-
fractive indices of semiconductors and polar crystals. In semicon-
ductors, the high refractive index at below-band gap frequencies
originates from a continuum of interband transitions [16], which
allows one to have a high index and a relatively low absorption at
the same time. In polar crystals, the high index is related to a single
phonon resonance, so that it is accompanied by a large absorption
coefficient [18].

Semiconductor materials may have either a direct or indirect
bandgap, which has a profound implication on the absorbing
properties. When light passes through a direct-band-gap semi-
conductor, a photon can be absorbed to the conduction band. At
the same time, when light travels through an indirect-bandgap
medium, due to the large mismatch between the electron and
photon wavevectors, such process does not occur, which results
in reduced optical absorption. Good examples of such materi-
als are c-Si and Ge. Nevertheless, even direct-bandgap materials
may demonstrate good performance if the operating frequency
lies slightly below the bandgap.

3.3 Emerging materials
3.3.1 2D materials

Atomically thin or 2D semiconductor materials attracted major
attention not only due to their outstanding conductive properties,
but also for the ability to widely tune their optical properties de-
pending on the material, number of layers, stacking, via electrical
current running through the material, and even the mechanical
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strain. In this section, we will focus on the most popular 2D mate-
rials for nanophotonics and their optical properties.

One of the most beneficial features of the 2D materials is the
ability for stacking multiple different isolated monolayers into van
der Waals heterostructures, revealing new phenomena and un-
usual properties [20]. Among the other, most popular from opti-
cal perspective are hBN and graphene family, 2D dichalcogenides
and 2D oxides. By stacking those materials into van der Waals
multilayers, one can achieve unconventional physical phenom-
ena, including superconductivity [21–23], Moire excitons [24–26],
broadband optoelectronics [27], light-emitting diodes [28], thin-
film electronics [29], and many others [30]. Despite being attrac-
tive for such a broad range of applications, we will mostly focus on
a family of transition-metal dichalcogenides (TMDs) as the most
promising for high-index resonant nanophotonics. TMDs com-
pounds MX2, where M stands for metal (Mo, W, Re, Ta, etc.) and
X for chalcogenide (S, Se, Te, etc.) possess high refractive index in
the visible in bulk materials(see Fig. 3.5a), allow active light emis-
sion via bandgap engineering, and are highly nonlinear (χ(2)) and
anisotropic (see Fig. 3.5a,b), therefore, we will cover below mostly
them.

3.3.1.1 Linear properties
Owing to reduced spatial degrees of freedom and dominated

direct transitions from conduction to valence band in the vis-
ible and near-IR range, some 2D materials, namely TMDs, be-
come especially attractive for their exciton binding energies (EB

up to 1 eV) and high photoluminescence quantum yield [31–33].
These outstanding properties allow to host peculiar effects in-
cluding the creation of bright and dark excitons [34], electrical
tuning of exciton binding energy [35], bosonic condensation and
valley-polarized exciton-polaritons [36–38], light-emitting diodes
at room-temperature [39], and many others [40,41] including
single-photon emission [42–45].

Others that do not exhibit high inherent QY may also be highly
attractive for nanophotonics applications, like hexagonal boron
nitride (hBN) [46]. Despite being a wide-gap indirect semicon-
ductor, hBN serves great for a number of nanophotonics appli-
cations in UV and VIS optical ranges [47], namely atomically-
thin structures based on hBN may preserve the graphene plas-
mon lifetime [48], may host point defects for single-photon emis-
sion [49–51], support resonant nonlinear phenomena in the sur-
rounding structures [52] and also provide tools for tuning optical
losses and optical response in a wide range [53,54].
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3.3.1.2 Nonlinearities and anisotropy
Among other promising optical features in 2D materials, espe-

cially TMDs, is the inherent strong second-order nonlinearity and
anisotropy.

Figure 3.4. (a) Schematic of the crystalline structure of the ReS2 monolayer for 1T and 2H phases. Reprinted with
permission from [55]. Copyright 2023 American Chemical Society. (b) Energy differences of the phases in TMDs mono-
layers. Data used from [56].

In the ground state, TMD monolayers tend to possess certain
in-plane crystalline symmetry. Schematic of the crystalline lattice
of the ReS2 is shown in Fig. 3.4a. One can clearly see that the
1T phase monolayer exhibits inverse symmetry, therefore, mak-
ing, for instance, second-harmonic generation (SHG) forbidden.
However, there have been more reports claiming that ReS2 crys-
tals tend to posses 1T’ (distorted) ground state phase [57], or even
1T” (double distorted) that has been reported so far only nu-
merically [56]. Contrary to that, a 2H phase has in-plane broken-
inverse symmetry, demonstrating pronounced SHG response [55].
Indeed, most of the conventional TMDs monolayers, as depicted
in Fig. 3.4b, have a 2H phase as the most energetically beneficial,
therefore are very promising for nonlinear emission, as has been
proven in a number of papers [58,59]. Moreover, TMDs enable
highly efficient and strong tuning of the SHG emission via charge
carriers [60–62]. On top of that, stacking the monolayers with spe-
cific rotational angles improves the SHG emission [63–65]. Addi-
tionally, one can tune the intensity at emission direction with me-
chanical strain, as it affects the crystalline lattice symmetry [66].

Owing to the peculiar crystalline structure–individual mono-
layers of TMDs combined into bulk crystals demonstrate unprece-
dented optical anisotropy for in- and out-of-plane refractive in-
dex, as depicted in Fig. 3.5a,b [7,67,69]. The difference in refractive
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Figure 3.5. Bulk material properties. (a) represents high-anisotropy in refractive index between in-plane and out-
of-plane of the TMDC materials. Reprinted with permission [7]. Copyright 2023 American Chemical Society (CC BY
4.0). (b) compares TMDC anisotropy with conventional materials. Reprinted/Adapted with permission from [67] ©
The Optical Society (CC BY 4.0). (c) depicts optically resonant nanostructures reflecting the beneficial sides of TMDC
materials. Reprinted with permission from [68]. Copyright 2023 Wiley (CC BY 4.0).

index anisotropy is larger by order of magnitude compared to the
widely used calcite. Such anisotropy is highly attractive for mod-
ern nanophotonics applications that will be described below in
more detail.

3.3.1.3 Resonant structures
TMDs are highly attractive platforms for 2D technologies, how-

ever, they have proven to be efficient in resonant nanophotonics
applications. Indeed, both calculations and experimental studies
prove that bulk TMDs possess a very high in-plane refractive index
in the visible (n = 3.5 ÷ 5), as shown in Fig. 3.5a. Such properties
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enable the creation of optically resonant, subwavelength, high-
quality, atomically precise, active, and highly nonlinear nanos-
tructures.

The very first demonstration of TMDs-based single subwave-
length nanoresonators that hosted Mie-modes was shown in
2019 [70], where Verre et al. also demonstrated strong coupling
of anapole mode to exciton of WS2 - the material of the nanores-
onator itself. Anapole modes also serve to enhance SHG emission
in single nanodisks [71].

The advances in fabrication techniques also allow producing
periodic nanophotonics structures from TMDs for advanced light
manipulation [72–75]. However, one of the most promising fabri-
cation abilities was demonstrated recently by Munkhbat et al. [76],
where TMD flakes can be chemically etched into atomically sharp
periodic arrays of perfect hexagons down to several nanometers
thickness. More and more different nanophotonic structures were
demonstrated in [68] that support advanced light manipulation.

To wrap up, this section covered recent advances in 2D ma-
terials nanophotonics. This type of materials is widely used in
various applications. For all-dielectric nanophotonics, high-index
(n > 3.5) TMDs with huge optical anisotropy and active emis-
sion should be considered the most promising for the community
in the upcoming years. As the most perspective platform in the
upcoming years for resonant nonlinear TMD nanophotonics, we
would like to highlight 3R-MoS2 - a molybdenum disulfide stacked
in a bulk crystal with χ(2) magnitude of 10−7 m/V [58], which is
7 orders of magnitude higher than the 2H phase of MoS2, and
3–4 orders of magnitude higher nonlinear susceptibility than that
of BaTiO3 or LiNbO3. Such 3R-MoS2 already demonstrated a vast
range of applications in nanophotonics [77].

3.3.2 Halide perovskites
3.3.2.1 Linear properties

The high complexity of the methods for the creation and post-
processing of semiconductor-based nanostructures is still time-
consuming and expensive in most cases. Moreover, the samples
based on GaAs are several orders of magnitude more expensive
than those based on Si due to the high cost of the substrates,
as well as the use of complex epitaxial growth methods and rar-
ity of the material. Therefore, perovskite-based nanostructures
are more affordable and cheaper for the production on large
scales [78]. Using wet chemistry methods and roll-to-roll tech-
niques [79], it is possible to create flexible, cheap and efficient all-
dielectric nanophotonic devices. Also, recent progress in material
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Figure 3.6. Comparison of the dependencies for refractive index on bandgap
value for perovskites and different materials. Reprinted with permission from [80].
Copyright AIP Publishing.

sciences leads to the synthesis protocols, where halide perovskites
are demonstrated to be stable for thousands of hours under con-
ditions in a standard environment.

From the optical point of view, the real part of the refrac-
tive index of halide perovskites is significantly larger than that of
SiO2 or most polymers, making the perovskites suitable materials
for all-dielectric nanophotonics, owing to sufficiently high optical
contrast (see Fig. 3.6). Moreover, in situ chemical modification of
the halide perovskite bandgap [81,82] and, thus, variation of their
luminescence spectrum, opens up unprecedented opportunities
for reconfigurable nanophotonic devices not achievable with the
use of the conventional GaAs platform. As a result, halide per-
ovskite nanoparticles [83], nanowires [84,85], microdisks [86], mi-
croplates [87], nanoscale gratings [88], and metasurfaces [89,90]
are easy to fabricate and process, and they can become a conve-
nient and cheap part of optical circuitry in the near future [91].
Nevertheless, the existing silicon-based platform is much more
developed for on-chip integrated photonics [92], but it is expected
to be outperformed by the perovskites in the future.

Halide perovskites can be considered as direct bandgap ma-
terials resembling GaAs. Ab initio calculations [93] show that the
state contributed by the cation ‘A’ (e.g. Cs, MA, FA, etc.) is far from
the band edges, which means that it does not play a significant
role in determining the basic electronic structures in halide per-
ovskites. In turn, the valence band has Pb s and X p anti-bonding
character, whereas the conduction band is formed by the Pb p
states. This is the unique dual nature (ionic and covalent) of halide
perovskites electronic structure. In conventional semiconductors
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such as GaAs, the conduction band primarily has s orbital char-
acter, whereas the valence band primarily has p orbital character.
In contrast, halide perovskites exhibit an inverted band structure,
and the conduction band is mainly composed of degenerate Pb p
bands. The atomic p orbital is less dispersive than s orbitals, and
the density of states in the lower conduction band of the halide
perovskites is significantly higher than in GaAs, and it is several
orders of magnitude stronger than in Si. As a result, halide per-
ovskites have stronger the interband transition dipole moment,
yielding a high absorption coefficient and high quantum yield in
the emission of light.

Additionally, as compared to GaAs, halide perovskites also have
a high tolerance to defects for luminescence [94], excitons at
room temperature [95], the slightly lower refractive index in vis-
ible/near-infrared ranges, and reversibly tunable band gap from
1.5 eV up to 3 eV [81,82]. Due to these favorable characteristics,
ease of processing and low price, perovskites are the promising
family of materials for the next generation of optoelectronic and
nanophotonic devices. Namely, there is an urgent necessity to cre-
ate cheap, efficient, reliable and easy-to-manufacture solar cells,
LEDs, ultracompact lasers, nonlinear optical devices and optical
chips.

3.3.2.2 Nonlinearities and anisotropy
Nonlinear optical response of halide perovskites is superior to

many conventional semiconductors [96,97]. For example, CsPbX3
demonstrates efficient two-photon, three-photon, and even five-
photon absorption [98], being sufficient for multiphoton pumping
of lasing [99], which can be used for metasurfaces as well [100].
Third-harmonic generation has also been measured with high
third-order susceptibilities χ(3) exceeding 10−17 m2V−2 [101].
Second-harmonic generation from halide perovskite (CsPbX3 or
MAPbX3, where MA=CH3NH3) structures is not as effective on av-
erage due to the centrosymmetric crystalline structure. However,
lead-free perovskites (such as CsGeI3 and MAGeI3) exhibit giant
second-harmonic generation, with the second-order nonlinear
coefficient χ(2) exceeding the values of 150 pm V−1, comparable
with those for GaAs and many orders of magnitude larger than
the coefficients observed for silicon [90,102], as well as better than
most of the mid-index materials like CdSe, LiNbO3, and BaTiO3
(see Fig. 3.2).

Recently, strong anisotropy was observed in CsPbX3 perovskites,
where in-plane refractive index (nab) is larger than in perpendic-
ular direction (Fig. 3.7a). Optical anisotropy in the single-crystal
halide perovskite originates from an excitonic resonance, which
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Figure 3.7. (a) Anisotropic complex refractive index of CsPbCl3 and CsPbBr3. (b) Tunable refractive index of halide
perovskite microplates for crystallographic ab-plane. The inset shows the dependence of the refractive index at ex-
citon resonance nexc on stoichiometry number x of Cl atoms in mixed-halide composition CsPbBr3−xClx . (c) Tunable
birefringence of halide perovskites compared with other widely used anisotropic materials: rutile, calcite, LiNbO3,
and InGaS3. Reprinted/adapted with permission from [103]. Copyright 2023 American Chemical Society.

spectral position and strength are determined by the halogens
composition. In particular, it is possible to gradually modify the
optical anisotropy by 0.14, while optical anisotropy can be as high
as �n = 0.6 in the visible range, the largest value among non-van
der Waals materials (see the comparison in Fig. 3.7c). Moreover,
this anisotropy can be both in-plane and out-of-plane, depend-
ing on perovskite shape: rectangular or square. Hence, it can
serve as an additional degree of freedom for anisotropy manip-
ulation [103].

3.3.2.3 Resonant structures
Despite high sensitivity of the halide perovskite to polar liq-

uids and various gases, which destroy their crystalline structure
with ionic bounds, there are a lot of methods of their nanos-
tructuring [83]. Such methods as nanoimprint lithography [104,
105], electron beam lithography [100,106], laser printing [83], laser
projection lithography [107,108], and focused ion beam lithogra-
phy [89,109] were successfully used for the fabrication of nanos-
tructures and metasurfaces based on halide perovskites.

The relatively high refractive index of halide perovskites makes
it possible to employ them for the creation of nanoparticles that
support Mie resonances. This can result in enhancement of op-
tical field inside the nanoparticle and improve optical charac-
teristics of halide perovskites. In particular, this approach was
used to enhance the photoluminescence [83], lasing [110], for
optical cooling [111], as well as to modify extinction spectrum
of the island-like perovskite films [112]. Importantly, perovskite
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nanoparticles can be easily produced by relatively simple fab-
rication methods, such as laser ablation [83,112] and chemical
synthesis [110] and do not require multi-stage lithography pro-
cesses. Despite the wide range of potential applications for such
single perovskite nanoparticles, the creation of metasurfaces of
ordered meta-atoms can substantially expand their scope. One of
the first applications of perovskite metasurfaces was surface col-
oration [89]. After this, reversible in situ tuning of surface color
by a perovskite metasurface was demonstrated [113], which was
further developed for switchable holography [106]. As a result,
halide perovskite nanostructuring opened a new direction in all-
dielectric nanophotonics [114], which found numerous applica-
tions in photovoltaics [115], optoelectronics [116] and laser tech-
nologies [117].
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4.1 First and second Kerker conditions
Mie solution for high-index all-dielectric spherical nanoparti-

cles shows that such nanoparticles can support well-pronounced
magnetic and electric multipole resonances with reasonable qual-
ity factor in the optical frequency range (in particular, visible and
near-infrared), even in the case of the subwavelength size of the
sphere. In a general case, multipole resonances depend on the
size, shape, and composition of the nanoparticle as well as the fre-
quency of the incident light. For a high-index nanoparticle with
the refractive index nparticle ≈ 3.3–4 and characteristic dimension
D ≈ 150 nm (e.g., sphere diameter) and surrounded by air or low-
index dielectric, the wavelength of the first dipole resonance is
λ ≈ nparticleD ≈ 500–600 nm [1]. Thus, the characteristic size of
the nanoparticle required to support multipole resonances is sev-
eral times smaller than the operating wavelength [2]. Most impor-
tantly, the high contrast between the nanoparticle and surround-
ing refractive indices results in a low-loss reflection of light inside
the nanoparticle [3]. This reflection facilitates tight confinement
of the mode and strong resonances with relatively low radiative
losses (Fig. 4.1).

Practical high-index dielectric materials include silicon Si [4,
5], germanium Ge [6–8], or III-V compounds, which most com-
monly refer to gallium-indium-arsenide-antimonide-phosphide
compounds [9–13]. These materials have near-zero absorption
in some parts of the spectrum spanning the visible and infrared
ranges. But all-dielectric nanoparticles are not necessarily made
of such high-index materials. Based on the refractive index aver-
age value, one can identify other classes of materials: moderate-
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Figure 4.1. (a) Scattering intensity of a single spherical nanoparticle with a diameter of 160 nm made of silicon. The
experimentally measured scattering spectrum showed well-pronounced electric and magnetic dipole resonances.
Inset: dark-field microscopic image of these silicon nanoparticles. (b) and (c) Three-dimensional nanoparticle cluster
consisting of several thousand silicon nanoparticles: scalar bars are (b) 40 µm and (c) 5 µm. The nanostructure was
produced with laser printing [5,7]. Reproduced with permission from [7]. Copyright 2018 Wiley-VCH Verlag GmbH &
Co. KGaA.

index materials, such as cupric oxide CuO2 [14,15], titanium diox-
ide TiO2 [16,17], selenium Se, and silicon oxynitride SiNxOy with
nparticle ≈ 2–2.7 [18], and low-index materials, such as silicon oxide
SiO (dioxide SiO2 in an ideal case) and polymers with nparticle ≈ 1.5.
Here, we limit our examples to non-absorbing materials or those
with negligible losses. Nanoparticles made of moderate- and low-
index materials can also support Mie resonances excited at the
subwavelength scale, but light confinement in these cases is much
weaker. This results in relatively high radiative losses and reso-
nances that are not well-pronounced in the radiation spectrum.
In the all-dielectric nanoparticles, the electromagnetic field of Mie
resonances is mostly confined inside the nanoparticles. While the
reflection at the boundaries affects the mode confinement, the
surrounding medium index does not affect the optical proper-
ties to the same extent as it affects the properties of plasmonic
nanoparticles. In what follows, we mainly focus on the high-index
all-dielectric nanoparticle; but the same considerations can be ex-
tended to the nanoparticles with moderate or low refractive index.

The strong excitation of both magnetic and electric multipole
resonances gives an additional degree to control light scatter-
ing using such high-index subwavelength nanoparticles [19], and
these properties have been employed to improve the efficiency of
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optical nanoantennas. In what follows, we refer to forward scatter-
ing as the one in the direction of the incident light propagation il-
luminating the nanoparticle. Correspondingly, the back-scattered
light is the one in the direction opposite to the incident illuminat-
ing wave.

Kerker et al. [20] have theoretically analyzed the scattering
from a single sphere and reported two scattering conditions
where anomalous properties can be observed. The so-called first
Kerker condition states that for the particle with relative per-
mittivity εparticle and permeability μparticle equal to each other
(εparticle = μparticle), the scattering in the backward direction can
be reduced to zero. Similarly, the so-called second Kerker condi-
tion states that the forward scattering of the small particle can
be zero when a1 = −b1, where a1 and b1 are the first order elec-
tric and magnetic Mie coefficients. It is equivalent to εparticle =
(4 − μparticle)/(2μparticle + 1) for a small particle.

As we mentioned earlier, a high-index nanoparticle supports
not only electric multipoles but also magnetic ones. For a small
particle, one can consider only dipole moments. One can show
that the first Kerker condition is satisfied when the nanoparticle
polarizabilities corresponding to the electric (ED) αp and mag-
netic dipoles (MD) αm are equal. We note that nanoparticle polar-
izability is a complex quantity, and the equality should be satisfied
for the magnitude and phase value of the polarizability simulta-
neously. The suppression of back-scattering under the first Kerker
condition is often called Kerker effect.

While the first Kerker condition can be satisfied with any val-
ues of ED and MD polarizabilities, a particular practical interest is
drawn to the case when polarizabilities are large and at (or close
to) their resonant values. This is commonly referred to as resonant
Kerker effect.

One of the first demonstrations of the Kerker effect was per-
formed for spherical nanoparticles with characteristic sizes rang-
ing D ≈ 100–200 nm, and it was shown that a forward-to-backward
scattering ratio above six can be experimentally obtained [21]. The
resulting radiation asymmetry of the forward and backward scat-
tering components depends on the amplitudes and phases of the
induced ED and MD moments: a representative example is shown
for a spherical nanoparticle in Fig. 4.2 [22].

At the wavelengths λK1 and λK2 (Fig. 4.2), ED p and MD m mo-
ments induced in the nanoparticle are in-phase (zero phase dif-
ference) and equal in magnitude. Thus, the first Kerker condition
is satisfied, and it suppresses the back-scattering and allows a high
forward scattering. As the dipole moments are in-phase at λK1
and λK2, the Poynting vector of the field scattered by dipoles S ∝
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Figure 4.2. Ratio of backward to forward scattered energy of individual silicon
nanoparticle with diameter D = 120 nm in the air compared to normalized ab-
sorption spectrum with the resonances of ED and MD multipoles. The middle row
shows directivity plots for the different wavelengths of pronounced backward/for-
ward scattering: the ratio is the highest in AK and the lowest in K1 and K2 points.
The ratio is also small near the dipole resonances (denoted “EDR” and “MDR”),
which do not necessarily coincide with K1 and K2 points. The bottom row shows
three-dimensional schematics of far-field radiation patterns for various values of
the backward-to-forward ratio. The scattering is calculated for an isolated silicon
nanosphere with a diameter of D = 150 nm in free space. Analytical calculations
are performed using Mie theory. Reproduced with permission from [22]. Copyright
2017 Optical Society of America.

[p × m] points downward, which means that the dipole efficiently
scatters waves in the forward direction and no back-scattering is
observed (see K1 and K2 points in Fig. 4.2). Furthermore, at the
anti-Kerker (AK) wavelength, the backward-to-forward ratio is the
highest. For the wavelength between the ED and MD resonances,
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p and m have π phase difference, Poynting vector S points upward
(see AK point in Fig. 4.2).

However, spherical nanoparticles have spectrally separated ED
and MD resonances, and one can only observe the non-resonant
Kerker effect in the scattering from such nanoparticles. In con-
trast, nanoparticles with spheroid, disk or cuboid shapes allow for
independent changes of the geometrical parameters, and there-
fore, one can achieve an overlap of ED and MD resonances in
such nanoparticles [23] and observe the resonant Kerker effect. As
a downside, there are no general analytical solutions for disk or
cuboid nanoparticles, and the analysis needs to be performed us-
ing electromagnetic simulations, possibly supplemented by mul-
tipole decomposition [24–28].

In this section, let us limit the consideration to the case of small
nanoparticles and include only ED and MD in the calculations of
the radiated far field of a nanoparticle. First, we assume that the
induced ED moment is px and the induced MD moment is my . The
backward scattering cross-section of the nanoparticle σbackward is
defined as:

σbackward = k4

4πε2
0|Einc|2

|px −
√

εrmy

c
|2, (4.1)

where εr is the relative permittivity of the surrounding medium
(εr = n2

r , both εr and nr are considered real numbers throughout
this chapter), c is the speed of light, Einc is the vector of the inci-
dent electric field at the point of the ED and MD localization, k is
the wavenumber of the incident light in the surrounding medium
(k = k0

√
εr ), and ε0 is vacuum permittivity.

From Eq. (4.1), the first Kerker condition can be written as:

px =
√

εrmy

c
. (4.2)

The complex multipole moments can be expressed in a polar
form as:

px = Apeiφp , my = Ameiφm, etc. (4.3)

When we discuss the magnitudes and phases of the multipoles
below, we refer to the values Amultipole and φmultipole (multipole =
p,m,Q,M,O, or Om). Some of the magnitude values need to be
multiplied by a coefficient corresponding to the multipole term,
e.g.,

√
εr/c for MD (see, Eq. (4.2)). Two multipole moments (in-

cluding their corresponding coefficients) or polarizabilities being
equal means that both real and imaginary parts or magnitude and
phase values of two multipoles are equal simultaneously.
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The forward scattering cross-section of the nanoantenna
σforward is defined as:

σforward = k4

4πε2
0|Einc|2

|px +
√

εrmy

c
|2. (4.4)

Similar to the concept existing in the field of microwaves and
wireless communication [29], the Huygens dipole source antenna
can be introduced as a small element that includes ED and MD re-
sponse satisfying the first Kerker condition. In some sense, having
equal ED and MD polarizabilities of the nanoparticle can be seen
as having equal effective permittivity and permeability. If we re-
place the consideration of the isolated Huygens dipole source with
an effective medium, the impedance of such an effective medium
equals the impedance of the surrounding medium. If the effective
impedance of these two media is equal, the back-scattering at the
“interface” is zero and thus the first Kerker condition is satisfied.

We need to note that zero scattering in the backward (forward)
direction does not automatically mean an increase of scattering in
the forward (backward) direction. Excitation of electric and mag-
netic Mie resonances comes along with increased electromagnetic
fields, and if nanoparticle material has an imaginary part of the
permittivity ε′′

particle > 0, the field increase results in non-radiative
losses and heat dissipation. On one side, the material value of
ε′′

particle can be small for the dielectric excited with the energy be-
low the bandgap. On another side, resonant excitations greatly en-
hance light-matter interaction, and non-radiative losses increase
accordingly. Thus, while the directionality of scattering can be in-
creased by tailoring the nanoparticle properties to satisfy Kerker
conditions, the total scattering can still suffer from non-radiative
losses, absorption, and dissipation of energy into heat.

A recent analysis of nanoparticle scattering has been directed
to survey materials with refractive indices in the range of nparticle =
2–5 [30]. The theoretical Mie calculations have been performed
for a lossless dielectric sphere, and the target has been to ob-
serve maximum forward and near-zero backward scattering com-
ponents. The authors concluded that the optimum nanoparticle
refractive index is nparticle = 2.47 and the total scattering cross-
section can be several times larger than the geometrical cross-
section of the nanoparticle (≈ 3.5πD2/4). Interestingly, the authors
also point out that there are a number of materials with refrac-
tive index in that range and negligible material losses: diamond,
titanium dioxide TiO2, and strontium titanate SrTiO3. This makes
it realistic to design nanostructures based on such nanoparticles
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and apply them to practical devices. Of these three materials, tita-
nium dioxide can be processed in nanofabrication facilities with
well-established techniques and is commonly used for metasur-
faces [16,17].

4.2 Generalized Kerker effect
The first Kerker condition was originally derived for particles

with equal relative permittivity and permeability. It subsequently
was formulated in terms of polarizabilities of ED and MD for
the case of the optically small particle with dominating dipole
moments. Earlier literature often uses the terms “electric reso-
nance/mode” and “magnetic resonance/mode” assuming only
dipole excitations make a significant contribution.

Advancing further the theoretical models and exploring the
conditions for directional scattering, the researchers discovered
the generalized Kerker condition that includes higher-order mul-
tipoles in the considerations [31,32]. In a more general case, the
electric field radiated to the far-filed zone by several first multipole
moments located at the origin of the coordinate system can be ex-
pressed through the following multipole superposition [24,33]:

E (r) = k2
0eikr

4πε0r

(
[n × [p × n]] + 1

cr

[m × n] + ik

6

[
n ×

[
n × Q̂n

]]
+ ik

2cr

[
n ×

(
M̂n

)]
+ k2

6

[
n ×

[
n × Ô (nn)

]]
+ k2

6cr

[
n × Ôm (nn)

]
+ · · ·

)
, (4.5)

where k0 and k are the wavenumbers in vacuum and surround-
ing medium, respectively, ε0 is the vacuum permittivity, cr is the
light speed in the surrounding medium, and n = r/r is the unit
vector towards the observation point. Here, we additionally intro-
duced the tensors Q̂, M̂ , Ô, and Ôm of electric (EQ) and magnetic
(MQ) quadrupoles, and electric (EOC) and magnetic (MOC) oc-
tupole moments, respectively. The electric field irradiated to the
far-field point −r (the opposite direction and the same absolute
distance r) is directly obtained from Eq. (4.5) by replacing r and n

with −r and −n:

E (−r) = k2
0eikr

4πε0r

(
[n × [p × n]] − 1

cr

[m × n] − ik

6

[
n ×

[
n × Q̂n

]]
+ ik

2cr

[
n ×

(
M̂n

)]
+ k2

6

[
n ×

[
n × Ô (nn)

]]
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− k2

6cr

[
n × Ôm (nn)

]
+ · · ·

)
. (4.6)

Comparison of Eqs. (4.5) and (4.6) shows that ED, MQ, and EOC
radiate an electric field in the directions r and −r with the same
phase, while MD, EQ, and MOC with a phase difference equal
to π . This means that the Kerker effect, leading to the suppres-
sion of backward or forward scattering, can only be realized with
the simultaneous contribution of the multipole moments from
both groups. Note that the first group includes multipole mo-
ments that change sign during the inversion of the coordinate
system (odd multipoles), while the second group includes mul-
tipoles that do not change sign (even multipoles). Thus, ED (MD),
MQ (EQ), and EOC (MOC) are the odd (even) multipole moments.
The directional scattering with the participation of not only dipole
terms, but also higher-order multipoles, can be called a general-
ized Kerker effect.

Various terminology has been used in the literature over the
years, but in this chapter, we use terms in the following way. Term
condition is used when we analyze only the forward or backward
direction of light scattering with respect to the incident wave.
Term effect is used when we describe directional scattering by a
group of multipoles without specifying whether it occurs in the
forward or backward direction.

Let us consider a particular case when only the first three mul-
tipoles are excited (ED, MD, and EQ). It has been first shown in
[31] that one can achieve near-zero scattering in the backward di-
rection in the case of comparable ED and EQ moments (Fig. 4.3).

For ED, MD, and EQ, contributing to the scattering cross-
section, the backward scattering is defined as:

σbackward = k4

4πε2
0|Einc|2

|px −
√

εrmy

c
+ ik

6
Qxz|2, (4.7)

where Qxz is the EQ moment. In this case, EQ contribution needs
to be included with a multiplier, which is related to the differences
in units.

Thus, the generalized first Kerker condition of the zero back-
ward scattering for the case limited to ED, MD, and EQ moment
consideration is:

px −
√

εrmy

c
+ ik

6
Qxz = 0. (4.8)
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Figure 4.3. Radiation pattern for the case of ED and EQ multipole moments in the xz-plane. For simplicity, the con-
tribution of MD is negligible in this example, e.g., plasmonic nanoparticle with a simple shape. In the diagram, the
forward scattering corresponds to 0°, and the backward scattering corresponds to 180°. (a) Electric dipole moment
px , and the radiated far field is |Efar|2 ∝ cos2 θ . (b) Electric quadrupole moment Qxz, and |Efar|2 ∝ cos2 2θ . The
arrows Erad denote the phase of the radiated field in panels (a) and (b). (c) Resulting radiation from the ED and EQ
moments, when the generalized Kerker condition is fulfilled by satisfying the condition px = −ikQxz/6. The super-
position of the ED and EQ moments results in the far field |Efar|2 ∝ (cos 2θ + cos θ)2, and can be canceled in the
backward direction. Reproduced with permission from [31]. Copyright 2015 Optical Society of America.

Correspondingly, the forward scattering can be defined as:

σforward = k4

4πε2
0|Einc|2

|px +
√

εrmy

c
− ik

6
Qxz|2, (4.9)

and the equation:

px +
√

εrmy

c
− ik

6
Qxz = 0, (4.10)

corresponds to the case of zero forward scattering. These two con-
ditions, Eqs. (4.8) and (4.10), can be straightforwardly extended to
take into account higher-order multipole moments.

4.3 Non-diffractive arrays: Kerker effect,
perfect reflection, and lattice anapole

Up to this point, we have discussed the directionality of radi-
ation for the case of an isolated scatterer (single nanoparticle or
nanoparticle cluster). One can extend similar considerations to
the case of an infinite nanoparticle array. For the latter, we analyze
reflection and transmission instead of the forward and backward



80 Chapter 4 Directional scattering of dielectric nanoantennas

scattering, which cannot be defined any longer because the array
is considered effectively infinite.

In this section, we consider a non-diffractive array, which we
define as a lattice with a pitch smaller than the effective wave-
length of light in the medium surrounding nanoparticles (Px,y <

λ/nr , where Px,y are lattice pitches in the x- and y-directions, re-
spectively, λ is the wavelength of light incident on the lattice, and
nr is the refractive index of the surrounding medium). In the next
section, we discuss collective (or lattice) effects emerging in the
case of Px,y � λ/nr and the impact of the resonance proximity
to the diffraction wavelength. Here, it is important to note that
nanoparticle polarizability needs to be described by an effective
response of all nanoparticles in the lattice. Therefore, it requires
accounting for the contribution of all nanoparticles in the array
and calculating lattice sums. It is often assumed that the contri-
bution from the array is significant only if the array period is equal
to or smaller than the effective wavelength in the surrounding
medium. The reason for identifying these regimes is the proximity
to the emergence of the next diffraction order (in most cases the
first diffraction order). However, even if the resonance of the single
nanoparticle is excited at a wavelength longer than the lattice pe-
riod, e.g., by 100–200 nm for the visible spectral range (dense array
of nanoparticles), the nanoparticle interaction (same-multipole
coupling) strongly affects the resonance shape and its spectral po-
sition [34].

The Kerker effect in the non-diffractive nanoparticle array can
be defined as a near-zero reflection from the nanoparticle array
resulting from the compensation of ED and MD contributions.
Thus, Huygens dipole source (or Huygens element) is defined as
a scatterer with spectrally overlapping ED and MD, and Huygens
metasurfaces are introduced as metasurfaces made of such ele-
ments (Fig. 4.4). Reflection and transmission coefficients can be
expressed either through ED and MD polarizabilities or multipole
moments [35,36].

First, we discuss representation in terms of the multipole mo-
ments and then we move to the analysis of the nanoparticle po-
larizabilities. In the seminal work of Staude et al. [35], only ED
and MD (Fig. 4.5) are discussed. In another example (Fig. 4.6), we
can observe that for normal light incidence of a plane wave, the
ED and MD resonances overlap when the silicon disk diameter is
d ≈ 350 nm and the height h = 130 nm. In turn, for larger diame-
ters, ED resonance is excited at a wavelength λEDR longer than the
one λMDR for MD resonance. It is the case opposite to the spheri-
cal nanoparticle, where λMDR > λEDR.
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Similar to the case of the isolated scatterer, one can extend the
definition to the compensation of ED and EQ contributions and
introduce a broader concept of the generalized Kerker effect in
a nanoparticle array. We present expressions through multipole
moments up to EOC and expressions through nanoparticle polar-
izabilities up to MOC.

Figure 4.4. Non-overlapping ED and MD resonances: (a) E-field amplitude of ED resonance (dotted black), MD res-
onance (solid red), and total transmission (dot-dashed blue); (b) E-field phase. (c) and (d) same as (a) and (b), but for
the case of spectrally overlapping ED and MD resonances. All results were obtained with analytical calculations.

Using the equations for the electric field reflection r and trans-
mission t and the multipole representations, the contribution of
the multipole moments to the reflection and transmission can be
estimated. Here, we present them in the case of the normal light
incidence on the nanoantenna array. Another assumption is that
all nanoantennas are identical, respond with the same multipole
moments, and form an infinite periodic lattice. Because of the
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Figure 4.5. (a) Transmission through the silicon nanodisk arrays. The height is h = 220 nm, and the lattice period
varies as a = d + 200 nm. One can observe a complete mode crossing for a diameter d ≈ 475 nm and spectrally
separated resonances on both sides of the overlap. For clarity, each transmission spectrum is vertically shifted by 1
when the disk changes by 25 nm. The dashed lines are guides for the eye, approximately corresponding to the dips
in transmission. The gray area corresponds to the wavelength below the diffraction limit, and the spectral features in
this region are not considered here. Inset: Schematics of silicon nanodisks arranged into a periodic array. (b) Electric
and (c) magnetic-field magnitudes at the silicon nanodisk center for d = 600 nm and a = 850 nm. The insets in (b)
and (c) panels show the electric and magnetic-field profiles corresponding to this case. The results in all panels are
obtained by numerical simulations and correspond to the linear regime. The array of silicon nanodisks is embedded
in a homogeneous surrounding environment with nr = 1.5. Reproduced with permission from [35]. Copyright 2013
American Chemical Society.

translational symmetry of the lattice, such identical nanoparticles
can be modeled using periodic boundary conditions in the nu-
merical simulation domain.

Let us express the reflection and transmission coefficients con-
sidering the contribution of several first multipoles up to MOC:
p and m are the vectors of ED and MD moments; Q̂, M̂ , Ô, and
Ôm are the tensors of the EQ, MQ, EOC, and MOC moments, re-
spectively. For these conditions and for the x-polarized incident
plane light waves propagating along the z-axis with the time de-
pendence e−iωt (xy-plane is the array plane), the r and t coeffi-
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Figure 4.6. Absorption properties of a single silicon disk under normal light in-
cidence and various disk diameters. The single disk has the height h = 130 nm
and different diameters d . The silicon disk has a permittivity taken from the ex-
perimental data, while the surrounding material is air with a refractive index of
nr = 1. The red lines represent the electric and magnetic resonances, which
correspond to the points of maximum absorption.

cients are [25]:
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For the y-polarization, the coefficients are:
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Here k is the wavenumber in the surrounding medium, SL is the
area of a lattice unit cell with SL = PxPy , ε0 is the vacuum permit-
tivity, εr is the relative permittivity of surrounding medium, Einc is
the electric field of the normally incident plane waves in the array
plane, and cr = 1/

√
μ0ε0εr is the speed of light in the surrounding

medium. For the case of x-polarized light, Einc = Ex , and magnetic
field of the incident field Hy = √

ε0εr/μ0Ex , the effective polariz-
abilities of ED, MD, EQ, MQ, EOC, and MOC are related to mul-
tipoles as αp = px/(ε0εrEx), αm = my/Hy , αQ = 2Qxz/(ikEx), αM =
2Myz/(ikHy), αeo = −3Oxzz/(k

2Ex), and αmo = −3O
(m)
yzz /(k2Hy), re-

spectively.
The expressions (4.11)–(4.14) can be applied to an arbitrary

nanoparticle providing the periodic array is infinite and nanopar-
ticles are identical and the multipole moments can be calculated
from numerical simulations by means of multipole decomposi-
tion (see, e.g., [25]). In contrast, for the spherical nanoparticle,
the reflection and transmission coefficients can be expressed in
terms of polarizabilities. For the dipole-quadrupole-octupole sys-
tem, which includes six multipoles, the reflection and transmis-
sion coefficients (calculated with respect to the electric field and
only for the zeroth-order diffraction) are:

r0 = ik

2SL

[
αp − αm − k2

0

12ε0
αQ + k2

4
αM + k4

18ε0εr

αeo − k4

18
αmo

]
,

(4.15)

t0 = 1 + ik

2SL

[
αp + αm + k2

0

12ε0
αQ + k2

4
αM + k4

18ε0εr

αeo + k4

18
αmo

]
.

(4.16)

These expressions (4.15) and (4.16) can be obtained from
Eqs. (4.11)–(4.12) for the x-polarization. To achieve this, it is neces-
sary to express the multipole moments of spherical nanoparticles
in terms of their corresponding polarizabilities [1,37–39].

Using the general expressions above, we can now discuss
several particular cases that result in directional scattering (for-
ward or backward) and even complete suppression of scattering
(anapole state). In what follows, we use expressions for reflection
and transmission coefficients that include effective possibilities of
the nanoparticle corresponding to different multipoles.

4.3.1 Zero reflection and Kerker effect
Similar to the case of a single nanoparticle, one can specify

the condition when reflection from the nanoparticle array is com-
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pletely suppressed, that is, r = 0. If only ED and MD contribute to
the nanoparticle scattering and the contributions of higher mul-
tipoles are negligible, the condition of r = 0 is either px = my/cr

from Eq. (4.11) or αp = αm from Eq. (4.15). Here, the main dif-
ference from the case of a single nanoparticle is that the quanti-
ties px , my , αp, and αm are effective ones. Thus, these quantities
correspond to a nanoparticle in the array and take into account
contributions of all other nanoparticles around, even for a non-
diffractive array. As these quantities are complex, their equality re-
quires that both real and imaginary parts be equal simultaneously
(or magnitude and phase values for the polar representation). One
can generalize the condition and replace MD with EQ (imposing
αp = αQk2

0/(12ε0) condition) or include both MD and EQ contri-
butions.

Earlier, analyzing expressions (4.5) and (4.6), we identified two
groups of multipole: ED-MQ-EOC and MD-EQ-MOC. One can no-
tice that multipoles from one group need to be compensated by
multipoles from another group, e.g., ED compensated by MD or
ED compensated by EQ, and it is not possible to compensate MD
by EQ, and so on. Thus, most importantly, we see that at least one
multipole from each group needs to be significant enough to com-
pensate for the scattering of one or more multipoles from another
group and achieve suppression of reflection (generalized Kerker
effect). If absorption in the nanoparticles is negligible, zero reflec-
tion results in 100% light transmission through such a nanoparti-
cle array.

4.3.2 Zero transmission and perfect reflection
Next, one can analyze the condition that is complementary to

the one we discuss in Sec. 4.3.1 for the case of non-absorbing
nanoparticles: transmission is completely suppressed (that is,
equal to zero), and reflection is 100%. An example of such non-
absorbing materials can be titanium dioxide, silicon nitride, other
dielectrics, or silicon in the near-infrared spectral range.

Let us start with analyzing the case when only ED and MD are
significant, and the contribution from other multipoles can be ne-
glected. From Eq. (4.16), the transmission intensity is given by [40]:

|t0|2 =
[

1 − k

2SL

(
Im

[
αp

] + Im [αm]
)]2

+ k2

4S2
L

(
Re

[
αp

] + Re [αm]
)2

. (4.17)

Analyzing Eq. (4.17), we observe that under the conditions
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(i)

k

2SL

(
Im

[
αp

] + Im [αm]
) → 1 (4.18)

and
(ii)

k

2SL

(
Re

[
αp

] + Re [αm]
) → 0 (4.19)

the transmission is suppressed. One can see that whether both
conditions are satisfied depends on the nanoparticle dipole polar-
izabilities and array period. The second condition (ii) in Eq. (4.19)
can only be satisfied in the spectral region between ED and MD
resonances, where the signs of the polarizability’s real part of both
ED and MD are opposite. However, to satisfy the first condition
(i) in Eq. (4.18), the dipole scattering from the nanoparticle in the
array should be sufficiently strong. Thus, significant suppression
of light transmission can be expected in spectral regions close to
the two dipole resonances for arrays with unit cells satisfying the
estimate:

SL ≈ 2πIm [αR]

λR

, (4.20)

where αR is the corresponding effective dipole polarizability (ED
and MD) at the resonant wavelength λR .

Thus, the wave can be resonantly scattered forward by one or
both ED and MD excitations of the nanoparticles and can destruc-
tively interfere with the incident wave [40]. This can significantly
suppress the transmission of light propagating through the array
and even result in zero transmission (Fig. 4.7).

For non-absorbing nanoparticles, suppressed transmission re-
sults in ideal 100% reflection depending on surrounding con-
ditions [41,42]. Practical realization of such nanostructure and
experimental confirmation of its optical properties have been
demonstrated in Ref. [43]. There, the authors realized the per-
fect reflector operating in the telecom range with 99.7% reflec-
tion at the wavelength of 1530 nm, which exceeds the reflectance
of metallic mirror. One can also see that the disorder originating
from the self-assembly process insignificantly affects the reflec-
tion and introduces only minor deviations from the ideal theoret-
ical value for perfectly arranged nanoparticles (Fig. 4.8).
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Figure 4.7. (a) The transmission coefficients of Si nanosphere arrays with a square elementary cell, calculated for
various periods and presented in logarithmic form. The nanosphere radius is R = 65 nm, and the results were ob-
tained by numerical simulations. The magenta lines mark the RA. The data in the diffraction regime (above the RA
lines) are not shown. The surrounding medium has nr = 1.5, and the wavelengths correspond to the free space
wavelength (without dividing by the refractive index of the surrounding medium). (b) Experimental demonstration
“Exp” (vs. corresponding numerical simulation “Sim”) of near-zero transmission in Si nanodisk array. Disks have a ra-
dius of 150 nm and a height of 280 nm, and they are placed on a fused silica substrate (nr = 1.47) and arranged in the
lattice with periods of 690 nm and 895 nm. There is an index-matching liquid with nr = 1.47 on top of the array. Inset:
Scanning electron microscope (SEM) image of the array. Panel (a) reproduced with permission from [40]. Copyright
2018 Optical Society of America.

4.3.3 Lattice anapole state for non-spherical
nanoparticles

The third special case is the formation of a non-radiating (radi-
ationless, scatter-less) anapole state enabled by the nanoparticle
array. The formation of anapole states in a single nanoparticle is
described in detail elsewhere in this book (see, e.g., [44–49]). Here,
we emphasize that one can obtain an anapole state by achieving
a complete compensation of scattering from all significant mul-
tipoles, provided some conditions are satisfied: see Ref. [25] for
non-diffractive array and Ref. [38] for array properties defined by
the lattice spacing. It is another special case of directional scatter-
ing, and the compensation occurs between multipoles that have
the same inverse-symmetry properties: either between ED, MQ,
and EOC multipoles or between MD, EQ, and MOC multipoles. It
is opposed to the Kerker effect we discussed above, which requires
compensation from the multipoles with different parity (i.e., with
even and odd symmetries).
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Figure 4.8. (a) Reflection of a periodic metamaterial: comparison of numerical simulations with perfectly periodic
structures and measurements with 4% disorder in the lattice. Silicon nanoparticle array was fabricated using self-
assembly-based nanosphere lithography. One can observe the higher tolerance to disorder of the MD mode com-
pared to the ED one. Inset: Time-averaged electric fields obtained by numerical simulations for ED and MD. It shows
that the electromagnetic field of ED mode is expanded outside of the nanoparticle in comparison to MD, and this
results in lower tolerance of ED resonance to disorder. (b) Reflection spectra of a broadband mirror: numerical simu-
lations and experimental measurements. The average reflection in the experiment is 98%, and it covers the bandwidth
of ≈ 200 nm. The nanoparticle dimensions are Dtop = 460 nm, Dbottom = 600 nm, H = 500 nm, and the periodicity
of array is P = 820 nm. Inset: Time-averaged electric fields obtained by numerical simulations for ED and MD. The
former experience tighter confinement within the nanoparticle. Reproduced with permission from [43]. Copyright 2015
American Chemical Society.

Light propagates through the nanoparticle lattice without
changes in intensity or phase, but with the simultaneous exci-
tation of nanoparticle multipole moments. Thus, the energy is
localized within the nanoparticles or around them, but the light
transmission is unperturbed and there is no reflection. For this
reason, this effect is called lattice invisibility. We note that this ef-
fect should not be confused with the case when the interaction of
light and nanoparticles is weak, multipoles are not excited, and
therefore light propagation is only weakly affected by the lattice.

An example of a nanoparticle array supporting a lattice anapole
state is shown in Figs. 4.9 and 4.10 [25]. The metasurface consists
of silicon nanocubes with the side ap = 250 nm, and they are ar-
ranged into the lattice with the same spacing P = 400 nm in both
lateral directions. In the spectra in Fig. 4.9, we identify several
wavelengths with particular properties. At λ = 1200 nm, ED and
MD terms have equal magnitudes and phases (Fig. 4.10), which
result in zero reflection and total transmission (Kerker effect in
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Figure 4.9. Spectra of the transmittance, reflectance, and absorbance of the sili-
con metasurfaces. It consists of cubes with the side ap = 250 nm arranged in the
square lattice with pitch P = 400 nm. The nanoparticles are placed in a homo-
geneous surrounding medium with εr = 1. Notations “(direct)” correspond to the
results obtained directly from numerical simulations with the commercial pack-
age COMSOL. Notations “(with multipoles)” correspond to the values calculated
from multipole moments using Eqs. (4.11) and (4.12) (up to EOC). One can notice a
very good agreement between the spectra obtained in two different ways. How-
ever, we note that multipole moments were calculated from the same simulation
run as the direct spectra. Reproduced with permission from [25]. Copyright 2019
American Physical Society.

non-absorbing metasurface, Fig. 4.9). In contrast, at λ ≈ 905 nm,
ED and MD terms have equal magnitudes, but different phases,
which results in high reflection and near-zero transmission. The
broadband increase in the reflection and near-zero transmission
from λ = 843 nm to λ = 951 nm is realized due to the excitation
of the strong ED and MD, and their scattering in the forward and
backward directions. The destructive interference between the in-
cident wave and the strong forward scattering provides transmis-
sion suppression. One can also observe the insignificant contri-
bution of EQ at that long wavelength range (λ > 900 nm). The EOC
contribution to reflection and transmission is very small for the
entire considered spectral range and therefore it is not included in
the subsequent multipole analysis.

Most importantly, at the wavelength λ = 785 nm, we observe
the realization of lattice anapole. In Fig. 4.10, we see that the mag-
nitudes and phases of the four significant multipoles (ED, MD,
EQ, and MQ) are equal, while their excitation is reasonably strong.
From Eqs. (4.11) and (4.12), we see that in this case, the multi-
pole terms cancel each other out, and this results in zero reflection
and total transmission of light through the array, which is con-
firmed by values of these quantities in the numerical simulations
in Fig. 4.9.
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Figure 4.10. (a) Absolute values and (b) phases of the multipole contributions in
the electric-field reflection and transmission coefficients for the metasurface
in Fig. 4.9. Notation “TED” in the legend corresponds to the combined electric
dipole and toroidal moment, which we abbreviate to “ED” throughout the chapter.
Reproduced with permission from [25]. Copyright 2019 American Physical Society.

4.4 Lattice resonance effect
The coupling of dipoles in nanoparticle arrays of one and two

dimensions generates narrow collective resonances manifested as
features in light spectra, and the feature wavelengths depend on
the array periods, surrounding medium, the angle of excitation,
etc. In the electric dipole approximation, the lattice resonances
of these collective modes involve only dipole moments of the
nanoparticles perpendicular to the lattice wave propagation.

Let us take one step further and consider the case when effec-
tive polarizabilities of different multipoles are not just insignifi-
cantly affected, but strongly defined by the lattice arrangement.
We further refer to it as lattice or collective effects. In the previous
section, we discussed the case when multipole polarizabilities of
the nanoparticle αmultipole (multipole = p, m, Q, etc.) are insignifi-
cantly affected by the presence of other nanoparticles in the array.
Here, we extend the considerations up to MQ.
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We operate with polarizabilities αeff
p , αeff

m , αeff
Q , and αeff

M , assum-
ing all nanoparticles in the array are identical. In agreement with
Ref. [38] and in contrast to Section 4.3, in this section, we con-
sider ED polarizability defined as αp = px/Ex . The expressions in
Eqs. (4.15) and (4.16) for reflection and transmission, respectively,
can be rewritten as:
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The effective polarizabilities are defined as:
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These effective quantities include polarizabilities of a single
nanoparticle αp, αm, αQ, and αM as well as lattice sums Spp, Smm,
SQQ, and SMM corresponding to each multipole. One can per-
form derivations (see, e.g., [37–39]) and obtain lattice sums as fol-
lows:
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where rl =
√

x2
l +y2

l is the distance between the nanoparticle with

number l and the origin of the coordinate system, and the sum
runs over all nanoparticles except the nanoparticle at the origin of
the coordinate system with l = 0.

Lattice resonances in plasmonic nanoparticles have been stud-
ied for a long time [37,50–62]. In plasmonic arrays, such as those
made of silver, gold, or other low-loss materials, the lattice res-
onance is usually seen as an additional resonance appearing in
proximity to the Rayleigh anomaly, while the single-particle reso-
nance is affected insignificantly.

Arrays of high refractive index nanoparticles exhibit properties
somewhat different from plasmonic nanoparticles, even though
the processes are governed by the same equations. Electric dipole
resonance in a single silicon nanoparticle is weaker than such res-
onance in a silver nanoparticle, provided that in both cases the
characteristic nanoparticle size is approximately the same. As a
result, the lattice effect is stronger and results in larger changes
in polarizability.

For the silicon nanoparticle array, the lattice resonance be-
comes not just an additional one, but the main one, and it changes
its position along with the change of Rayleigh anomaly (Fig. 4.11,
[63]). In contrast, the initial single-particle resonance remains
spectrally in place and gets substantially weaker once its spec-
tral position at the wavelength is below the diffraction limit. In
the recent work [63], we have demonstrated that one can control
the position of ED lattice resonance and overlap its spectral po-
sition with MD. This results in the resonant lattice Kerker effect
that is the near-zero reflection from the array facilitated by the
compensation of ED and MD resonances (Fig. 4.11). An experi-
mental demonstration of the effect has been reported in Ref. [64].
Under oblique incidence, lattice resonances in periodic structures
are highly sensitive to the polarization and incident angle of the
incoming light [65], leading to significant changes in the spectral
response and field distribution.

Lattice resonances are excited only at the red side of the single-
particle resonance, and thus, the shift is possible only into the
longer wavelength range. Because of this, for the spherical silicon
nanoparticles, it is possible to overlap only ED lattice resonance
and MD. In contrast, for the nanoparticles in the shape of disk or
cuboid, one can possibly achieve an overlap of MD lattice reso-
nance and ED, provided that the aspect ratio of the nanoparticle
is significantly changed and ED is excited at a longer wavelength
than MD in the single nanoparticle constituting the array.

Further analysis of multipole lattices has shown that such pe-
riodic arrangement facilitates the coupling of multipoles of a dif-
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Figure 4.11. (a) Periodic array of spherical silicon nanoparticles with radius R in the air, periods Px and Py , and
normal incidence of light with electric field E along the x-direction. (b) Absorption and (c) Reflection through the ar-
ray. The change of peak resonance wavelength for various periods Py and fixed Px = 220 nm. The EDR and MDR
notations correspond to ED and MD resonances, respectively, and ED-LR and MD-LR to their lattice resonances
counterparts. ED-LR is controlled by Py . Silicon nanoparticles have R = 65 nm, and the arrays are in the air. Red
lines show the wavelength of RA. The overlap of ED-LR and MD resonances causes an increase in absorbance and
a decrease in reflectance. Reproduced with permission from [63]. Copyright 2017 by WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim.

ferent kind (cross-multipole coupling) in addition to the coupling
of multipoles of the same kind described by Eqs. (4.23). In fact, ac-
counting for cross-multipole coupling in the lattice, one can show
that:
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and the sums SpM , SMp, SmQ, and SQm responsible for cross-
multipole coupling are:
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SMp = 2SpM , SQm = 6SmQ . (4.34)

Using Eqs. (4.28)–(4.31), one can write reflection and transmis-
sion coefficients as:
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Earlier, analyzing expressions in Eqs. (4.5) and (4.6), we con-
cluded that there are two groups of multipoles and directional
scattering can be enabled by the compensation of multipoles from
different groups. Now, analyzing cross-multipole coupling in the
lattice in the form of Eqs. (4.28)–(4.31), we see that ED couples
to MQ and MD couples to EQ. While exact analytical expressions
for octupoles have not been reported in the literature because
of very cumbersome derivations, similar considerations regarding
the cross-multipole coupling can be extended to the case includ-
ing octupoles [66]. Thus, we see that cross-multipole coupling oc-
curs in the lattice for multipoles of one group with the same parity
property. In other words, ED couples to MQ and EOC, and MQ
couples to EQ and MOC.
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4.4.1 Directional scattering facilitated by lattice
One of the most important consequences of cross-multipole

coupling in the lattice, expressed by Eqs. (4.28)–(4.31), is that it
can substantially enhance multipoles that are weak in the single
nanoparticle. For example, MD lattice resonance can be excited in
the array of nanoparticles without MD resonance due to the cou-
pling to EQ [67]. Cross-multipole coupling in the array can facil-
itate the excitation of lattice resonances that correspond to weak
multipoles. Excitation of strong EQ and MD lattice resonances can
result in the compensation of ED and generalized Kerker effect fa-
cilitated by the lattice (Fig. 4.12).

One can consider a periodic nanoparticle array in a polariza-
tion, where only EQ and MD multipoles contribute to the lat-
tice resonances, and ED is broad and falls outside the spectral
range where the lattice resonances are excited. It has been demon-
strated in Ref. [67] that these arrays can foster the excitation of
lattice resonances in both homogeneous and inhomogeneous en-
vironments with higher-order cross-multipole coupling between
nanoparticles. The authors have discovered that in the infinite pe-
riodic nanoparticle lattice, EQ and MD moments of nanoparticles
are coupled and affect each other’s resonant contributions. Even
for very small, non-zero EQ and MD moments, their lattice reso-
nances are strong enough to cause destructive interference with
the electric dipole, resulting in zero reflectance. It has been ex-
plained by a resonant Kerker effect, where the generalized con-
dition of directional scattering is satisfied.

Figure 4.12. Lattice resonance: Zero-order coefficient of reflection from the
array of nanospheres. Periods are Px = 510 nm and Py = 250 nm. A homo-
geneous environment with a refractive index of 1.47 surrounds the array. Light
incidence is normal to the array, and electric field E is along the x-axis. Insets:
(Left) Schematic view of the array with gold nanospheres of radius R. (Middle)
EQ field distribution is well pronounced for the resonant wavelength. (Right) The
field distribution drastically changes and resembles ED upon a small change in
the wavelength. Reproduced with permission from [67]. Copyright 2018 American
Chemical Society.
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4.4.2 Lattice anapole states in spherical
nanoparticle metasurfaces

In the previous section, we discussed that light can be scattered
or transmitted almost unperturbed by the nanoparticles support-
ing resonant optical response. The ability to become invisible is
achieved through the excitation with light and a specific combi-
nation of multipoles in the nanoparticles constituting the meta-
surface. This combination of multipoles significantly reduces both
the forward and backward scattering of light, resulting in its prop-
agation with minimal changes in amplitude and phase.

Now, let us consider an effect similar to light scattering by iso-
lated nanoparticles or their non-diffractive array in anapole states.
We refer to it as lattice anapole effect because of its similarity to
the case without the lattice. In these states, nanoparticles do not
provide the far-field scattering of light, and the incident wave re-
mains unperturbed. In Ref. [38], the authors have shown that the
lattice anapole effect can be realized in an array of spherical sili-
con nanoparticles due to interference of the fields related to ED,
MD, EQ, and MQ moments excited in the array’s nanoparticles.
A demonstrative example is shown in Fig. 4.13 for silicon spheri-
cal nanoparticles with R = 125 nm arranged into a periodic lattice
with Px = 530 nm and Py = 410 nm (Fig. 4.13). In this case, at the
wavelength range 610–630 nm, the contributions of multipole mo-
ments to the reflection and transmission coefficients, defined by
Eqs. (4.15) and (4.16), have comparable values. One can see from
Fig. 4.13b that phases of ED and EQ terms are almost equal (and
close to zero), and the same holds for MD and MQ, while the value
is close to π .

In this wavelength range, reflection is near zero, transmis-
sion is close to 100% (Fig. 4.13c), and its phase does not change
(Fig. 4.13d), indicating a lattice anapole state. The calculations of
the field distribution confirm that the wave propagates through
the array unperturbed at λ = 629 nm, where transmission is
close to 100% and the phase change is zero [38]. In contrast, for
the wavelength λ = 580 nm, the phase of the transmission field
changes and one can see a significant reflection from the array
and a phase shift of the transmitted wave compared with the free-
space case. Note that from a comparison of the analytical and
numerical curves presented in Fig. 4.13c, one can see that the an-
alytical model, limited to ED, MD, EQ, and MQ multipole terms,
describes well the optical properties of the arrays under consider-
ation. Thus, we can see that one can design an array of spherical
silicon nanoparticles where the propagating light excites multi-
poles moderately (as they are offset from the resonance peaks)
and is not reflected. At the same time, the light is transmitted
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Figure 4.13. Multipole resonances and reflection and transmission through the periodic array of spheres. The lattice
periods are Px = 530 nm and Py = 410 nm, and silicon nanoparticles have R = 125 nm. (a) Absolute values of each
separate multipole term in the brackets of Eqs. (4.15) and (4.16) for the reflection and transmission coefficients (the
effective polarizabilities of MQ and EQ are normalized to k2

0/4 and k2
0/12, respectively, and the polarizabilities of ED

and EQ are divided by ε0). (b) Corresponding phases of the multipole terms in Eqs. (4.15) and (4.16); (c) Intensity re-
flection and transmission coefficients; (d) Phases of the field reflection and transmission coefficients (4.15) and (4.16).
Reproduced with permission from [38]. Copyright 2019 by American Physical Society.

with almost the same amplitude as the incident light and without
phase change. As a result, this behavior can be associated with a
lattice anapole state.

4.5 Finite-size arrays
So far, we discussed only hypothetical infinitely large periodic

arrays of nanoparticles, assuming all nanoparticles are identi-
cal and experience the same external excitation – from the inci-
dent wave and all neighboring nanoparticles. While most practical
nanostructures can be fabricated with a large number of nanopar-
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ticles and be well described by the infinite array, there are some
practical cases when the number of nanoparticles is on the or-
der of tens or hundreds. In this case, the scattering properties of
such finite-size arrays can be calculated either numerically (with
full-wave electromagnetic simulations, e.g., [63]) or from analyti-
cal models accounting for all nanoparticles individually through
direct summation. Numerical analysis is a valuable tool for de-
signing and optimizing plasmonic metasurfaces for various appli-
cations, such as sensing and light manipulation. For the analytical
techniques, we refer the reader to the discussion of the direc-
tional light scattering behavior of both single nanoparticles and
nanoparticle structures within a finite spatial region in Ref. [24].

The only important parameter for the applicability of the long-
wavelength approximation multipole decomposition is the small
ratio of the scatterer’s size (projected in the scattering direction)
and the wavelength of light. The approach in Ref. [24] is based
on multipole decomposition. The results demonstrate that even
for relatively large scatterers, the multipole decomposition ob-
tained in the long-wavelength approximation can achieve signif-
icantly better convergence compared to the multipole decom-
position with exact multipoles obtained from the spherical har-
monic expansion. It has been demonstrated that the required
number of approximate multipoles for accurate results can be
much smaller than the required number of exact multipoles for
shape-anisotropic finite-size scatterers with different geometrical
dimensions such as plates, rods, disks, and rings.

4.6 Unidirectional scattering near substrate
Unidirectional scattering related to the Kerker effect can be

realized not only in a homogeneous medium with respect to or-
dinary (propagating) electromagnetic waves, but also in systems
supporting surface electromagnetic waves in the form of surface
plasmon polaritons (SPPs) propagating along the surface of metal-
lic substrates [68]. The mechanism of the unidirectional and elas-
tic SPP scattering by high refractive index dielectric nanoparticles
(Fig. 4.14a) is related again to their ED and MD resonant response.
As shown in [69], for the electric field ESPPz (directed normally
to the metal interface) of the scattered SPP, one can write in the
dipole approximation:

ESPPz ∼ pz − √
μ0ε0 my cosϕ , (4.37)

where pz and my are the out-of-plane ED and in-plane MD com-
ponents excited in the scatterer by incident SPPs propagating
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Figure 4.14. (a) Schematic presentation of SPP, scattered by an individual silicon nanoparticle placed on a gold sub-
strate. Scattering channels include the SPP excitation and scattering into light propagating away from the substrate.
(b) Scattered SPP electric-field intensity (arb. units) calculated 150 nm above the air-gold interface for the SPP plane
wave (light wavelength λ = 614 nm) being incident on the oblate spheroid silicon nanoparticle with aspect ratio
q = 1.8. The black circle indicates the nanoparticle position. (c) Differential scattering cross sections (scattering di-
agrams) of SPP-into-light scattering by the oblate spheroid silicon nanoparticle with aspect ratio q = 1.8, calculated
in the xz-plane. The silicon nanospheroid has a volume equal to that of a spherical particle with a radius of 95 nm.
Reproduced with permission from [69]. Copyright 2015 American Physical Society.

along x-axis (Fig. 4.14a), ϕ is the in-plane scattering angle (ϕ =
0(π) corresponds to the forward (backward) scattering). Thus, the
suppression of the SPP backward scattering (the Kerker effect) is
realized under the condition pz = −√

μ0ε0 my . For simultaneous
minimization of SPP scattering into the light waves, it has been
suggested to use nanoparticles of oblate spheroid shapes [69]. Re-
sults of such optimization for Si nanoparticles located near a gold
substrate are shown in Fig. 4.14b and Fig. 4.14c. One can see that
for the wavelength λ = 614 nm the SPP scattering into the light
is significantly decreased (Fig. 4.14c), and the resonant forward
SPP-to-SPP scattering is realized (Fig. 4.14b). It is important to
note that the substrate presence can initiate the bianisotropic re-
sponse of the dielectric nanoparticles. In this case, ED and MD
moments of the nanoparticles can be excited by both electric and
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magnetic incident fields that can also lead to the suppression of
the SPP-into-light scattering and realization of efficient unidirec-
tional SPP-into-SPP scattering.

4.6.1 Channeling of light near metal surface
In the context of general beam steering, it is important to high-

light the resonant channeling of light by dielectric nanoantennas
near the metal surface. Recently, it has been theoretically studied
the optical response of silicon nanospheres located above the gold
substrate (Fig. 4.15) supporting the excitation and propagation of
SPPs [70]. The authors have demonstrated and explained the in-
fluence of the particle ED and MD resonances on the channeling
of scattered light into the two channels: light-to-light and light-
to-SPPs. Scattering efficiencies of both channels have been cal-
culated and compared for different gaps between the nanosphere

Figure 4.15. (a) The design of the system. The green lift jack symbolizes the importance of the gap height in the sys-
tem for the energy distribution between light and SPP channels. (h,λ) maps of (b) the scattering cross section (SCS)
into light, (c) the scattering cross section into SPP, and (d) the ratio between scattering cross sections into SPP and
light. λ is the wavelength of the incident plane wave. Reproduced with permission from [70]. Copyright 2022 Elsevier
B.V. All rights reserved.
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and gold substrate. The authors analyze the dependencies on the
height h and various wavelengths λ, referring to them as (h,λ)
maps. Fig. 4.15 shows (h,λ) maps of the scattering cross sections
(SCSs) calculated for the light- and SPP-channels (Fig. 4.15b and
c, respectively), and their ratio (Fig. 4.15d). It has been established
that (i) the maxima of both SCSs are observed at the wavelength
of ≈ 1.55 µm, corresponding to the MD resonances, and (ii) the
SCS of light-into-light is larger than the SCS of light-into-SPP for
all considered distances h and λ. Note, however, approximately
equal distribution of the scattered energy between two channels
was observed only for the gap h ≈ 0.34 µm, corresponding to the
first appearance of MD resonance with respect to the gold sur-
face. For all other h, the intensity of the light-into-light scatter-
ing is significantly higher than the intensity of the light-into-SPP
scattering (see Fig. 4.15d). The computed directivity of light chan-
nels at the MD resonant wavelength for multiple heights indicates
that the formation of scattering patterns results from the inter-
play of directly radiated waves by the MD and scattered waves
reflected from the substrate surface through interference. Usu-
ally, diffraction governs the directivity patterns. Nevertheless, if
the MD is closer to the substrate surface than half the wavelength,
the diffraction only involves the zero-order beam.

4.6.2 Interference of multipoles and substrate
The interest in all-dielectric photonics for potential photonic

applications and photovoltaics as an alternative optical technol-
ogy to plasmonics leads to the comparison of the antireflective
properties of plasmonic and all-dielectric nanoparticle coatings.
The silicon coatings can exhibit zero reflectance due to the de-
structive interference of ED and MD responses of the nanoparticle
array and the reflected wave from the substrate [22,71]. This re-
flection suppression is known as the substrate-mediated Kerker
effect. By varying the size of the nanoparticles, the band position
can be effectively tuned, allowing more than 60% increase in ab-
sorbance in a narrow band spectral range.

4.7 Transverse Kerker effect
Let us consider the case of a dipole, ED or MD, placed on a

typical glass substrate, and refer to it as an in-plane dipole. Such
in-plane dipole scatters predominantly in the optically denser
medium, e.g. substrate, and the dipole emission is symmetric ir-
respective of the azimuth angle. Above, we considered the case of
combining orthogonal in-plane ED and MD oscillating in phase,
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and realizing the Huygens dipole source. A scatterer with such ED
and MD satisfies the Kerker condition to achieve directional emis-
sion in the far field. Partial or full directional scattering (Huygens
dipole source) can be obtained depending on the values of ED and
MD. The dielectric antenna can be designed to support not only
ED and MD multipole resonances, but also chiral dipole emit-
ters, and a single subwavelength dielectric antenna can be utilized
to achieve on-demand steering of radiation direction for a single
photon source, which can facilitate on-chip quantum information
processing [72].

Recently, transverse Kerker scattering, defined as scattering
transverse to the direction of the illumination propagation, has
been investigated in detail. As expected, multiple ways exist to de-
sign the system and observe the effect.

One way is to illuminate the nanoparticle with a conventional
plane way, excite dipole moments in-plane (perpendicular to the
direction of light illumination), excite quadrupole moments in
addition to dipoles, and achieve a desirable compensation of
contributions from different multipoles [73]. The authors have
demonstrated transverse scattering while suppressing it in both
forward and backward directions. It occurs when in-phase elec-
tric and magnetic dipoles are out of phase with corresponding
quadrupoles. The crucial role of the ED Fano resonance and
off-resonant quadrupoles in achieving transverse scattering has
been identified. The authors have also demonstrated metasur-
faces composed of nanoparticles with transverse scattering pat-
terns and their periodicity-dependent zero reflection. Compared
to conventional metasurfaces discussed above, which scatter light
in forward and/or backward directions, the transverse scattering
makes the nanoparticles in the metasurface almost invisible. It
opens the possibilities for applications for efficient beam con-
trol, strong field enhancements in nonlinear interactions, and
highly efficient sensing. This approach can also find applications
in tweezer systems.

An alternative way to design the system exhibiting the trans-
verse Kerker effect is to illuminate it with structured light and
excite out-of-plane dipoles [74,75]. In particular, one can com-
bine the in-plane magnetic (electric) dipole with the out-of-plane
electric (magnetic) dipole. In particular, the authors have pro-
posed a transverse Kerker scattering scheme, which comprises a
tightly focused vector beam and a spherical dielectric nanoparti-
cle. The authors have also extended the scheme for a more sophis-
ticated experimental scenario, such as a particle on an interface,
with an analytical model that can be applied to arbitrary exci-
tation beams (structured light) and particle parameters, such as
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size, refractive index, etc. The experimental results have demon-
strated that after optimization, sub-angstrom accuracy can be
achieved with individual nanoantenna displacement. The pro-
posed scheme shows that nanoparticles’ locations can be sensed
with ultrahigh precision and accuracy, facilitating interesting ap-
plications such as the stabilization of positioning systems in mi-
croscopy and nanometrology. Additionally, a quadrant-detector-
based signal detection would allow for an ultrafast time-resolved
tracking of nanoscopic systems.

4.8 Superdirectivity
As we have discussed earlier, there is a connection between

scattering directionality and multipole resonances of nanopar-
ticles. In addition, superdirectivity can be achieved by exciting
specific multipole resonances of the nanoparticle. The term “su-
perdirectivity” refers to the fact that the scattered light is con-
centrated into a beam, much narrower than what is possible
with conventional optical elements. This effect is due to the res-
onant properties of the nanoparticle, which can be tuned to in-
teract strongly with light at specific frequencies. For example, a
dielectric nanoparticle with a high refractive index can exhibit su-
perdirectivity when we excite multipole resonances and engineer
their scattering superposition. This occurs when the wavelength
of the incident light is comparable to the size of the nanoparti-
cle.

Yagi-Uda geometry allows for creating an optical Huygens
source in which a small electric dipole operates at the magnetic
resonance of a dielectric nanosphere [76]. This results in high
directivity without backward scattering or polarization depen-
dence, making it an appealing choice for compact and effective
designs of optical nanoantennas. The authors have investigated
an all-dielectric alternative to the plasmonic Yagi-Uda nanoan-
tenna in the form of a nanoelement array and have demonstrated
its high directivity. The electromagnetic field is localized within
the nanoparticles, and with minimal dissipation losses, the dis-
tance between neighboring elements can be further decreased
without compromising its performance.

The superdirectivity arises because the nanoparticle scatters
light in a highly directional manner due to the constructive in-
terference of the scattered waves [76], and different multipoles of
the nanoparticle can contribute to superdirectivity. The multipole
excitations are facilitated by the high refractive-index contrast be-
tween the nanoparticle and its surrounding medium.
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Recently, electric and magnetic non-radiating sources have
been proposed in Ref. [77] operating based on a single ultra-
high permittivity dielectric hollow disk excited by electric or mag-
netic point-like dipole antennas. The authors have observed radi-
ation suppression at the desired frequency by implementing the
ED-ED-ETD anapole for the electric non-radiating source (‘ETD’
stands for electric toroidal dipole) and the MD-MD anapole state
for the magnetic non-radiating source. They propose that these
non-radiating sources can function as meta-elements in more
complex systems with unique near-field properties, making them
useful for practical applications in sensing, cloaking, secure com-
munication, radio-frequency identification (RFID) tags, wireless
power transfer, and other related fields.

The radiation properties of a small high-refractive-index nano-
particle with a notch have been theoretically analyzed in Ref. [78].
The authors have demonstrated that a point emitter (such as a
quantum dot) placed in the notch effectively excites higher-order
magnetic multipole moments in the nanoparticle. These mag-
netic moments are responsible for the subwavelength nanoan-
tenna high directivity, which surpasses that attainable by any
other method. This nanoantenna design demonstrates markedly
reduced losses compared to traditional optical antennas and ex-
hibits exceptional radiation efficiency, reaching up to 70%. The
authors have also established that while the nanoantenna pos-
sesses high directivity in the transmission regime, it does not rely
on intense near-field confinement and therefore avoids excessive
losses during the reception stage.

Superdirectivity has many potential applications in areas such
as optical sensing, communication, and imaging. For example, su-
perdirective scattering can be used to enhance the sensitivity of
optical sensors by increasing the amount of light that is collected
in a specific direction. It can also be used to improve the resolu-
tion of optical imaging systems by enabling them to distinguish
finer details.

4.9 Beam steering with nanoantennas
Gradient change of the individual scatterers incorporated in

the nanoantenna properties, e.g. size, mainly defines the func-
tionality of the conventional metasurfaces. To realize the gradient
change, the design typically includes spatially-varying distribu-
tion of the phase of the waves scattered by each nanoantenna.
Generating such non-uniform changes in the phase of scattered
waves requires exact tuning of each building block and is limited
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by nanofabrication constraints. However, even in the case when
precise nanofabrication is realized, the large-angle beam routing
is not fully implemented in high-index metasurfaces, and the re-
sulting designs are not particularly efficient.

An alternative design can be based on a grating configuration
and take advantage of the combination of multipole effects such
as their interference, coupling through the lattice, and diffraction
facilitated by the grating. Utilizing these effects, one can efficiently
control optical waves and achieve perfect transmission, reflection,
and large-angle beam steering. In such metal lattice, the angular
scattering pattern of each unit cell is highly asymmetric, making
an essential contribution to forming the large-angle beam steer-
ing [79]. We envision that including effects related to photonic
bandgaps (periodic structures), Anderson localization (random
structures), and topological engineering can be utilized in wave-
front engineering and potentially increase the efficiency of beam
steering metastructures.

In Ref. [78], it has been demonstrated that an effective beam-
steering effect can be achieved by displacing the subwavelength
source. The promising combination of superdirectivity and beam-
steering capability exhibited by these results presents opportuni-
ties for various applications in nanophotonics. By comparing their
all-dielectric nanoantennas with plasmonic nanoantennas of the
same geometry, the authors in Ref. [78] have concluded that the
superdirectivity effect is absent in the latter.

4.10 Nanoparticle chain waveguides
Nanostructures with nanoparticles have been shown to be effi-

cient not only in manipulating the scattering of light in free space.
It is also possible to engineer nanostructures for guiding elec-
tromagnetic energy with subwavelength confinement. The key
principle involves the excitation of both ED and MD and the de-
signing of the coupled-resonator optical system. These coupled-
resonator systems can find applications as building blocks for
photonic integrated circuits due to their small size and the abil-
ity to bend without any significant reduction of signal propaga-
tion.

Recent examples of novel ultra-compact waveguides based on
nanoparticles with coupled high-Q resonances include chains of
micro/nano cavities made of metal nanoparticles. In this case,
subwavelength localized modes of surface plasmon are excited
and transferred from one particle to another in the form of the
guided wave [80] or involving adjacent guiding components, such
as conducting or dielectric surfaces, hollow rectangular metallic
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waveguides [81], and others. Theoretical models have been de-
veloped to account for various properties of nanoparticles, but
in the approximation of lossless materials [80–82]. However, non-
radiative losses (and heat dissipation) substantially hinder wave
propagation, and the propagation length of the signals is limited
to several microns.

In contrast to plasmonic nanostructures, using all-dielectric
nanoparticles can result in very low non-radiative losses, and
the chains of such particles have been shown to support waves
with much longer propagation distances [83]. An all-dielectric
nanoparticle waveguide can be considered as an infinite chain of
EDs and MDs, and advanced models incorporate material losses
and permeabilities [84,85]. For some high-index materials, such
as silicon and III-V compounds, nanoparticle chains can guide
waves over distances greater than tens of micrometers in the vis-
ible and near-infrared ranges [83]. Similar to plasmonic nanopar-
ticle chains, the propagation properties of all-dielectric chains are
greatly affected by non-quasistatic components of the dipole field.
As one can expect, due to strong excitations of MD resonance in
all-dielectric nanoparticles, it is important to account for both ED
and MD components of nanoparticle response for an accurate es-
timate of the supported wave and the dispersion characteristics of
complex dipole modes.

The resonant properties of the nanoparticle chain waveguide
are paramount for integrated photonics beyond traditional or
nanowire silicon waveguides [86]. Experimental measurement of
guiding properties and near-field imaging of the modes provide
an important insight into the waves supported by the nanoparti-
cle chain (Fig. 4.16).

The calculation technique includes a theoretical model based
on an ED and MD approximation for one-, two-, and three-
dimensional arrays of nanoparticles. For the dense nanoparticle
lattice and small array period, the ED and MD interference and
coupling strongly affect the dispersion properties of guided and
leaky waves. The nanoparticle chain waveguide can be engineered
to allow energy transfer with nanoscale transverse confinement.
As a result, propagating guided mode can bend around the cor-
ners and split into two waves by the Y-type design of the chain
waveguide. Up to 180◦ bending with high efficiency is possible
with strategically engineered nanoparticle positioning and tailor-
ing scattering [83].

Surrounding medium properties, including the substrate un-
derneath the nanoparticles, also play an important role in wave
propagation along the nanoparticle chain. The guiding properties
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Figure 4.16. Experimental measurements and near-field imaging of nanoparticle chain waveguide. (a) Scanning
electron microscope image of the silicon nanoparticle chain waveguide for the disks with a diameter of 150 nm.
(b) Schematic of the measurements that include excitation of the waveguide with linearly polarized light. The incident
light is focused on the origin of the chain waveguide, and the evanescent near fields are collected with a near-field
scanning optical microscope at various points s of the waveguide. (c) Near-field microscopy image of the propagated
mode supported by the chain waveguide. This image was taken at a wavelength of λ = 720 nm and at s = 400 µm
away from the excitation point. (d) The same as (c) but for s = 580 µm, which is close to the end of the waveguide.
Reproduced with permission from [86]. Copyright 2017 American Chemical Society.

of the dielectric nanoparticle chain are less susceptible to the re-
fractive index of the surrounding medium than in the structures
with plasmonic modes. It mainly stems from the confinement
of the mode inside the nanoparticle. However, the refractive in-
dex of the surrounding medium affects the radiative losses of the
nanoparticle and can result in modification of the guiding prop-
erties, including dispersion and signal decay.

4.11 Summary
The multipole resonances in all-dielectric nanoparticles can

be excited in the visible or near-infrared spectral range, which
makes them particularly useful for applications in nanophotonics.
Dielectric materials have small losses at optical frequencies, and
nanoparticles made of high-permittivity dielectrics can sustain
both electric and magnetic multipole resonances. One important
property of these resonances is that they can be tuned by adjust-
ing the size and shape of the nanoparticle, making it possible to
control the scattering properties of the nanoparticle.
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One way to achieve scattering directivity is to design the di-
electric nanoparticle to have a high refractive index contrast with
its surrounding medium. As a result, nanoparticle multipoles are
excited, and thus one can control their interplay. This causes the
light to scatter in a highly directional manner, leading to a strong
scattering peak. By tuning multipole resonances, it is possible to
control the scattering properties of the nanoparticle and achieve
highly directional scattering, which has important applications in
areas such as sensing, imaging, and communication. Overall, con-
trol of directional scattering is an exciting area of research that has
the potential to revolutionize the field of optics and enable the de-
velopment of new and more advanced optical technologies.

4.12 Abbreviations
The following abbreviations are used in this work:

ED Electric Dipole
EOC Electric Octupole
EQ Electric Quadrupole
ETD Electric Toroidal Dipole
MD Magnetic Dipole
MOC Magnetic Octupole
MQ Magnetic Quadrupole
RA Rayleigh Anomaly
RFID Radio-Frequency Identification
SCS Scattering Cross Sections
SPP Surface Plasmon Polariton
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5.1 Theory of Fano resonances
If a physicist is asked a question which resonance is the most

famous, he is most likely to answer that it is the Fano resonance
[1–3], and this applies not only to physics. The Fano resonance is
also well-known in chemistry, biology and other sciences. As far as
physics is concerned, the Fano resonance is actively studied and
used in practice in various fields [4–7], and all-dielectric photonics
is no exception [8–10].

This unique commonality is due to the nature of the Fano res-
onance, which is simply the result of the interference of two waves
corresponding to resonant states with different quality factors.
As was emphasized in a recent review [10], the Fano resonance
is not a conventional resonance and is called so only by tradi-
tion. Fano resonance does not require an ordinary resonator, and
a spectroscopic situation constantly arises when a narrow line
is superimposed on a broad one and interferes with it. Accord-
ingly, all-dielectric nanostructures, which are characterized by a
whole bunch of different resonances, including the most famous
resonances such as Mie and Fabry–Pérot, as well as the recently
actively studied bound states in the continuum [11–13], anapole
modes [14], Purcell effect [15] and a number of others, are ideal
objects for observing and studying Fano resonances.

The history of the successful description of asymmetric lines
in experimentally observed spectra began in 1935 when Ugo Fano
explained sharp peaks in the absorption spectra of noble gasses
during the photoionization of atoms. This process can occur
through two channels: when an electron in the inner shell is ex-
cited above the ionization threshold, and when an atom is excited
to a quasi-discrete level, which spontaneously ionizes with the
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Figure 5.1. (a) Asymmetric profile of |D|2 calculated by formula (A), shown on the right [1]. (b) Fano line shapes for
different values of Fano parameter q, calculated by formula (B), shown on the right [2] in the normalized frequency
axis ε = 2 (E − E0) /�. (a) Reproduced with permission from: U. Fano, Sullo spettro di assorbimento dei gas nobili presso il lim-
ite dello spettro d’arco, Nuovo Cimento, N. S. 12 (1935) 154-161 (in Italian) [1]. (b) Reproduced with permission from: U. Fano, Effects
of configuration interaction on intensities and phase shifts, Phys. Rev. 124 (6) (1961) 1866-1878 [2].

electron leaving for the continuum. As a result of the analysis,
the first image of the asymmetric contour was obtained, shown in
Fig. 5.1a, which was described by formula (A), containing a term
in the blue frame, describing the interaction between the term it-
self and the continuum. The term in the blue frame causes the
absorption to be not just a superposition of the absorptions due
to the discrete and continuous terms, it reduces the intensity on
one side of the position of the discrete term E = 0 and increases it
by the same amount on the other side, which is determined by the
change in the sign of E.

This result and publication [1] did not receive wide recogni-
tion, since the article was published in Italian. In 1961, Fano pub-
lished another paper with an updated theory [2], which brought
him universal recognition. The asymmetric contours shown in
Fig. 5.1b are now known as the Fano profiles and Eq. (B) as the
Fano formula. The Fano parameter q = cot δ appears in this equa-
tion, where δ is the phase shift of the background continuum, ε =
2 (E0 − E)/�, where � and E0 are the resonance width and energy,
respectively. To demonstrate the analogy of the formulas given in
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the papers of 1935 and 1961 and to explain the physical mean-
ing of formula (B), this formula is decomposed into three terms
(Eq. (C)) [10]. The broad scattering component is described by
a constant infinite background with normalized amplitude equal
to 1. A relatively narrow line is described by a Lorentzian contour;
this is the second term. As in the case of Eq. (A) from the 1935 pa-
per, the key term is the third term, highlighted in the blue frame.
This is also a key alternating term, but if the third term in Eq. (A)
changes sign at E = 0, then Eq. (C) describes the general case and
the sign changes at resonant frequency of the narrow line E = E0.

In literature, there are different normalization coefficients for
formula (B) in Fig. 5.1 as well as different descriptions of the broad
background, including those consisting of several components in-
terfering or not interfering with a narrow line. We will use a simple
form of the Fano formula [4,8,10], which makes it easy to represent
all the main contours of the spectroscopic lines that this formula
describes:

σ(E) = D2 (q + �)2

1 + �2 . (5.1)

In this formula, E is the energy or normalized frequency, q = cot δ
is the Fano parameter that determines the shape of the narrow line
contour, δ is the phase shift between a broad background and a
narrow resonance line, � = 2 (E − E0) /�, where � and E0 are the
width and energy of the resonance, respectively, and D2 = 4 sin2 δ.

Notably, the theory does not impose any restrictions on the
value and sign of the Fano parameter q. In real structures, the
value of the Fano parameter is determined by geometric and ma-
terial parameters and, according to the cotangential dependence,
can change monotonously from plus infinity to minus infinity
passing through zero. The schematic Fig. 5.2 shows this cotangen-
tial behavior of q and the corresponding forms of narrow resonant
lines, which can be of three types. At the edges of a broadband
line, where the narrow line does not couple to the continuum
and the Fano parameter tends to infinity q → ±∞, the Fano line
shape becomes a symmetric Lorentzian σL(�) ∼ 1

1+�2 . Another
important special case corresponds to the zero value of the Fano
parameter q, when the narrow line becomes a symmetric quasi-
Lorentzian anti-resonance in the continuum spectrum σL(�) ∼

�2

1+�2 . In all intermediate cases, the shape of the narrow line will
be asymmetric and described by the Fano formula (5.1).

As follows from Eq. (5.1), the Fano profile always vanishes at
frequency q + � = 0. If there is only one broadband profile in
the observed spectrum, then the Fano resonance determines the
true zero in scattering. Such an effect can be observed experimen-



118 Chapter 5 Fano resonances in all-dielectric nanostructures

Figure 5.2. The shape of the characteristic Fano profiles (red curve, compilation of five lines) depending on Fano
parameter q = cot δ (magenta curve) and the corresponding Fano-formulas (in square frames). The green curve is the
symmetrical Lorentzian profile that plays a role of the background. Adapted with permission: M.F. Limonov, Fano resonance
for applications, Adv. Opt. Photon. 13 (3) (2021) 703-771 [10].

tally. Fig. 5.3 presents the experimental and calculated scattering
spectrum of the dielectric ring of an outer diameter of 115 mm,
an inner diameter of 93 mm, and a height of 7 mm, made of low-
loss Ti-Ca-based microwave ceramics with relative dielectric per-
mittivity of 43 and a loss tangent 10−4 [16]. The scattering cross-
section spectra of the ring and the distributions of the field were
measured at microwave frequencies in far-field and near-field
zones, respectively, in an anechoic chamber. The spectral region
of the Fano resonance was studied in detail, where a complete
suppression of the scattering intensity is observed, i.e., the ob-
ject becomes invisible to an outside observer. The results of the
near-field study indicate that at frequency 5 GHz neither the am-
plitude nor the phase of the Hz component of the TE polarized
field around and inside the ring are not distorted, the electromag-
netic wave passes through the ring unchanged, remaining an or-
dinary plane wave, Fig. 5.3d-f.

Finally, we will determine the place of the Fano resonance
among other resonances observed in photonics. The Fano reso-
nance corresponds to the weak-coupling regime and can be de-
scribed in terms of the two coupled oscillators model [8,17,18].
Two coupled driven oscillators (Fig. 5.4) are described by the fol-
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Figure 5.3. Experimental far-field normalized scattering cross-section spectra
(black curve) and calculated spectra (red curve) for ring. (a-f) Field patterns in
the near-field zone. Shown are: the spatial distribution of the real [(a), (d)] and
imaginary [(b), (e)] Hz magnetic component of the TE polarized electromagnetic
field and its phase [(c), (f)] for two frequencies 4.75 and 5 GHz, respectively. The
insert (g) shows a photograph of the examined sample. Adapted with permission
from: N. Solodovchenko et al., Cascades of Fano resonances in light scattering by dielectric
particles, Mater. Today 60 (2022) 69-78. [16].

Figure 5.4. Phase diagram for the Fano resonance as well as other photonic res-
onances (electromagnetically-induced transparency, Kerker effect, Borrmann
effect, parity-time symmetry) in the damping constants (γ1, γ2) plane. In the
lower left corner: schematic view of two coupled damped oscillators with a driv-
ing force f1 applied to one of them. Adapted with permission from: M.F. Limonov et al.,
Fano resonances in photonics, Nat. Photonics 11 (9) 543–554 (2017) [8].

lowing matrix equation [8]:(
ω1 − ω − iγ1 g

g ω2 − ω − iγ2

)(
x1
x2

)
= i

(
f1

f2

)
, (5.2)
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where x1 and x2 are the oscillator amplitudes, ω1 and ω2 are the
resonant frequencies, γ1 and γ2 are the damping terms, and f1

and f2 are the external forces with the driving frequency ω. The
coupling constant g describes the interaction between the oscilla-
tors. The Fano resonance occurs when only one of the oscillators
(with larger damping) is driven (f1 �= 0, f2 = 0). The key condition
for the occurrence of the Fano resonance is a strong difference in
damping rates γ1 � γ2 to realize narrow and broad spectral lines.
For the weak-coupling regime, coupling constant g should be less
than the greater damping γ1, that is, γ1 � g � γ2. The phase of
the undamped oscillator changes by π at the resonance, while the
phase of the strongly damped oscillator varies slowly. As a result of
interference, the resulting spectra show a typical Fano asymmetry.

The phase diagram in the damping constants (γ1, γ2) plane
(Fig. 5.4) shows the region of Fano resonance existence together
with other photonic resonances [8].

5.2 Disorder-induced Fano resonances
Among the many mechanisms for the Fano resonance to occur

[1–10], the most mysterious is probably the mechanism associated
with the disorder of the structure. Fano resonances are usually as-
sociated with coherent scattering in regular systems, and the Fano
parameter q depends on precisely known dielectric and structural
parameters. In the case of a disordered structure, in addition to the
averaged values of the parameters, their dispersion characteristics
are added, and the theoretical problem becomes much more com-
plicated. However, disorder provides an additional degree of free-
dom to control the spectroscopic properties of the structures, and
new, unexpected properties can be observed, which is impossible
in the case of ordered objects. In particular, it becomes possible to
control the Fano parameter over a wide range, including tuning it
from extremely large values to zero, which corresponds to a com-
plete flip of the Bragg band and the transition from the reflection
regime to the transmission regime. The source of the unique trans-
mutability of the Bragg band in the spectra of dielectric photonic
structures is the Fano interference between multiple Bragg scat-
tering and single disorder-induced Fabry–Pérot scattering. This
Fano resonance and the Anderson localization phenomenon have
the same physical origin, namely the interference between differ-
ent paths due to the multiple scattering of photons by imperfec-
tions in the structure [19,20].

Next, nontrivial properties associated with the Fano resonance
in disordered photonic crystals will be demonstrated using one-
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dimensional (1D) and three-dimensional (3D) structures as exam-
ples.

5.2.1 Fano resonances in 1D dielectric structures
In this section, the main features of the transmission spectra

of 1D photonic crystals (PhCs) with different types of disorder are
discussed. Following the works [19,20], let us consider 1D PhCs
consisting of a sequence of A and B layers. The A layers are as-
sumed to be identical with permittivity εA and thickness wA. The B
layers are allowed to possess some degree of disorder both in per-
mittivity (εi

B for i-th layer, mean value ε̄B), referred to as ε-disorder,
and in thickness (wi

B for i-th layer, mean value w̄B), referred to as
w-disorder. The variations are described by the normal distribu-
tion with half-width normalized to maximum position as σε and
σw. An average lattice constant of 1D PhCs is a = wA + w̄B. The
transmission coefficients of 1D PhCs are evaluated with the use
of the transfer matrix technique. Then, spectra are averaged for a
sufficient number of realizations M .

Fig. 5.5 demonstrates the qualitative difference between the
geometric (w) and compositional (ε) disorder. A classical Bragg
stop-band (Fig. 5.5a, red line) is observed in an ordered 1D PhCs
(Fig. 5.5c). Such a Bragg stop-band is surrounded by the fringes as-
sociated with Fabry–Pérot-type interference on PhCs boundaries.
The effect of w-disorder (Fig. 5.5e) on the transmission spectra of
1D PhCs gives rise to the well-known broadening and degrada-
tion of fringes, while outside the Bragg bands the transmittance
can reach nearly 100% (Fig. 5.5a, black line). The introduction of
ε-disorder (Figs. 5.5f, 5.6) leads to a different transformation be-
havior of the transmission spectra of 1D PhCs. This new behavior
is characterized by the asymmetric shape of the Bragg bands and
the appearance of additional “background” scattering outside the
Bragg bands (Fig. 5.5b, black line).

An ordered 1D PhCs (σwB = σεB = 0, Fig. 5.6a, black line) is opti-
cally transparent in the whole spectral range, except for narrow
h-order Bragg stop-bands at frequencies ωh, determined by the
condition:

ωhn̄a

c
= πh, h = 1,2, . . . (5.3)

where n̄ = (wA
√

εA + wB
√

εB)/a is the average refractive index.
Novel and unexpected effects are discovered when the disorder
is introduced to the permittivity of the layers B. The disorder de-
stroys perfect transmittance within the background regions, trans-
forming it into a relatively slowly changing Fabry–Pérot spectrum.
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Figure 5.5. Averaged transmission spectra of one-dimensional photonic crys-
tals for different types of disorder. (a) Spectra of an ordered PhC (red) and of PhC
with w-disorder (black). (b) Spectra of an ordered PhC (red) and of PhC with ε-
disorder. (c, d) Schematic illustration of the spatial dependence of permittivity
ε of an ordered 1D PhC. (e) Schematic illustration of the spatial dependence of
permittivity ε of PhC with w-disorder. (f) Schematic illustration of the spatial de-
pendence of permittivity ε of PhC with ε-disorder.

Light transport can be conveniently quantified by extinction χ , re-
lated to the transmission coefficient T as T = exp(−Naχ), where
a = wA + wB. For a 1D PhCs with ε-disorder, the following expres-
sion is obtained [20]:

χ ≈ σεB

4aεA
sin2

(
ω

√
εAwB

c

)
. (5.4)

This background extinction is determined by uncompensated
scattering on different layers B and the spectral dependence of
Eq. (5.4) reflects the Fabry–Pérot interference on layer B with the
width wB and variable permittivity εB. Increase in σεB results in
a gradual increase in modulation of a spectrum with a period of
Fabry–Pérot resonance TFP. In addition to the detected Fabry–
Pérot scattering, the results demonstrate unexpected changes in
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Figure 5.6. (a) Transmission spectra of 1D PhCs with ε-disorder as a function
of degree of disorder σε . The bands corresponding to the h-order Bragg reso-
nance are shown by the red arrows at the top of the figure. (b) Evolution of the
second-order Bragg band of 1D PhCs given in a larger scale for different values of
disorder σε , indicated by the corresponding color to the right of the figure. Calcu-
lation parameters: εA = 1.70, wi

B = 1.75, wB = 0.38a, N = 1000 (the number of
pairs of AB layers), M = 5000 (number of random realizations). Adapted with per-
mission from: M.V. Rybin et al., Optical properties of 1D disordered photonic structures, in:
M.F. Limonov and R.M. De La Rue (Eds.), Optical properties of photonic structures: interplay
of order and disorder, p. 14, CRC Press, Taylor & Francis Group, Boca Raton, London, New
York, 2012 [19].

the amplitude and shape of the spectrum at Bragg frequencies,
Fig. 5.6. When weak disorder is introduced (δεB = 5%), the sym-
metric contour of Bragg bands of ordered 1D PhCs becomes asym-
metric. A further increase in the degree of disorder (δεB = 10–15%)

causes an increasingly asymmetric shape of the Bragg line. The
spectrum marked with a thick red line in Fig. 5.6 (δεB = 25%)

illustrates the most impressive effect: band reversal and the trans-
formation of the Bragg stop-band into the Bragg pass-band. Thus,
in the 1D PhCs with ε-disorder, the Fano–Bragg band goes through
a complete cycle with a contour flip.

Fig. 5.7 demonstrates the impressive transformation of the
Bragg stop-band in ordered (a) and Bragg pass-band in disor-
dered (b) 1D PhCs depending on the number of unit cells N . For
a disordered 1D PhCs, the degree of disorder was fixed σε = 10.
Quite unexpectedly, with increase in N the line-width of the pass-
band strongly decreases and becomes much less than the width of
the stop-band that becomes finite and unchangeable at N > 104.
In this case, the disorder leads to the formation of ultra-narrow
bands at the Bragg frequency. In the limit N → ∞, these bands be-
come very narrow, while their intensity remains the same [19].
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Figure 5.7. Bragg stop-band in transmission spectra of ordered 1D PhCs (a) and Bragg pass-band in transmission
spectra of 1D PhCs with ε-disorder (b) as a function of the number of unit cells N . Adapted with permission from: M.V.
Rybin et al., Optical properties of 1D disordered photonic structures, in: M.F. Limonov and R.M. De La Rue (Eds.), Optical properties of
photonic structures: interplay of order and disorder, p. 14, CRC Press, Taylor & Francis Group, Boca Raton, London, New York, 2012
[19].

A theoretical model was developed to verify the existence
of Fano-type interference between narrow Bragg bands and the
Fabry–Pérot background [20]. Based on the transfer matrix method
[21], extinction χ was determined from the Fokker-Planck equa-
tions for the distribution of the electric field phase. The spectral
range close to the given Bragg frequency ωh and the case of weak
dielectric contrast are considered. These two conditions are suf-
ficient for an analytical description of the results of numerical
simulation. The average phase incursion �h = ωh

√
εAwB/c ≥ 1 is

introduced that characterizes the average phase shift in the lay-
ers at Bragg resonance. As a result, it was shown that, under the
assumptions made, the extinction can be expressed as a Fano
function [20]:

χ(�) = sin2 �hσ
2
εB

4aε2
A

(� + q)2

�2 + 1
. (5.5)

The formula includes dimensionless frequency of the Bragg line
� = (ω − ωh)/�h and the Fano parameter:

q = −
(

1 + |ε̄B − εA|2
σ 2

εB

)
cot�h − 1

�h

2εA|ε̄B − εA|
σ 2

εB

. (5.6)
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As in the main Fano formula (5.1), in Eq. (5.6) the Fano parameter
has a cotangential dependence. Notably, Eq. (5.6) includes the pa-
rameter σεB , which describes the ε-disorder, and does not include
the parameter σwB , which characterizes the w-disorder, in accor-
dance with the results of numerical calculations, Fig. 5.5. It follows
directly from formula (5.6) that by changing the magnitude of the
ε-disorder, one can change the Fano parameter q, and control the
shape of the Fano line.

5.2.2 Fano resonances in 3D dielectric structures
In this section, we continue the discussion of the optical prop-

erties of disordered PhCs in which the Fano resonance is ob-
served. The object of research is 3D PhCs based on synthetic
opals [22–29]. The structural parameters and physical properties
of opals make these gemstones not only beautiful decorations
but also perfect objects for optical studies. Opals are built up of
quasi-spherical particles of amorphous silica a−SiO2 (Fig. 5.8a),
each particle having a rather hard coat and porous nucleus, which
contains randomly located spherical pores 7–15 nm in diameter
(Fig. 5.8c,d). Porosity of the a−SiO2 particles produces inhomo-
geneity of dielectric permittivity of a single a−SiO2 particle and
of the opal structure as a whole. As a result, opals always have a
disordered structure that can be described as face-centered cubic
(fcc) only as a rough approximation.

Figure 5.8. (a) Scanning electron microscopy images of opals. (b)-(d) Transmission electron microscopy images of
a−SiO2 particles. Adapted with permission from: M.V. Rybin et al., Selective manipulating the stop-bands in multi-component
photonic crystals: opals as an example, Phys. Rev. B 77(20), 205106 (2008) [22].

Opals have an overlapping net of air voids in between the
a−SiO2 particles (Fig. 5.8a), which allows infilling the voids with
various materials, including repeatedly filling the sample with liq-
uids. The average permittivity of each individual a−SiO2 particle
is 1.8–2.0 depending on the sample [22,27]. This value is excellent
for studying different effects in the optical spectra of 3D PhCs. For



126 Chapter 5 Fano resonances in all-dielectric nanostructures

example, by filling opals voids with a mixture of distilled water
(ε = 1.78) and propylene glycol (ε = 2.05) in various proportions,
one can scan the average dielectric constant of opals, including
passing the point of the assumed complete transparency of the
sample.

Figure 5.9. (a) Transmission spectra of two opal samples for the � → L geometry and the results of calculations of
the transmission spectra of an disordered ensemble of isolated spherical particles with D = 260 nm and D = 316 nm
with the use of Mie theory. (b) The transmission spectra of an opal sample (D = 316 nm, thickness ∼ 0.6 nm) as a
function of the filler permittivity εf in the region of the (111) photonic band (black dotted curves). The color curves
(red solid, blue solid, and green dashed) are the results of fitting with a Fano function. (c) The Fano asymmetry pa-
rameter q that changes continuously from negative to positive values with filler permittivity εf increasing for three
samples with different thickness of 0.6, 0.8, and 2.2 mm, respectively, D = 316 nm. The solid line is a guide for the
eyes only. Below: Schematic of the Bragg band shape observed in the transmission spectra on changes in the filler
permittivity εf , which, in turn depends on Fano parameter q . Adapted with permission from: M.V. Rybin et al., Fano reso-
nance between Mie and Bragg scattering in photonic crystals, Phys. Rev. Lett. 103(2), 023901 (2009) [29].

Fig. 5.9a shows the transmission spectra of two oriented sam-
ples of high quality opals. The spectrum is determined by two
mechanisms. First, broadband defect-induced Mie scattering due
to ε-disorder in individual a−SiO2 particles, and second, narrow
Bragg stop band from the (111) planes of the fcc opal lattice. The
key experimental result is shown in Fig. 5.9b, which demonstrates
a surprising transformation of the transmission spectra of opal
with a change in the dielectric permittivity of the filler, starting
from small values. At first, the well-known effect of diminishing
of the Bragg stop band intensity is observed when the filler per-
mittivity εf approaches a certain value, which was determined
for the family of (111) stop band of the 316 nm opal sample to
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be ε0
f = 1.816 (Fig. 5.9b, the green curves). It should be empha-

sized that there is no value of εf at which the (111) Bragg band
disappears. When the filler permittivity is εf = ε0

f (the red curve),
a transmission Bragg rise is observed instead of the conventional
transmission Bragg dip. This means that for some parameters of
the disordered 3D structure the Bragg-stop band is transformed
into the Bragg pass-band, similar to the case described above for
the 1D disordered structure. The turning point of the Bragg band
corresponds to the Fano parameter q = 0, Fig. 5.9c. With a further
increase in filler permittivity εf , the reverse transformation of the
Bragg pass-band into the Bragg stop-band occurs (blue lines in
Fig. 5.9b). Note that below and above point εf = ε0

f , the Bragg lines
have the opposite asymmetry (Fig. 5.9b), which is expressed by the
sign change of the Fano parameter q at this point (Fig. 5.9c).

Thus, it was demonstrated that in both 1D PhCs and 3D PhCs
ε-disorder leads to Fano interference and a surprising transforma-
tion of the stop band into the transmission band. In both cases the
Bragg resonance plays a role of the narrow line demonstrating the
flip, and the broad defective background has a different nature: in
1D this is Fabry–Pérot scattering, in 3D this is Mie scattering.

In the classic work by S. John “Strong localization of photons in
certain disordered dielectric superlattices”, [30], it was predicted
that strong Anderson localization of photons can be achieved due
to Bragg resonances in disordered dielectric superlattices with a
real positive dielectric constant. Therefore, the interference be-
tween Bragg diffraction and disorder-induced scattering is usu-
ally considered a way to localize light and a mechanism capable
of suppressing transmission and increasing backscattering. It ap-
pears that the opposite situation exists, and Fano interference be-
tween defective background scattering and Bloch waves, under
certain conditions, leads to an anomalous increase in transmis-
sion at Bragg frequencies.

5.3 Cascades of Fano resonances
A single Fano resonance results from the interference of two

spectrally wide and narrow lines, as discussed in Section 5.1. The
Fano profile can be either asymmetric or symmetric, and its shape
is determined by the Fano parameter q. However, if in the region
of sufficiently broad background scattering there are several inter-
fering narrow lines, then a number of resonance lines with differ-
ent Fano contours are observed in the spectrum. If the mechanism
of the appearance of narrow resonances leads to an infinite series,
then an infinite cascade of Fano resonances arises. Such a strik-
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ing example has been studied in detail in atomic spectroscopy,
where infinite cascades of asymmetric Fano lines were thoroughly
studied for Rydberg series of autoionization resonances [4]. Ry-
dberg resonances may or may not overlap in energy, interacting
with a continuum of varying phase shift and demonstrating all
possible Fano shapes, Fig. 5.10b. Noteworthy, atomic physics is
directly related to the theory of Ugo Fano, who created his own
model for describing unusual sharp asymmetric peaks in the ab-
sorption spectra of noble gasses [1,2]. Fig. 5.10a from the classic
article by Ugo Fano presents the experimental data on the inelastic
scattering of electrons by helium (circles) and the results of fitting
at different values of the spectral width of the autoionized state.

Figure 5.10. (a) Experimental data on the inelastic scattering of electrons by He (circles) and three fitting curves.
The intermediate value � = 0.04 eV gives the best overall fit. (b) Calculation of the cross section of a Rydberg–Fano
series interacting with a giant resonance in the limit of weak coupling. (a) Adapted with permission from: U. Fano, Effects of
configuration interaction on intensities and phase shifts, Phys. Rev. 124, 1866–1878 (1961) [2]. (b) Adapted with permission from: J.-P.
Connerade and A.M. Lane, Interacting resonances in atomic spectroscopy, Rep. Prog. Phys. 51, 1439-1478 (1988) [4].

As in the case with Rydberg series in atomic physics, in op-
tics the full Mie and Fabry–Perot manifold comprises an infinite
sequences of narrow resonances in all-dielectric structures. As a
result, cascades of Fano resonances can be observed in the far
field. In optics, Fano resonance cascades were first discovered and
analyzed theoretically in detail in the spectra of light scattering
by a dielectric cylinder [31]. By employing the exact solution of
the Maxwell’s equations, it was demonstrated that the Lorentz–
Mie coefficients of the Mie problem can be expressed as infinite
cascades of Fano profiles. Mathematically, the Lorentz–Mie coef-
ficients describe the interference between the background radia-
tion of an incident wave scattered by the cylinder as a whole and
narrow Mie resonances, which corresponds to the physical condi-
tions for the occurrence of Fano resonances. When the position of
the narrow Mie line was changed relative to the broad background
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Figure 5.11. Spectral dependence of the amplitude of the Mie scattering effi-
ciency Qsca,0 for dipole mode TE0k for a single dielectric cylinder and different
values of real dielectric permittivity ε1. Spectra are shifted vertically by the values
shown. The cylinder is embedded in air, ε2 = 1. The behavior of Fano parameter
q is shown above the figure. Insert: The shape of the characteristic Fano pro-
files (red curve compiling five lines) depends on Fano parameter q = cot δ (red
curve) and the symmetrical Lorentzian profile (green curve). Adapted with permis-
sion from: M.V. Rybin et al., Mie scattering as a cascade of Fano resonances, Opt. Express
21, 30107–30113 (2013) [31].

spectrum, the resonance line shape periodically transforms from
the Lorentzian contour (q → ±∞) to the Fano contour, then to the
quasi-Lorentzian dip (q = 0) and vice versa. Fig. 5.11 demonstrates
this strict periodicity using the spectral dependence of Mie scat-
tering efficiency Qsca,0 for the dipole mode TE0k. It is important to
note that the position of the singular points of the q(x) function
does not depend on the dielectric permittivity of the resonator.
As a result of the numerical fitting of the functions Qsca,0(x) for
a dielectric cylinder (Fig. 5.12a), the spectral dependences of the
Fano parameter q(x) were obtained, which fully correspond to the
cotangential theoretical dependence q = cot δ following from Fano
theory [1,2].

Light scattering by a single homogeneous spherical dielectric
particle with a high refractive index and low losses based on the
exact Mie solution, which included the study of Fano resonances,
is analytically studied [32]. In this case, far-field scattering can be
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Figure 5.12. (a) Dependence of Fano parameter q on size parameter x for dipole mode TE0k and multipole modes
TE1k (red) and TE2k (green) for a cylinder. (b) Dependences of Fano parameter q on size parameter x: q(a)

1 (solid

blue line for magnetic modes) and q
(b)
1 (dashed red line for electric modes) for a sphere. (a) Adapted with permission

from M. F. Limonov, Adv. Opt. Photon. 13, 703-771 (2021) [10]. (b) Adapted with permission from: M.I. Tribelsky and A.E. Mirosh-
nichenko, Giant in-particle field concentration and Fano resonances at light scattering by high-refractive-index particles, Phys.
Rev. A 93, 053837 (2016) [32].

decomposed into orthogonal electromagnetic dipolar and multi-
polar terms with spherical Lorentz–Mie coefficients an and bn. It
was demonstrated that, as in the case with a cylinder, each par-
tially scattered wave is represented as a sum of two terms. One
of them plays the role of a broadband background, the other the
role of a narrow resonance and is associated with the excited Mie
mode. Term interference leads to Fano resonance with all possi-
ble line shapes. For the Mie scattering efficiencies of the electric
modes |an|2 and magnetic modes |bn|2, the conventional Fano pro-
file normalized to its maximal value was obtained with the Fano
parameters q

(a)
n and q

(b)
n respectively:

|an|2 = 1(
1 + q

(a)2
n

)
(
�
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n + q
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n

)2

(
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) ,
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(b)2
n

)
(
�

(b)
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n

)2

(
1 + �

(b)2
n

) .

(5.7)

It is important that the Fano parameters for electric and mag-
netic modes were analytically determined. The parameters de-
pend only on the multipolarity of the scattered partial wave n and
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do not depend on the particle refractive index:

q(a)
n = χ ′

n(x)

ψ ′
n(x)

, q(b)
n = χn(x)

ψn(x)
, (5.8)

where x is the size parameter, χn(x) and ψn(x) are the Riccati–
Bessel functions. The corresponding dependencies of the Fano
parameters, which are exactly reminiscent of the cotangent func-
tion of the phase shift from Ref. [2], are shown in Fig. 5.12b.

The transformation of the calculated normalized scattering
cross-section (SCS) spectra as the shape changes from a cylinder
to a ring with an increase in the inner radius of the ring was an-
alyzed in detail in Ref. [18]. As a result of numerical calculations,
it was shown that the Mie modes of the cylinder are transformed
into broad transverse modes of the ring, to which new longitu-
dinal modes are added due to the presence of two side walls. At
the same time, the transverse modes of the ring, genetically re-
lated to the Mie modes of the cylinder, which exhibit cascades
of Fano resonances in scattered light, also retain this property,
but in a nontrivial sequence. In the SCS spectra of the ring, as
well as the split ring and, unexpectedly, the rectangular cuboid,
the identical strict alternation of line shapes in the cascade of
transverse resonances in the Lorentzian-Fano- Lorentzian-Fano-
. . . sequence is observed, Fig. 5.13. Note that the spectral posi-
tion of intense lines is almost the same in the spectra of three
structures of different shapes, which is associated with the trans-
verse type of these modes in resonators with the same width,
and this effect is retained with transformation from a ring to a
cuboid. In this case, narrow longitudinal resonances have differ-
ent amplitudes and shapes in the scattering spectra of different
structures. In particular, in the spectra of a split ring (Fig. 5.13b),
all narrow lines have pronounced Fano profiles, which is asso-
ciated with additional interference due to the presence of an air
gap.

Let us discuss in more detail the scattering spectrum of a ring
with a rectangular cross-section and a very high dielectric per-
mittivity ε = 200, when all the spectral features are clearly visible
[16]. In three-dimensional structures with axial symmetry, such as
a disk and a ring, the eigenfunctions can be characterized by the
azimuthal (m), radial (r), and axial (z) mode indices, forming an
ordered triple (m,r, z). The SCS spectrum of a ring is divided into
separate spectral regions, which begin with a broad transverse res-
onance of the Lorentz- or Fano-type and continue with a gallery
of longitudinal modes, Fig. 5.14. This is an alternation of galleries
with different transverse field distributions: either an integer or a
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Figure 5.13. Normalized SCS spectra of dielectric resonators with a rectangular
cross-section. (a) ring, (b) split ring, (c) cuboid. The colored arrows mark cas-
cades of Fano resonances formed by intense transverse Fabry–Perot modes. TE
polarization, ε = 80, εair = 1. Size parameter x = Routω/c for all structures ex-
cept the cuboid, for which x = Lω/c, L = π(Rout + Rin). Adapted with permission
from: N. Solodovchenko et al., Cascades of Fano resonances in light scattering by dielectric
particles, Mater. Today 60 (2022) 69-78 [16].

half-integer number of waves fit across the resonator width, which
corresponds to either even or odd radial index r. The Fano reso-
nance heads the galleries with even radial photonic indices, while
the Lorentz resonance heads the galleries with odd radial indices.
The analysis performed by calculating SCS spectra of the dielec-
tric ring resonator at excitation by partial harmonics indicates that
the partial spectra change strictly periodically, retaining in gen-
eral the characteristic Fano properties of the Mie scattering for
dipole modes TE0k by a dielectric cylinder, Fig. 5.11. Indeed, let
us consider the SCS spectral dependence at excitation by partial
cylindrical harmonics with n = ±1, marked in Fig. 5.14 with the
bold blue line. The spectrum is strictly periodic with maxima in
the region of odd galleries and minima in the region of even gal-
leries (marked in pink).

Thus, Fano resonance cascades are a general property of the
light scattering spectra by all-dielectric particles with Mie or
Fabry–Pérot type resonances [16]. This effect is associated, in par-
ticular, with the periodic behavior of the Fano parameter q in the
spectral domain, as follows from Fig. 5.12.
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Figure 5.14. Total normalized scattering cross-section spectrum of dielectric ring (black curve) and SCS spectra at
excitation by partial cylindrical harmonics with modal number n = 0, ±1, ±2, ±3. Most of the narrow lines of longi-
tudinal modes forming the galleries are not shown in the black curve for better visibility of the plot. Rin/Rout = 0.6,
TE polarization, ε = 200. The normalized size parameter x = Routω/c. Adapted with permission from: N. Solodovchenko et
al., Cascades of Fano resonances in light scattering by dielectric particles, Mater. Today 60 (2022) 69-78 [16].

5.4 Fano resonance and Purcell effect
The spontaneous emission rate of an emitter in a cavity may

be enhanced or inhibited compared to emission in free space. The
spontaneous emission modification factor, also known as the Pur-
cell factor, scales inversely with the cavity mode volume. In his
seminal paper of less than one page, which nevertheless laid the
foundation for a new direction in solid state physics, E.M. Purcell
gives the following formula for the spontaneous emission proba-
bility that can be increased, and the relaxation time reduced, by a
factor [33]:

Fp = 3Qλ3/4π2V, (5.9)

where V is the volume of the resonator. This result was obtained
for the probability of spontaneous emission for nuclear magnetic
moment transitions at radio frequencies when the Purcell factor
Fp is scaled as the ratio of the cavity quality factor Q to volume V

with a certain coefficient. There are a number of works where the
analysis and calculation of the Purcell factor for a specific reso-
nant structure with an emitter is carried out [15,34–40]. According
to quantum theory [41], spontaneous emission occurs when an
emitter relaxes from an excited state to its ground state by photon
emission into an optical mode. The rate of this transition is de-
termined by the photonic density of states and the electric-field
strength at the position of the emitter. The Purcell effect implies
the resonator influence on the spontaneous emission rate of an
emitter is observed in systems of different scales and configura-
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tions. In particular, homogeneous and inhomogeneous broaden-
ings result in much lower overall spontaneous emission rates than
might be the case if all emitters exactly matched the cavity reso-
nance. Therefore, when trying to manipulate spontaneous emis-
sion, it is important to control the number of optical modes and
their spatial distribution with respect to the emitter [34].

An important feature of complex dielectric structures consist-
ing of several elements, such as a resonator and an emitter, is the
presence of a number of spectroscopic effects, including the co-
existence of the Purcell effect and the Fano resonance [15,37–40].
The Fano resonance, with its nontrivial spectral dependence, can
provide an additional degree of freedom for controlling the rate of
spontaneous emission. Let us recall that the Fano resonance has
a simple optical interpretation as the result of the interference of
two waves corresponding to resonant states with different qual-
ity factors [10]. In the same way, a change of the emission rate
of an emitter caused by an environment has a classical counter-
part [15,35]. For the Purcell effect and the Lamb shift [42], which
are usually discussed in the context of quantum electrodynamics,
it is possible to find classical counterparts in photonics and ex-
plain their physics through the interference wave phenomenon.
As an example, a waveguide in a planar photonic crystal with a
side-coupled defect was considered, the coincidence of the results
obtained on the basis of quantum and classical approaches was
demonstrated, and their connection with the Fano resonance was
revealed [15].

Figure 5.15. Schematic of quantum and classical systems demonstrating the Purcell effect and Lamb shift. In case
(a), a quantum particle is placed into a resonator. In case (b), a photonic cavity is placed in a close proximity to a
Fabry–Pérot resonator waveguide in a planar photonic crystal described by Maxwell’s equations. Adapted from: M.V.
Rybin et al., Purcell effect and Lamb shift as interference phenomena, Sci. Rep. 6, 20599 (2016) [15].

For a quantum particle (an atom) placed in the middle of a res-
onator (Fig. 5.15a), the quantum electrodynamics approach pre-
dicts two effects: Purcell effect and the Lamb shift [43]. The Lamb
shift corresponds to a shift in the transition energy due to the
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perturbation of stationary modes by the zero-vibrations of elec-
tromagnetic field. As a classical analogue of a quantum system,
a microcavity is considered, which is called a meta-atom instead
of a quantum particle, Fig. 5.15b. Two subsystems are consid-
ered, namely, a low-Q Fabry–Pérot resonator associated with a
pair of partially reflecting defects, and a meta-atom characterized
by a narrow Lorentzian spectrum. The transmission spectrum of
such a classical structure is calculated using the transfer matrix
approach and, after mathematical transformations, the transmis-
sion intensity is represented in the form of the Fano formula [15]:

T =
∣∣∣∣ 1 − r2

r2eikd − e−ikd

∣∣∣∣
2

(q + �)2

1 + �2
, (5.10)

where � = (ω − ωc)/γc is the dimensionless frequency, q = −2r ×
sin δ/(1 − r2) is the Fano parameter, r is the reflection coefficient,
k = ω/c is the wavenumber, d is the Fabry–Pérot resonator length.
Eq. (5.10) shows that the transmission intensity is determined by
two terms. The first term defines the transmission in the absence
of the meta-atom (only the Fabry–Pérot resonator), and the sec-
ond term describes the interaction with the meta-atom through
the Fano interference.

Fig. 5.16 shows the dependencies of the Purcell factor Fp, the
Lamb shift �c/γ0 and the Fano parameter q on the length of the
Fabry–Pérot resonator d (distance between reflectors), obtained
on the basis of the analytical theory (the curves) and numerical
calculations (the dots). As seen, the results of ab-initio calcula-
tions are in good agreement with the analytical data. An important
result of the analytical theory is the discovery of a linear relation-
ship between the Purcell factor and the Lamb shift, in which the
proportionality factor is the Fano parameter:

�p = q · Fp. (5.11)

The role of the parity of the Fabry–Pérot resonator modes was
also established. Note that the sequence of maximum values of
the Purcell factor (Fig. 5.16b) corresponds to the Fano parameter
q = 0 (Fig. 5.16d), which determines the maximum of the symmet-
rical transmission band of the even Fabry–Pérot modes (Eq. (5.10),
Fig. 5.16a). Even Fabry–Pérot modes correspond to a strong Lamb
shift and larger values of the Purcell factor (short lifetime) due to
a large local density of states and a larger overlap integral since
both modes are even. Odd Fabry–Pérot modes correspond to a
small Lamb shift and Purcell factor less than unity (low decay
rate), Fig. 5.16.
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Figure 5.16. Photonic properties of the resonant dielectric structure with the
side-coupled defect depending on the length of the Fabry–Pérot resonator d .
(a) Transmission intensity, (b) Purcell factor Fp, (c) Lamb shift, (d) Fano parameter.
Curves are calculated depending on the square of the reflection coefficient r2 =
0.1 (dashed blue), r2 = 0.3 (dotted green), and r2 = 0.5 (solid red) on the basis of
analytical theory, dots are the result of numerical calculations. ω0 is the resonant
frequency of the defect mode. Adapted from: M.V. Rybin et al., Purcell effect and Lamb
shift as interference phenomena, Sci. Rep. 6, 20599 (2016) [15].

Optical phenomena associated with the coexistence of the
Fano resonance and the Purcell effects have been studied in di-
electric structures formed by the same elements, such as dimers
and oligomers. In particular, the near-field enhancement of di-
electric homodimers (a dimer consisting of two identical sub-
units) and oligomers composed of high-refractive-index spherical
particles has been theoretically studied [38]. Figs. 5.17a,c present
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Figure 5.17. (a) Normalized electric dipole, a1, contribution of the dimer (blue curve) and electric field intensity en-
hancement (orange curve) in the middle of the gap. (b) Zoom of the electric field intensity enhancement (dB scale)
for a homodimer with r/λ = 0.4383. (c) Normalized magnetic dipole, b1, contribution of the dimer (blue curve) and
magnetic field intensity enhancement (orange curve) in the middle of the gap. (d) Zoom of the magnetic field intensity
enhancement (dB scale) for a homodimer with r/λ = 0.444. Reproduced with permission from: D. Rocco et al., Giant electric
and magnetic Purcell factor in dielectric oligomers, JOSA B. 37, 2738 (2020) [38].

the normalized electric dipole in the spheres, a1, and magnetic
dipole contribution, b1, by changing r/λ for a fixed gap between
the spheres g/λ = 0.0645 for the two orthogonal pump excitations.
A strong electric or magnetic field enhancement is associated with
a Fano-like resonance of the electric or magnetic dipole coeffi-
cient, respectively. The normalized radius at which Fano reso-
nance occurs coincides with the maximum of field enhancement.
The interference of the incident light and re-emitted light creates
a complex near-field pattern and results in either strong enhance-
ment (constructive interference) or strong suppression (destruc-
tive interference) of the electromagnetic field.

For the homodimer (Fig. 5.17), in the case of spheres with a gap
of 10 nm and r/λ = 0.4383 excited by an electric point dipole polar-
ized along the x axis and placed in the middle of the gap, electric
Purcell factor achieves the maximum value of 1256. In the case of
a magnetic dipole, the magnetic Purcell factor achieves the record
value of 3250 for r/λ = 0.444.
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Figure 5.18. (a) Numerically calculated Purcell factor showing the shape of the Fano line for a silicon oligomer (hep-
tamer, gray insert) for two positions of the magnetic dipole: in the center (the blue Fano line) and 20 nm from the top
surface of the central nanocylinder (the orange line). The gray dashed line is the standard telecommunication wave-
length (1540 nm). The magnetic field distribution and directivity patterns for the dipole placed in the center (b, d) and
20 nm from the top surface (c,e). Adapted with permission from: V. Yaroshenko et al., Purcell effect control in oligomer based
active nanoantenna for the near-IR wavelength range, AIP Conf. Proceedings 2300, 020133 (2020) [39].

The theoretical study of four types of oligomers (tetramer, pen-
tamer, hexamer, and heptamer) made of silicon nano-cylinders
are presented in Ref. [39]. For the heptamer, a Fano resonance is
observed on the wavelength of 1540 nm. When estimating the Pur-
cell factor, it was taken into account that there are no losses in
silicon in the wavelength range from 1400 to 2000 nm, therefore
the radiative Purcell factor is equal to the total Purcell factor, and
the following equation was used [35]:

Fp = P/P0, (5.12)

where P is the power radiated by a dipole in the presence of the
oligomer and P0 - in the absence of the oligomer. In calculations,
a 10 nm dipole was placed in the center of the oligomer along the
Y axis. For the heptamer, the highest Purcell factor of 200 was ob-
tained (Fig. 5.18a). For other cases, the Purcell factor is 2-3 times
lower and demands additional optimizations of geometrical pa-
rameters to tune the resonance on the wavelength of 1540 nm. The
shift of the dipole close to the surface of the central nanocylinder
along the z-axes causes a dramatic decrease of the Purcell factor
to the value of 10 and changes the directivity pattern, Fig. 5.18b-e.

The study of the Purcell effect and Fano resonance is not lim-
ited to photonic structures. An instructive example is provided by
mechanical modes in optomechanical resonators [37]. There are
analogies between optics and mechanics, where the equations for
acoustic waves are given in terms of pressure and velocity fields
[44], rather than electromagnetic fields for optics. Note that op-
tomechanical structures can support coupling between mechan-
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ical and optical modes, offering a wide range of applications in
optomechanics [45].

For optomechanical resonators, a quasi-normal-mode theory
of mechanical open-cavity modes was developed and the impor-
tance of using a complex effective mode volume and the phase
of the quasi-normal mode was demonstrated [37]. The normal-
mode theories of the elastic Purcell factor were generalized, and
a striking example of coupled quasi-normal modes leading to a
pronounced Fano resonance was demonstrated. The theory is ex-
emplified by full three-dimensional calculations of optomechan-
ical beams, but the general findings apply to a wide range of me-
chanical cavity modes. To validate the theory, an analytical Green
function expansion was performed using quasi-normal modes
with the Purcell elastic factor expression, and excellent agreement
was obtained with numerical simulations for 3D optomechanical
beams. The elastic Purcell factor evaluated at the resonant mode
�m at the source point r0 can be written as:

Fp (r0) = ηn
6π�m

�3
mαVeff,m (r0)

, (5.13)

in which it is assumed that the Green function’s response is domi-
nated by a single mode, and the response is on-resonance � = �m.
Here ηn is a numerically determined constant to account for elas-
tic anisotropy of the medium; α = 0.5v−3

l + v−3
s where vl and vs

are the scalar longitudinal and shear speed of sound in the mate-
rial; Veff,m is the real part of the effective mode volume. Eq. (5.13)
is the elastic Purcell factor evaluated at the resonant mode �m at
the source point.

Fig. 5.19 shows the results of numerical calculations for a
3D optomechanical beam for coupled quasi-normal modes. The
crystal beam consists of a five-hole and a three-hole cavities
separated by 4 µm. According to the calculations, two resonant
quasi-normal modes are close in frequency with the spectral over-
lap. The first QNM 1 (Fig. 5.19a) with eigenfrequency �/2π =
5.172 − i0.012 GHz and quality factor Q1 = 216, is dominated by
the three-hole cavity. The second QNM 2 (Fig. 5.19b, �/2π =
5.171 − i0.002 GHz) with a higher quality factor Q2 = 1293 is dom-
inated by the five-hole cavity. The closeness of the frequencies of
two modes with different Q leads to a striking Fano resonance that
results in an interference effect in the total decay rate, Fig. 5.19d.

The presented analysis should serve as a reliable and valuable
tool for understanding and developing emerging optomechanical
technologies.
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Figure 5.19. The Fano resonance in the total decay rate. (a-c) Three quasi-normal mode profiles of an optomechani-
cal crystal beam. (d) Elastic Purcell factor simulation with a three-mode approximation of the total decay rate (using
an isotropic material approximation ηn = 1). Contributions from each individual mode are shown with dashed lines.
The inset shows a clearer view of quasinormal modes 3 (c), where the unshaded region indicates the frequency
range of the main plot. Adapted from: A.-W. El-Sayed and S. Hughes, Quasinormal-mode theory of elastic Purcell factors and
Fano resonances of optomechanical beams, Phys. Rev. Res., 2, 043290 (2020) [37].

5.5 Dynamical scattering effects at the Fano
resonances

Like other resonant effects, Fano resonances have some re-
sponse when the excitation signal changes. As already shown in
the previous sections of this chapter, the Fano resonance has been
observed in a wide range of different physical systems, and the
same should be true for dynamic Fano resonances (DFRs).

It is noteworthy that autoionization processes in noble gasses
have dominated the pioneering work on Fano resonances for
more than 80 years. In 1935, U. Fano published his pioneering
work on the theoretical interpretation of the absorption spectra
of Ar, Kr, and Xe [1]. In 1961, a seminal paper presented the re-
sults of fitting the shape of the He resonance observed in inelastic
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electron scattering, Fig. 5.10a [2]. Recently, the next key step has
been taken: the experiments demonstrating the dynamics of the
shaping of a Fano contour in the time domain were published in
2016 [46]. To measure the time-dependent formation of the Fano
resonance in He, a transient buildup of the 2s2p doubly excited
state was observed using the extreme ultraviolet (XUV) absorption
spectroscopy. Monitoring the formation of the Fano lineshape was
achieved by rapidly terminating the coherent dipole response of
the He atom via saturated strong-field ionization by using an in-
tense near-infrared (NIR) laser pulse. Upon excitation, the XUV
pulse triggers the dynamic buildup of the Fano resonance, while
the time-delayed NIR pulse depletes the autoionization level and
ends the buildup process of the Fano spectral line. The evolution
of the Fano line shape in real time was tracked due to the change
in the time delay between the XUV and NIR pulses with subfem-
tosecond precision. Thus, the possibility of dynamic control of the
shape of the Fano line in the absorption spectrum was demon-
strated experimentally [46].

Figure 5.20. (a) Experimental setup and (b) normalized transmission spectra obtained from experiments and (c) nu-
merical simulations at different powers of pump laser. The spectra are shifted as shown in the figure. The scanning
speed and the power of probe laser were 1.2 THz/s and 1 µW, respectively. From bottom to top, the pump power
was set at 0, 5, 20, 50 and 100 µW. Adapted with permission from: F. Lei et al., Dynamic Fano-like resonances in erbium-doped
whispering-gallery-mode microresonators, Applied Physics Letters, 105(10), 101112 (2014) [47].

The DFR can also be observed in dielectric particles, for exam-
ple, in a microtoroidal resonator with a diameter of 90 µm fabri-
cated from Er3+ - doped sol-gel silica film on a silicon wafer [47].
Fig. 5.20a depicts schematics of the experimental setup. Two tun-
able lasers with an external cavity were used to create the DFR:
one in the 1450 nm band and another in the 1550 nm band, where
the first laser is a pump and the second one is a probe laser.
To achieve stable pumping, the pump laser frequency was ther-
mally locked to a resonant mode at 1434.6 nm, and the probe laser
was continuously scanned to obtain transmission spectra around
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a mode at 1538.2 nm. While the pump laser excites the erbium
ions to a metastable state, the probe laser knocks down ions from
the metastable state, decreasing the population of excited ions in
the metastable state. Note that erbium ions emit photons in the
1550 nm band when pumped with a light in the 1450 nm band.

However, the population of the metastable state is changed by
changing the power of the pump laser. Thus, a Lorentzian dip is
observed at zero pumping. As the pump laser power is increased
from 0 to 100 µW, a transition from the Lorentzian dip (0 µW) to the
Lorentzian peak (100 µW) with intermediate Fano contours is ob-
served in the transmission spectrum of the probe laser, Fig. 5.20b.
There is a competition between the pump and probe lasers. As a
result, as the pump power is increased, the transmission spectra
exhibit a transformation from the Lorentzian dip to all intermedi-
ate asymmetric Fano contours and further to the Lorentzian peak
at saturation. Moreover, such an evolution can be observed when
changing the scanning speed in the frequency domain or chang-
ing the power of the probe laser. In the case of an increase in the
power of the probe laser, the mechanism described above is valid.
If the probing laser power is much less than the pump power, then
a Lorentz peak is observed in the transmission spectrum, and with
increasing power it gradually takes the Fano contour shape, and
eventually transform into a Lorentz dip. In another case, when
the scan speed is increased, the probe does not stay on-resonance
long enough to cause a significant decrease in gain so the pump
can provide enough gain to transform the Lorentzian dip into a
Lorentzian peak.

DFRs can be also observed in the scattering by single dielectric
particles [48], for example, in Mie scattering of a time-modulated,
linearly polarized plane electromagnetic wave on a circular cylin-
der. For instance, consider a cylinder irradiated by a TE-polarized
electromagnetic wave with a wave vector k perpendicular to the
cylinder axis and a vector E oscillating in the base plane of cylin-
der, Fig. 5.21a. To study transient effects, let us to consider a square
incident pulse, which duration is much longer than the transition
time to a stationary process. This choice is due to the desire to sep-
arate the transient processes occurring at the beginning and at the
end of the incident electromagnetic wave pulse.

The stationary problem of electromagnetic wave scattering on
a cylinder of radius R has an exact solution [49]. In this case,
the solution is represented as an infinite series of multipole con-
tributions. In TE polarization, the field (with time dependence
exp(−iωt)) is described by two well-known coefficients: al and dl ,
which correspond to the field outside and inside the cylinder, re-
spectively [49]. Ordinary calculations lead to the following expres-
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Figure 5.21. Dynamic scattering on a cylinder. a) The orientation of the cylinder and an incident TE-linearly polarized
plane electromagnetic wave. b) The spectrum of the total scattering efficiency (black line) and the first four par-
tial modes (colored lines) as a function of the dimensionless size parameter x. The corresponding indices of partial
contributions are signed in the figure. c) Dynamics of the scattering efficiency of a cylinder, under the condition of
destructive Fano resonance (x = xmin = 1.702). The black line is the numerical results, the blue line obtained from
the temporal coupled-mode theory, and the red one obtained using the harmonic oscillators method. Adapted with per-
mission from: M.I. Tribelsky, A.E. Miroshnichenko, Two tractable models of dynamic light scattering and their application to Fano
resonance, Nanophotonics, 10, 4357-4371 (2021) [48].

sions [50]:

Qsca = Q(0)
sca + Q(osc)
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]
,

(5.14)

where l is the order of the multipole (dipole, quadrupole, etc.).
Q

(0)
sca is the conventional scattering efficiency, Q

(osc)
sca is an addi-

tional zero-mean term that rapidly oscillates in time and space
and lies in the far field kr � 1. The coefficients are interconnected
by the identity relation:

al ≡ aPEC
l − J ′

l (mx)

H
(1)′
l (x)

dl, aPEC
l ≡ J ′

l (x)

H
(1)′
l (x)

, (5.15)

where x = kR, m is a refractive index of a cylinder. For Fano reso-
nances in light scattering by a cylinder, aPEC

l plays the role of the
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background component, and
J ′

l (mx)

H
(1)′
l (x)

dl plays the role of the reso-

nant one.
To clearly distinguish stationary scattering from transient, it is

necessary to find such x and m, so that:
1. Partial modes exhibited destructive Fano interference.
2. Value

∣∣aPEC
l

∣∣2
was as large as possible, which should corre-

spond to the beginning of scattering, when resonances have
not been excited yet.

3. The contribution of non-resonant multipoles to total scatter-
ing should be minimal.

Considering the NIR range of the spectrum, it is possible to
choose m = 3.125, which corresponds to the refractive index of
such semiconductors as Si, GaAs, and GaP. For chosen refractive
index m, a good choice would be x = xF

∼= 1.702. This corresponds
to the minimum of Q

(0)
sca = ∑

Q
(0)
sca(l)

= 0.076, which is due to turn-

ing to zero the first four partial modes: Q(0)
sca(0) and Q

(0)
sca(l) +Q

(0)
sca(−l)

for l �= 0 (Fig. 5.21b). When a0 and a2 are replaced by the corre-
sponding aPEC

l , the value of Q
(0)
sca = 1.290. Thus, the criteria are

fulfilled.
For the modulation of the incident electromagnetic radiation,

it is necessary to turn to one of the modeling approaches based
on time-dependent differential equations: the harmonic oscilla-
tors method or the temporal coupled-mode theory. Both models
can be successfully used for characterization and show good ac-
curacy (Fig. 5.21c).

The first spike is explained by the rapid excitation of non-
resonant modes, while the resonant ones are not yet excited yet
(as in the case of replacing al with aPEC

l , a large scattering value

Q
(0)
sca was obtained). Thus, the spike amplitude is determined by

the amplitudes of the non-resonant modes. Gradually, resonant
modes are excited and destructive Fano interference turns on, the
scattering passes into a stationary mode. In the second case, the
non-resonant components decay rapidly, while the resonant com-
ponents still retain their stationary amplitudes. Thus, the second
spike is determined by the output of the resonant components.
The stepped shape of the incident electromagnetic pulse is chosen
for simplicity, the phenomenon remains the same for any rapidly
changing (compared to the reciprocal width of the resonant com-
ponents) pulse shape. Thus, DRF can be detected in a wide range
of physical systems, many of which are yet to be explored.
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5.6 Fano resonance in metasurfaces
Metasurfaces have been the subject of intensive research in

the last decade, since these compact objects can be used to effec-
tively manipulate light beams and obtain a wide range of optical
characteristics. Metasurfaces based on dielectric resonators were
introduced to overcome the ohmic losses characteristic of metal
element metasurfaces. An important step in the design of all-
dielectric metasurfaces was the creation of structures with Fano
resonances or electromagnetically induced transparency [51–54].
Such structures have intense narrow optical resonances and fur-
ther expand the possibilities of their application [9].

A number of all-dielectric metasurfaces with Fano resonances
have been created, in which the structural elements support both
“bright” and “dark” resonances. The incident optical field is di-
rectly couples to the bright resonance. With the right design, it
is possible to introduce a weak coupling between the two reso-
nances, and as a result of the interference, Fano resonances arise,
which can be tuned over a wide spectral range.

In a short review, it is impossible to describe in detail, or even
simply list, all currently known areas of creation, research, and
application of metasurfaces. We will start with a discussion of
structural coloration, an interference phenomenon where colors
emerge when visible light interacts with a nanostructured mate-
rial, which can be a metasurface formed by metallic [55] or di-
electric [56] elements. These papers describe structures in which
structural colors are generated due to Fano resonance, which is
a result of interference between the broad resonance of the indi-
vidual nanoantenna and the sharp lattice resonance of the array.
In Ref. [56], all-dielectric metasurfaces formed by a periodic set of
high-index silicon nanoantennas in the form of a rod on glass and
elastic polydimethylsiloxane substrates were created. The Fano
resonance maxima predicted in the calculations were observed
in the reflection spectra with a weak angular dependence. In
addition, dynamical color control was achieved by isotropically
stretching the elastic substrates with the fabricated Fano struc-
ture, resulting in a shift of reflection peaks in agreement with sim-
ulation.

A significant area in the study of Fano-metasurfaces is occu-
pied by works that use great flexibility in manipulating the shape
of the Fano contour for enhancement and controlling light-matter
interaction. Of particular interest are the effects in the spectral
region of frequency � = −q, where the object becomes nonradi-
ating, σ(E) = 0, as follows from Eq. (5.1) due to destructive in-
terference in the far field. Nonradiative energy sources, such as
photonic bound states in the continuum, have recently attracted
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much attention due to the possibility of effectively localizing high-
intensity electromagnetic fields in small volumes of matter [57].
Note that a close connection between Fano resonances and bound
states in the continuum excited in trapezoidal dielectric nan-
odisks has recently been experimentally demonstrated [58], which
once again emphasizes the potential of Fano devices for applica-
tions in nanophotonics.

A striking example of the effects determined by the light-matter
interaction is the all-dielectric Fano-metasurface, which demon-
strates over three-orders photoluminescence enhancement [59].
The metasurface consists of a periodic lattice of asymmetric air
holes in a Si-on-insulator slab, embedded with four layers of self-
assembled Ge quantum dots (Fig. 5.22). The asymmetric air hole is
composed of a semicircle and a semiellipse, and the hole is etched
through the top layer of the structure. Symmetry breaking of the
dielectric metasurface due to the asymmetric shape of air holes
leads to the appearance of Fano resonances arising due to de-
structive interference of antiphased electric or magnetic dipoles
and collective coherent oscillations. High-Q Fano resonances with
an asymmetric line shape are clearly visible in Fig. 5.22b. The pres-
ence of the Fano-metasurface leads to a significant intensity en-
hancement as well as spectral narrowing of the Ge quantum dots
photoluminescence. The gain estimate is given by the ratio of pho-
toluminescence intensity of the quantum dots coupled into the
metasurface to the photoluminescence collected from unstruc-
tured regions of the wafer (gray area in Fig. 5.22c). The intensity of
the MM1 peak is enhanced by a factor of up to 1097, and the FWHM
of MM1 is only 1.28 nm, Fig. 5.22b. The Fano-amplification mecha-
nism is confirmed by the coincidence of the resonant photolumi-
nescence peak in frequency with the midpoint of the Fano-shaped
dip in the transmission spectrum, where the best suppression of
antiphased dipole radiation is achieved.

Another field of study of Fano-metasurfaces, related to the
resonance-induced electromagnetic field enhancement, is the
topic of small-scale nonlinear photonics and higher harmonic
generation [54,60–63]. For nanoscale metasurfaces, phase match-
ing is not required, and the generation of n-th order harmonic is
proportional to the integration of induced electric dipoles over the
volume of the unit cell of the metasurface [60]:

P(n) ∝
∫
V

χ(n)
[
Eloc (r,ω)

]ndV, (5.16)

where χ(n) is the intrinsic n-th order nonlinear susceptibility,
Eloc(r,ω) is the local electric field, and V is the volume of a unit



Chapter 5 Fano resonances in all-dielectric nanostructures 147

Figure 5.22. Strong photoluminescence enhancement in all-dielectric Fano meta-
surface. (a) Scanning electron microscope image of a fabricated metasurface.
Inset: Enlarged image of four unit cells. (b) Fano fitting of the peak MM1 (solid
line) at 1294 nm. (c) Photoluminescence spectra of the fabricated sample at 5◦K.
Photoluminescence spectrum of bare Ge quantum dots in pattern-free region at
5◦K is indicated by the light gray area and magnified by 700 times. Adapted with
permission from: S. Yuan et al., Strong photoluminescence enhancement in all-dielectric
Fano metasurface with high quality factor, ACS Nano, 11, 10704 (2017) [59].

cell. As an example, localized surface plasmon resonances can be
utilized to substantially enhance Eloc(r,ω) by efficiently tunneling
light from the far-field to a deep subwavelength scale.

For all-dielectric structures, the near field of the Fano-meta-
surface can be enhanced due to the destructive interference of
resonant and non-resonant modes, which leads to enhanced
light-matter interaction and nonlinear effects. Fig. 5.23a shows a
schematic of a Fano nonlinear all-dielectric metasurface consist-
ing of a periodical array of rod resonators Si (blue) supporting the
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Figure 5.23. Nonlinear Fano-resonant all-dielectric metasurface. Log-log plot of
the third harmonic power as a function of the pump power and the peak pump
intensity with illumination by an optical parametric oscillator. The red circles indi-
cate the measured data, and the blue line is a numerical fit to the data. The inset
(a) shows a schematic of Fano nonlinear metasurface. The inset (b) shows sim-
ulated (blue) and experimentally measured (red) transmittance spectra of the
metasurface. Adapted with permission from: Y. Yang at al., Nonlinear Fano-resonant di-
electric metasurfaces, Nano Lett. 15, 7388 (2015) [60].

bright mode and Si resonant nanodisks (red) supporting the dark
mode. Their combination realizes a Fano metasurface with mea-
sured third-harmonic generation enhancement factor of 1.5 × 105

with respect to an unpatterned silicon film and an absolute con-
version efficiency of 1.2 × 10−6 with a peak pump intensity of
3.2 GW cm−2 [60].

Fig. 5.24 demonstrates another example of third harmonic gen-
eration in a dielectric Fano metasurface [61]. The metasurface
consists of a square array of symmetric clusters of four a-Si:H nan-
odisks supporting high-quality collective modes associated with
the magnetic Fano resonance. The pronounced Fano dip near
1.34 µm originates from the destructive far-field interference of
two A2g modes (magnetic and electric) strongly coupled through
the near-field interaction. The A2g magnetic mode is formed by
four magnetic dipoles co-oriented out of the sample plane, and
the A2g electric mode is constructed by electric dipoles excited
in the plane, which constitute a circular displacement current
over the four disks, Fig. 5.24b. Generation of the third harmonic
from quadrumeric clusters is achieved due to the strong Fano-
localization of the field inside the nanodisks and the high third-
order nonlinear susceptibility χ(3) of a-Si:H.
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Figure 5.24. The resonant third-harmonic generation in silicon quadrumers meta-
surfaces. (a) Quadrumers are excited by an oblique plane wave in the vicinity
of the magnetic dipole resonance. (b) Origin of the magnetic Fano resonance
in quadrumers: interference of two A2g modes. (c) SEM image of the cluster of
four a-Si:H nanodisks. (d) Experimental transmission (black line) and third har-
monic generation spectra (blue dots) of the sample for the incident angle of 45
degrees. Adapted with permission from: A.S. Shorokhov et al., Multifold enhancement of
third-harmonic generation in dielectric nanoparticles driven by magnetic Fano resonances,
Nano Lett. 16, 4857 (2016) [61].

The idea of using a dielectric Fano-metasurface for image pro-
cessing and edge detection was implemented in Ref. [64]. It should
be noted that the optical computing dates back to the 1960s and
pioneering work that used the concepts of Fourier optics [65,66].
Unfortunately, these solutions require bulky optical components
that cannot be integrated into a modern nanophotonic system.
Computing metasurfaces can benefit from the speed and low
power consumption of optics, while still allowing on-chip integra-
tion.

Dielectric Fano metasurfaces that perform optical image edge
detection in the analog domain using a subwavelength geometry
that can be easily integrated with detectors have been created and
investigated experimentally [64]. The metasurface consists of an
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array of nanobeams, which perform spatial differentiation of the
first or second order. The authors tailor the spatial dispersion of
the metasurface by controlling the leaky modes guided along the
surface. When the frequency and in-plane wave vector of incident
light match one of these guided modes, an asymmetric Fano line
shape appears in the transmission spectrum due to interference
with the broad Fabry–Pérot resonance determined by the geome-
try of the metasurface. Due to Fano interference, the transmission
ranges from 0 to 1 in a narrow bandwidth. The 2D image was also
processed by performing the second derivative line by line.

The imaging function of a Fano-resonant metasurface formed
by asymmetric silicon nanodisks with a circular notch cut from
the edge and coated with a Ge2Sb2Te5 layer is calculated and dis-
cussed [67]. Ge2Sb2Te5 is a phase-change material with a signifi-
cant difference in dielectric constants in the amorphous and crys-
talline phases [68]. When analyzing the transmission properties of
the Si/GST metasurface, a 40×40 array was used to produce trans-
mitted target images by selectively changing the Ge2Sb2Te5 phase
states in different units from amorphous and crystalline phases,
which reconstruct the corresponding targets well. The results pave
the way for imaging and spatial light modulation based on Fano-
metasurfaces from phase-change materials.

We note a number of other interesting results obtained during
the creation and study of all-dielectric Fano-metasurfaces [69–71].
The idea of broken symmetry is used in the design of a meta-
surface, consisting of a two-dimensional periodic array of split
asymmetric silicon arcs on a silica substrate [69]. The maximum
achieved spectral contrast of the Fano resonance peak is 99%.
Such a metasurface is proposed for refractive index sensing with
calculated sensitivity, Q-Factor and figure of merit of 324 nm/RIU,
8720 and 2465, respectively [70]. The Fano-metasurface, whose
unit cell consists of a silicon elliptical disk and an elliptical ring,
can also be used as a refractive index sensor with sensitivity and
quality factor of up to 392 nm/RIU and 3001 [71].

Thus, breaking the symmetry of individual dielectric elements
allows the creation of various Fano-metasurface configurations
with promising prospects for various applications [9].

5.7 Summary
The number of publications on the study of the Fano resonance

in various all-dielectric structures and their applications in prac-
tice is constantly increasing, so it can be assumed that devices
based on the Fano resonance will play an increasingly important
role in the near future. We are witnessing a gradual replacement of
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electronic processing, transmission and storage of information by
optical technologies. Dielectric structures with directional Fano
resonances [72–74] can play an essential role in these processes.
An analytical theory of spatial Fano resonances in antennas was
developed, which describes the experimentally observed switch-
ing of the radiation pattern between the forward and reverse di-
rections [73]. The Fano parameter q, which determines the shape
of the radiation pattern, becomes spatially dependent in the case
of a Fano antenna.

A fascinating technological challenge is the creation of de-
vices for slowing down light. Slow light is important for all-optical
tunable delays for routers and data synchronization, for optical
buffering and switching, improved light-matter interaction and
nonlinear effects, and for quantum networks [10]. It is believed
that devices associated with the phenomenon of electromagnet-
ically induced transparency, which is a particular case of the Fano
resonance, will play an important role in the implementation of
the slow light regime [75].

We also note the impressive growth of quantum technologies
and informatics, a significant interest in the development of quan-
tum networks [76]. Optical photons are convenient for transmit-
ting information over large quantum networks, and atoms are
physical systems capable of processing and storing information.
One of the most promising methods to efficiently couple single
photons with atomic media is cavity quantum electrodynamics
[77], where the confinement of photons inside an optical res-
onator with a high Q factor can significantly improve the inter-
action with material systems [78]. When creating basic elements
for quantum technologies, the properties of the optical resonator
play one of the key roles. Among various systems, resonators are
considered, in which one of the mirrors is characterized by the
properties of the Fano resonance [79–81].
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Non-radiating sources are radiationless electromagnetic states
that do not propagate in the far field. Historically, quantum me-
chanics and astrophysics introduced radiationless conditions to
describe elementary particles non-interacting with the electro-
magnetic field. Thanks to recent theoretical and experimental
developments in nanophotonics, researchers have demonstrated
that the optical equivalent of non-radiating sources can be excited
in high-index dielectric nanostructures. A quintessential example
of photonic non-radiating sources is the so-called anapole state,
which originates from the complex superposition and interaction
of different nanostructure-supported modes. Modal interactions
can suppress any coupling with far-field propagating modes for
specific illumination and geometrical configurations while sus-
taining a high degree of near-field localization. Robust field local-
ization makes them remarkably fit to engineer near-field applica-
tions in all-dielectric metamaterials, akin to plasmonic near-field
enhancement but in lossless media.

This chapter overviews the theoretical foundations and ex-
perimental milestones in investigating radiationless states in di-
electric nanostructures. The chapter is organized as follows. Sec-
tion 6.1 provides an intuitive theoretical description of optical
anapole states through the multipole decomposition of the elec-
tromagnetic fields. It discusses the definition of anapole states as
the dynamical superposition of electric and toroidal dipole mo-
ments (6.1.1), their higher-order counterparts (6.1.2), and the ef-
fect of losses on the formation of anapole states (6.1.3). Section 6.2
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explains the formation of anapole states through Fano–Feshbach
partitioning and Generalized Maxwell projectors (6.2.1), two the-
oretical frameworks originating from the field of open quantum
systems. The section exemplifies the Fano–Feshbach analysis for
two-dimensional nanodisks (6.2.2) to illustrate the formation of
anapole states of multiple orders as the non-resonant superposi-
tion of orthogonal eigenmodes of the open system. Finally, Sec-
tion 6.3 presents a selection of experimental milestones in study-
ing anapole states and their application in multiple-anapole sys-
tems.

6.1 Multipole analysis of radiationless states
6.1.1 Toroidal moments and fundamental anapole

states
When dealing with microstructures with characteristic sizes

comparable with the incident wavelength, it is possible to de-
scribe the electromagnetic response of the system through mul-
tipole expansions of the electromagnetic fields [1]. There are three
fundamental families of multipole excitations corresponding to
electric, magnetic, and toroidal multipoles [2]. Fig. 6.1 shows the
elementary dipole members of these families. The three families
of multipoles are commonly regarded as complementary, as they
represent distinct physical symmetry properties of the scattered
field [2,3]. For instance, electric dipoles appear even under time
reversal while odd under spatial inversion; magnetic dipoles are
odd under time reversal but even under spatial inversion. Toroidal
modes turn odd under both time and spatial inversion. As such,
for a given spatial representation of the scattering problem, the
different multipoles generally contribute as expansion terms in
perturbative expressions for the scattered and internal fields [3].

Figure 6.1. Fundamental Multipole families. The electromagnetic field scattered
by a nanostructure can be expressed in electric, magnetic, and toroidal dipoles.
The different multipoles comprise distinct near-field and current distributions
but similar 3D far-field distributions. Adapted with permission from [4], Copyright
(2014) by the American Physical Society.
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For generic resonator structures, low-order radiation modes
such as “bright modes” or “leaky resonances” with relatively small
Q-factors dominate the electromagnetic response of the system
[5]. These modes couple quite efficiently to far-field radiating
waves. The scattered field comprises low-order electric and mag-
netic dipole contributions for structures with characteristic sizes
comparable to optical wavelengths. These states manifest through
localized scattering or absorption cross-section peaks at specific
wavelengths. Non-radiating forms, on the contrary, can be phe-
nomenologically identified by the simultaneous suppression of
the scattering efficiency and enhancement of the total internal en-
ergy [6]. Since causality forbids ideal non-scattering objects [7],
scientists argued that the suppression of the scattered field must
originate from structural peculiarities of the leading multipole, as
best exemplified by the concept of optical anapole state [8].

The first introduction of Anapoles was in the late 1950s to de-
scribe families of elementary particles non-interacting with the
electromagnetic fields [9]. Since then, classical dark matter the-
ories have extensively employed this concept to explain various
cosmological phenomena [10]. It took more than 40 years to de-
velop the optical counterpart of anapole in terms of an ideal su-
perposition of toroidal dipole modes oscillating out-of-phase to
single electric dipoles [11,12]. In this configuration, the far-field
radiation patterns of the two fundamental modes cancel each
other due to destructive interference. Experimental results im-
plemented in high-index dielectric nanostructures came after 30
years, leading to the first demonstration of optical anapole states
[8]. In close analogy with their elementary counterpart, the micro-
scopic origin of optical anapoles is a superposition effect between
different multipolar excitations in the structure.

An effective way to derive this result is through standard Mie
Theory calculations. Initially introduced in 1908, Mie Theory
provides an exact analytical description of the electromagnetic
scattering of a spherical particle in terms of electric and magnetic
scattering amplitudes al , bl . The scattering amplitudes correspond
to the expansion coefficients required to solve Maxwell’s equa-
tions in spherical coordinates as partial spherical waves [5]. By
matching the resonant electromagnetic waves in the particle’s in-
terior with an incident plane wave, it is possible to obtain full
analytical expressions. For a given particle of radius R, the modal
amplitudes al , bl consist of combinations of special functions (e.g.,
Bessel, Neumann), and the orbital mode-index l identifies differ-
ent multipole solutions, namely l = 1,2,3 corresponding to dipo-
lar, quadrupolar, and octupolar modes. In terms of the electric
and magnetic amplitudes, one can define the three fundamental
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quantities characterizing the response of the particle: the scatter-
ing Qsca , extinction Qext , and absorption Qabs efficiencies, defined
as follows:

Qsca = 2

x2

L∑
l=1

(2l + 1)(|al |2 + |bl |2), (6.1)

Qext = 2

x2

L∑
l=1

(2l + 1)Re(al + bl), Qabs = Qext − Qsca, (6.2)

where x = 2πR
λ

is the size parameter of the particle, and the ef-
ficiencies are defined in terms of the geometrical cross-section
σ = πR2. The Mie Theory description of the electromagnetic in-
teractions in terms of electric and magnetic amplitudes enables
observing the formation of radiationless states directly. Fig. 6.2a
shows the electric dipole contribution to the scattering efficiency
(blue line) of a silicon sphere (n = 3.5) as a function of the sphere
diameter. The partial scattering efficiency is computed by consid-
ering only the contributions from the electric dipole al , namely
Csca ∝ |a1|2 [8] that in this regime dominates the structure re-
sponse. As illustrated in the figure, it is possible to identify a spe-
cific geometric condition that leads to a vanishing scattering ef-
ficiency even for a simple spherical object. Quite interestingly,
however, the corresponding electric energy, corresponding to the
volume integral of the electromagnetic energy density, is generally
characterized by non-zero values, suggesting that an appreciable
amount of electromagnetic energy concentrates inside the parti-
cle despite suppressing the scattering field [2,13].

It is possible to obtain a clearer picture of the mechanism that
suppresses the electric dipole contribution to the far field by intro-
ducing different representations of the electromagnetic fields. As
an alternative to the traditional spherical coordinate description
of Mie theory, the multipolar decomposition can be effectively
carried out also in cartesian coordinates [8]. In practical terms,
the cartesian representation relies on the expansion of the light-
induced displacement current in the interior of the resonator J(x)

in a multipole series. The light-induced displacement current is
defined as follows:

J(x) = −iωP(x) = −iωε0(εr − 1)Eint (x), (6.3)

where ω is the electromagnetic wave frequency, εr is the relative
dielectric permittivity, and Eint (x) is the total electromagnetic field
inside the resonator. The emergence of toroidal modes is obtained
by expanding the electromagnetic field in terms of the canonical
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Figure 6.2. Fundamental anapole states. a) Electric dipole contribution to the scattering cross section (blue line) for
a silicon sphere at λ = 550 nm as a function of the particle diameter. The suppression of the scattering cross-section
identifies the anapole state (dashed gray line), and it originates from the superposition of a cartesian electric dipole
(red dashed line) and toroidal dipole (green dashed line). Adapted from Ref. [8] and reused under the Creative Com-
mons Attribution 4.0. b) Anapole state as the superposition of electric and toroidal dipoles. Adapted from [13], and
re-used under the Creative Commons Attribution 4.0. c) Electromagnetic energy distribution for a silicon disk, illus-
trating the suppression of the scattered field at the anapole wavelength. Adapted with permission from [14], ©IOP
Publishing Ltd.

spherical basis (as in the case of Mie theory), but defined on a
cartesian representation. In this case, for example, the scattered
field Esca(x) is expressed as [2,8]:

Esca(n) = k2
0

4πε0

eik0r

r

(
[n × [p × n]] + m × n

c

− ik0

6
[n × (Q(e)n × n)] − ik0

2c
[(Q(m)n × n)] + · · ·

)
, (6.4)

where p, m, Q(e)n, Q(m)n correspond to the spherical multipole
moments (electric dipole, magnetic dipole, electric quadrupole,
and magnetic quadrupole) expressed in cartesian coordinates
[15]. By expanding each multipole term with respect to kr, the
standard spherical electric dipole p is expressed as a superposi-
tion of a cartesian electric pcar and cartesian toroidal Tcar dipoles
as p ≈ pcar + iTcar [2,8]. As mentioned above, the different fam-
ilies of multipoles possess specific physical symmetries [2,3]. In
terms of fundamental symmetries, pcar appears even under time
reversal, while odd under spatial inversion, mcar is odd under time
reversal, but even under spatial inversion, and Tcar turns odd un-
der both time and spatial inversion.
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The expansion of the spherical electric dipole in cartesian
dipole and toroidal dipole unveils the physical mechanism under-
lying the vanishing of the electric dipole’s contribution to the far-
field scattering, as shown in Fig. 6.2a. For small particle sizes, the
far-field response of the particle is dominated by electric dipole
contributions. The spherical and cartesian dipole components
(blue and dashed red lines, respectively) are almost indistinguish-
able, and the toroidal dipole contribution (dashed green line) is
practically non-existing. Conversely, the cartesian toroidal con-
tribution to the spherical electric dipole becomes increasingly
relevant for larger diameters. In this scenario, the vanishing of
the spherical electric dipole corresponds to the condition pcar =
−iTcar (dashed gray line), leading to the established definition of
the optical anapole as a non-resonant, out of phase superposition
of cartesian electric and toroidal dipoles (Fig. 6.2b).

We stress here that the analysis in Fig. 6.2 focuses only on the
spherical electric dipole contributions to the far-field scattering
of the particle. Analogous calculations for the spherical magnetic
dipole lead to the definition of a magnetic anapole [16]. While
electric and magnetic anapole states originate from an identical
mechanism, their electromagnetic configuration differs signifi-
cantly. While the electric anapole possesses an electromagnetic
energy distribution tightly localized inside the particle, magnetic
anapoles tend to concentrate the energy in the outer region of the
particle, leading to a near-field enhancement distribution similar
to that usually associated with plasmonic particles. Analogously,
radiationless states corresponding to the simultaneous excitation
of electric and magnetic anapoles lead to the formation of hy-
brid anapole states [17]. For spherical particles, however, partial
contributions from higher-order modes (quadrupolar, octupolar)
hinder this effect, and pure hybrid anapole states do not exist. In
generic structures such as disks or core-shell structures [18], the
broader range of degrees of freedom enables fine-tuning of the di-
electric and magnetic dipole contributions, leading to the obser-
vation of pure electric, magnetic, and hybrid optical anapoles. As
will be further discussed in Section 6.3, the transition from spher-
ical to nanodisk geometries enabled observing anapole states in
real-life experiments.

6.1.2 Higher-order and hybrid anapole states
While the previous section focused on the electric and mag-

netic dipoles, we here discuss the concept of anapole as a pecu-
liar combination of higher-order dipole moments. The superpo-
sition of higher-order cartesian electric and toroidal dipoles can
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lead to the formation of higher-order anapole states [3,19]. Such
analysis is presented in [20], where the authors extended the stan-
dard set of electric, magnetic, and toroidal dipoles (cf., Fig. 6.1)
to include higher-order toroidal moments. More specifically, the
authors extend the Cartesian multipole expansion introduced in
the previous subsection (cf., Eq. (6.4)) up to the fifth order, in-
cluding magnetic 16-poles and electric 32-poles. In comparison to
earlier approximations of the Cartesian multipole decomposition,
the results in Ref. [20] enabled the detailed and exact analysis of
light scattering due to the additional degrees of freedom provided
by new electric, magnetic, and toroidal multipoles contributions
(Fig. 6.3a).

Fig. 6.3b-d illustrates the formation of three anapole states
of increasing order. The authors compare the total scattering ef-
ficiency calculated through Finite-Element methods (COMSOL)
with the cartesian dipole with (dashed lines) and without (solid
lines) the higher-order toroidal contributions. The minima of all
the dashed lines correspond to the different anapole states, whose
electric and magnetic field profiles are shown in Fig. 6.3e-h. At
these points, the fundamental and toroidal multipoles have the
same amplitude, but π-shifted phases give rise to destructive in-
terference. As a final observation, in Fig. 6.3c and 6.3d, it is pos-
sible to see that at kr = 1.468, there is the simultaneous vanish-
ing of the total magnetic dipole and full electric quadrupole and
at kr = 1.769 for the magnetic quadrupole and electric octupole.
These states closely approximate a pure hybrid anapole state com-
posed of higher-order anapole contributions. The versatility of-
fered by structures supporting hybrid anapole states was recently
leveraged by Kutsenov et al. to control the amplitude and phase re-
sponse of dielectric metasurfaces with negligible reflection [21]. In
their theoretical work, the authors demonstrate that the excitation
of hybrid anapole states can open to the control of the scattered
field phase up to a meta-atom level (i.e., up to a single structure
composing the metasurface) thanks to the vanishing coupling be-
tween neighboring structures. Quite remarkably, the authors also
show how to exploit a controllable amount of positional and con-
figurational disorder to achieve coherent control of the phase of
an ultrafast pulse (linearly polarized Gaussian pulse with a dura-
tion of 400 fs) while retaining a transmission efficiency above 85%.

6.1.3 Anapoles states in lossy media
A final observation on the physics of anapole states concerns

the effect of material losses. While most theoretical analyses focus
on purely dielectric media, the role of material losses in real-life
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Figure 6.3. Multipole description of higher-order anapole states. a) Toroidal multipoles family, as introduced
in Ref. [20], including the toroidal electric dipole (TED), the toroidal magnetic dipole (TMD), the toroidal electric
quadrupole (TEQ), the toroidal magnetic quadrupole (TMQ). b-c) Scattering efficiency Qsca for the fundamental
dipole and quadrupole contributions, as calculated with Eqs. (6.1). The different types of anapole states are identi-
fied by vanishing the scattering efficiency for individual combinations of electric, magnetic, and toroidal multipoles.
e-h) Electric |E| (panels e, g, h) and magnetic |H| (panel f) field distribution for each anapole state in panels (b-d).
Figure adapted with permission from Ref. [20], ©WILEY-VCH.

experiments must be duly taken into account [23]. A relevant ex-
ample of such analysis can be found in [22], a theoretical work
that introduced a new type of integrated nanolaser emitting at the
anapole frequency. The authors considered an InGaAs nanodisk
as an active lasing cavity whose geometry was optimized to sup-
port the formation of a fundamental anapole state in correspon-
dence with the gain medium emission frequency (λ ≈ 950 nm).
Fig. 6.4 illustrates the multipole components of the internal field
in the resonator for varying values of the material losses κ in the
medium and as a function of the incident wavelength. Losses’ ef-
fect slightly reduces the overall scattering efficiency, which, how-
ever, maintains values very close to experimental results in Si
and Ge nanostructures [8,24]. As shown in Fig. 6.4f, the energy
difference that does not couple to electromagnetic components
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Figure 6.4. Losses and higher-order dipoles in anapole states. a-e) Multipole decomposition for an InGaAs cylinder
of height h = 100 nm and radius r = 220 nm as a function of the incident wavelength and the imaginary part of the
refractive index k. The multipole components are (a) electric dipole, (b) toroidal dipole, (c) magnetic dipole, (d) elec-
tric quadrupole, and (e) electric octupole. f) Corresponding absorption cross-section. Adapted from [22] and reused
under the Creative Commons Attribution 4.0.

contributes to the increase in the absorption cross-section of the
nanodisk, and does not significantly affect the properties of the
fundamental anapole state. This result also suggests that nonlin-
ear amplification via stimulated emission is a viable solution to
excite almost ideal anapole states in realistic lossy structures [22].

6.2 Fano–Feshbach description of
radiationless states

6.2.1 Fano–Feshbach partitioning and generalized
Maxwell projectors

Considering these unique features and applications, the pos-
sibility of engineering integrated sources with anapole states ap-
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pears counter-intuitive. Differently from dark modes and plas-
mons, anapole states constitute a non-resonant superposition of
multipole components which appears unsuitable to sustain lo-
calized enhancement of the electromagnetic energy [2,25]. The
anapole state appears as a dynamic “equilibrium state” of the elec-
tromagnetic fields and is generally not associated with a finite
Q-factor [6]. Said differently, such a dynamic state exists only un-
der stationary illumination and disappears as soon as the external
illumination is removed [25]. However, one can disentangle this
apparent contradiction by looking at the fundamental properties
of the anapole states beyond standard multipole expansions.

The description of anapole states within a more rigorous the-
oretical framework was initially developed in [14], where the au-
thors redefined the anapole state in terms of a complete set of
orthogonal, resonant states. Since dielectric resonators are, by def-
inition, open electromagnetic cavities, one cannot directly solve
Maxwell’s equations by defining a set of orthogonal eigenmodes
[26]. Even when applying Mie theory, which is mathematically ex-
act, the expansion in partial waves accurately represents the fields.
Still, the partial spherical waves do not form an orthogonal basis
of Maxwell’s eigenmodes inside and outside the resonator [5].

A rigorous approach to overcome this limitation is to apply
a Fano–Feshbach projection scheme to describe the electromag-
netic interactions in the resonator. This technique, which origi-
nates from the field of open quantum systems [27,28], relies on the
definition of a generic dielectric cavity A delimited by a boundary
∂A, with a spatially-dependent dielectric function ε(x) defining
its optical properties. The definition of the resonator boundary is
entirely general: it can either represent the boundary of a com-
plex dielectric object or a region containing several resonators (see
Fig. 6.5). A common way to solve Maxwell’s equations in this type
of system is by defining a set of resonance modes ψ(x) of the pho-
tonic cavity. The latter are the solutions of the Helmholtz eigen-
problem associated with the standard Maxwell’s equations, which
read:

Lψ(x) = ε(x)
2

c2 ψ(x), (6.5)

where we introduced the differential operator L = ∇ × ∇× and its
eigenvalues 
. Whenever it is possible to obtain a complete set of
eigenmodes for Eq. (6.5), the eigenbasis ψ(x) can be employed to
expand all the electromagnetic quantities of the system. By def-
inition, however, a dielectric resonator is an open cavity; there-
fore, it is impossible to define a set of orthogonal eigenmodes [29].
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The Fano–Feshbach partitioning scheme circumvents this limita-
tion by splitting all the electromagnetic quantities into “resonator”
and “environment” contributions, with the only condition that all
the projection components preserve their hermiticity [30–33]. In
practice, the total space divides into an internal resonator space A

and an external area B, separated by the boundary of the dielec-
tric cavity ∂A (Fig. 6.5a). Following the mathematical partitioning
of the eigenspace of Eq. (6.5), the system expands in terms of a dis-
crete set of internal μm(x) and a continuum of radiative scattering
eigenmodes ν(x,ω), as illustrated in Fig. 6.5b. By coupling the two
domains through ad-hoc boundary conditions, it is possible to de-
scribe the electromagnetic scattering from the resonator in terms
of internal and external resonant eigenmodes [14], defined as the
solution of the following independent eigenproblems:

∇ × ∇ × μm(x) = ω2
m

c2
εμm(x), (6.6)

∇ × ∇ × μ(x,ω) = ω2

c2 εν(x,ω), (6.7)

with the following boundary conditions:

n × ∇ × μm(x)|∂A = 0,

n × ν(x,ω)|∂A = 0, (6.8)

being n the normal unit vector to the surface ∂A. The internal
and external eigenmodes are mutually orthogonal by definition,
and they separately form a complete set of eigenmodes for the
resonator and the environment subspaces. Therefore, they coin-
cide with the closed-cavity modes of the system. These modes
describe the system without interacting with the resonator and
the external environment. In the realistic case of an open cavity,
the Fano–Feshbach eigenmodes μm(x) and ν(x,ω) are connected
by ad hoc coupling terms, rigorously defined on the resonator
boundary, which rules the resonant interaction between the in-
ternal and external eigenspaces. Ultimately, the Fano–Feshbach
partitioning scheme defines a set of dynamical equations akin
to time-dependent Coupled-mode-theory (TD-CMT). However,
one of the key challenges in applying Fano–Feshbach partition-
ing schemes is that the calculation of the system eigenmodes and
their coupling at the cavity boundary leads to cumbersome alge-
braic expressions, as discussed in [14] and references therein. In
addition, the standard Fano–Feshbach partitioning scheme relies
on a single resonator space containing the totality of dielectric res-
onators composing the system.
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Figure 6.5. Fano–Feshbach partitioning scheme. a) External and internal parti-
tioning. The boundary ∂A is not fixed and is the boundary of a region containing
all the dielectric objects composing the resonator. b) The electromagnetic dynam-
ics are expanded separately in the resonator space (resonator modes) and the
external space (input/output channels). The internal and external modes couple at
the boundary of the resonator region ∂A.

An equivalent, more straightforward approach to the calcula-
tion of the internal and external eigenmodes of the system is to
integrate the Fano–Feshbach partitioning with the theory of gen-
eralized functions applied to multiple projection spaces [34]. This
approach, introduced in [35,36], provides an intuitive description
of Maxwell’s equations in terms of propagating and resonant ef-
fects. Moreover, the temporal electromagnetic field dynamics fol-
low a rigorous but straightforward set of coupled equations that
are particularly convenient for analytical descriptions and numer-
ical analysis. Rather than dividing the total space into only two
regions (resonator and external space), the generalized Maxwell
projections scheme splits the entire space 
 into a set of adjoined
regions (Fig. 6.6a). Within each sub-region, the dynamical equa-
tions describing the evolution of the electromagnetic fields are in
terms of orthogonal eigenmodes. More specifically, within each
set 
n, Maxwell’s equations are decomposed through the theory
of generalized functions [34] using the generalized differential op-
erator ∇, defined as follows:

∇ = {∇} + nSn · δSn, (6.9)

where {∇} is the standard nabla operator evaluated for each point
within the volume Vn, nSn the unit vector normal to the surface Sn,
and δSn = δ(x − xSn) a three-dimensional Dirac delta function cen-
tered on the surface x ∈ Sn. By substituting Eq. (6.9) in Maxwell’s
equations and imposing the absence of any singular terms in the
dynamics of the resonator space, one finds that the whole res-
onator space 
r = ∪n
n appears as a Perfect Electric Conductor
(PEC) material from the external area. Similarly, the exterior space
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appears from within each resonator region 
n as a Perfect Mag-
netic Conductor (PMC) material, leading to the following set of
partitioned Maxwell’s equations [35]:


n :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{∇} × En = −μ(x) ∂
∂t

Hn,

{∇} × Hn − δSn−nSn × He = ε0εr(x) ∂
∂t

En + J�,

{∇} · Dn − δSn−nSn · De = 0,

{∇} · Bn = 0


e :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{∇} × Ee + δSn+nSn × En = −μ(x) ∂
∂t

He,

{∇} × He = ε(x) ∂
∂t

Ee,

{∇} · De = 0,

{∇} · Be + δSn+nSn · Bn = 0

(6.10)

coupled with the following set of boundary conditions:

PMC :
{

nSn × Hn|Sn
= 0,

nSn · Dn|Sn
= 0,

PEC :
{

nSn × Ee|Sn
= 0,

nSn · He|Sn
= 0.

(6.11)

The advantage of the splitting described by Eqs. (6.10)–(6.11),
when compared with the standard Fano–Feshbach partitioning, is
the electromagnetic problem defined within independent spatial
regions terminated by well-defined and ideal PEC/PMC bound-
ary conditions. In analogy with the Fano–Feshbach partitioning in
Fig. 6.5, all the electromagnetic quantities of interest are expressed
through a complete eigenbasis of purely orthogonal modes. Such
modes, however, correspond to the eigenmodes of ideal metallic
resonators and, for simple choices of the resonator boundaries,
can be analytically expressed in closed form [37]. With this po-
sition, the electromagnetic field inside the resonator expands in
terms of resonator modes (c.c. stands for complex conjugate):

En(x, t) =
M∑

m=1

am(t)

2
Enm(x) + c.c.,

Hn(x, t) =
M∑

m=1

am(t)

2
Hnm(x) + c.c.

(6.12)

Similarly, the time-averaged electromagnetic energy 〈E(t)〉 dissi-
pated inside the resonator space for monochromatic excitation at
frequency ω is expressed as the sum of the energy of each mode:

〈E(t)〉 =
∫

Vn

dVn

〈
ε0εrE2

n + μH2
n

〉
=

∑
m

|ãm(ω)|2 = ã2, (6.13)
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with am(t) = ã(ω)eiωt and ã = [
ã1(ω), . . . , ãM(ω)

]
defining the vec-

tor of amplitudes of the internal modes in the frequency domain.
External modes in the outer region 
e consist of a series of ingo-
ing and outgoing scattered waves. As the radiation spectrum is
typically continuous, it is convenient to carry out the mode ex-
pansion in the frequency domain Ee(x, t) = Ẽe(x,ω)eiωt , He(x, t) =
H̃e(x,ω)eiωt :

{
Ẽe = ∑H

h=1 s̃h+(ω)Eh+ + s̃h−(ω)Eh−
H̃e = ∑H

h=1 s̃h+(ω)Hh+ + s̃h−(ω)Hh−
, PEC :

⎧⎪⎨
⎪⎩

nSn × Ẽe

∣∣∣
Sn

= 0,

nSn · H̃e

∣∣∣
Sn

= 0,

(6.14)
with time-varying amplitude coefficients sm±(t) = s̃m±(ω)eiωt ,
which describe the time evolution of incoming Em+, Hm+ and
outgoing Em−, Hm− waves through m = 1, ...,M different scatter-
ing channels. Traveling waves Em±, Hm± depend in general on
ω through their wavevector k as, e.g., in the case of plane waves
e±ik·r, spherical waves e±ikr/r or other types of traveling waves in
free space. The mode expansions carried out in Eqs. (6.13) and
(6.14) reduce the time dynamics of Maxwell’s equations to an
exact set of spatio-temporal coupled-mode equations, which re-
late the time evolution of the amplitudes of internal modes am(t),
with outgoing scattered waves sh−(t) for a given set of impinging
sources sh+(t). The mode expansions in Eqs. (6.12) and Eqs. (6.14)
express the corresponding spatial distribution of the field, provid-
ing a complete solution to the problem. In the external space 
e,
due to the absence of any source J� = 0, Maxwell’s equations are
linear, and the scattered modes sh−(t) follow a linear evolution as
a function of modes am(t) and impinging fields sh+(t). The time
dynamics of the scattered field s−(ω) in the frequency domain is
then expressed as a linear superposition of ã(ω) and s̃+(ω):

s̃−(ω) = D̃(ω) · ã(ω) + C̃(ω) · s̃+(ω), (6.15)

with D̃(ω), C̃(ω) being linear matrices. The dynamics of a(t), con-
versely, follow from the most general form of the linear time evolu-
tion equation for the modes am(t), with input sources correspond-
ing to impinging waves s+:

ȧ(t) =
∫ t

t0

dt ′
[
H

(
t − t ′

) · a
(
t ′
) + K

(
t − t ′

) · s+
(
t ′
)]

. (6.16)
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In close analogy with standard energy conservation considera-
tions, the following self-consistency relations must be satisfied:⎧⎪⎨

⎪⎩
C̃(ω)†C̃(ω) = 1

2�̃(ω) = K̃(ω)K̃†(ω)

D̃(ω) = −C̃(ω)K̃†(ω)

(6.17)

where �̃(ω) is the Fourier transform of �. The conditions imposed
by Eqs. (6.17) solve Eqs. (6.15)–(6.16) in the frequency domain:⎧⎪⎨

⎪⎩
ã(ω) = K̃

i(ω−W)+ K̃K̃†
2

s̃+,

s̃−(ω) = C̃
(

s̃+ − K̃† · ã
)

,

(6.18)

with 1/X̃ being shorthand notation for the inverse matrix X̃−1.
Eqs. (6.18) are similar to the time-dependent coupled-mode equa-
tions written in the frequency domain and originally introduced
in [38,39]. However, there are also differences. In the traditional
set [38,39], all the linear matrices C, K, � are frequency indepen-
dent, and am(t) are the amplitudes of traditional electromagnetic
modes with radiating boundary conditions.

Fig. 6.6b shows a block diagram representation of Eqs. (6.18).
In the absence of any resonance, ã = 0 and the system output is
characterized by the open-loop response s̃− = C̃(ω) · s̃+. This con-
tribution arises from propagation effects and not from a resonant
light-matter interaction. When ã 
= 0, the system response is char-
acterized by a second term represented by the closed-loop feed-

Figure 6.6. Generalized Maxwell Projections. a) Conceptual view of the Gen-
eralized Maxwell Projections scheme. The total space divides into external 
e

and internal 
r regions. The outer region is a perfect magnetic conductor (PMC),
while the internal region is divided into resonator subregions 
n with boundaries
Sn. b) Block diagram representation of the dynamical equations from Eq. (6.18).
The total electromagnetic dynamics are decomposed into propagation (open-
loop) and resonance effects (closed-loop feedback control). Adapted from [35]
and reused under the Creative Commons Attribution 4.0.
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back unit of Fig. 6.6b, which forms the contribution of resonances.
In a generic resonator, the superposition of radiative and resonant
contributions naturally leads to the formation of Fano–Feshbach
resonances (also known simply as Fano resonances), which rep-
resent the characteristic signature of the interaction among local-
ized resonances and a slowly-varying background [40,41].

6.2.2 Fano–Feshbach description of anapole states
Fano–Feshbach partitioning schemes provide fundamental in-

sights into the microscopic origin of the anapole state. In [14],
the authors investigated the formation of anapole states in circu-
lar two-dimensional cavities of radius R and dielectric function
under plane wave illumination ε(x) = n2. In the two-dimensional
space, Mie theory is replaced by the analogous Mie–Lorentz for-
malism [5]. The closed cavity limit computes the external eigen-
modes by solving Eq. (6.6) in the external space, obtaining:

νm(x,ω) =
√

k

8π

[
H(1)

m (kρ) − R0
m(kR)H(2)

n (kρ)
]
ejmφ, (6.19)

where H(1,2) are Hankel functions of the first and second type,
respectively, and R0 = − ∂ρH 1(kρ)/∂ρH 2(kρ)

∣∣
ρ=R

was obtained by
means of Eq. (6.8). In close analogy with the generalized Maxwell
projections, such a set of external eigenmodes correspond to the
electromagnetic field produced by a TM-polarized plane wave im-
pinging on an ideal metallic cylinder. The internal eigenmodes
correspond to the solution of Helmholtz equation (6.6) in the res-
onator space, obtaining:

μml(x,ω) = ejmθJm(nkmlρ)√
πnRJm+1(xml)

, (6.20)

where the internal resonance frequencies xml = kmlR coincide
with the l-th zero of the Bessel function Jm(ρ). In analogy with the
angular momentum formalism, the additional discrete index l dis-
tinguishes the eigenmodes with the same order m but a different
number of zeros [28]. As a first example, the authors considered
the scattering from a disk of silicon (n = 3.5) with a radius of R =
150 nm (Fig. 6.7). Fig. 6.7a illustrates the total Mie–Lorentz scatter-
ing efficiency Qsca(x) as a function of the size parameter x = kR,
being k the wavenumber of the incident plane wave. The vertical
dotted lines correspond to the internal resonances xml as com-
puted from Eq. (6.20). Even for such a simple geometry, it is pos-
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sible to identify a first fundamental anapole state at x = 1.525 (see
Fig. 6.7a). The Fano–Feshbach partitioning unveils the presence of
two distinct resonances generating the anapole state: a first one,
corresponding to the cavity mode |μ02〉, with m = 0 and l = 2 and
a higher-order mode with m = 2 and l = 1 (Fig. 6.7e,f). These res-
onances couple to different external channels and, therefore, they
are mutually independent, provided that the coupling amplitudes
�mll′ connect only states with the same angular momentum index
m′ = m. However, both these resonances are individually charac-
terized by Fano-shaped profiles, as can be evinced by inspect-
ing their scattering response separately (Fig. 6.7b,c). The m = 0
mode, which possesses a significant and positive Fano parameter
φ0 in the proximity of the resonance (Fig. 6.7b, green line), pro-
vides for a quasi-Lorentzian dip (Fig. 6.7b, orange line). The m = 2
mode, conversely, presents a small and negative Fano parameter
(Fig. 6.7c, green line), yielding an almost symmetric Fano profile
(Fig. 6.7c, violet line). When these resonances are close to each
other, their superposition substantially cancels the total scatter-
ing efficiency. As a further confirmation that the superposition
of two distinct resonances generates the anapole state, we com-
pare the exact electric field distribution computed from Lorentz–
Mie theory (Fig. 6.7d) with the distribution of the internal modes
for the two resonances (Fig. 6.7e,f). Remarkably, their superposi-
tion (Fig. 6.7g), as computed from the Fano–Feshbach approach,
strongly agrees with the exact solution from Maxwell’s equations.
Interestingly, this geometry’s fundamental anapole state at x =
1.525 is the only scattering reduction state. In a two-dimensional
structure, the strong scattering suppresses higher-order anapole
states from nearby resonances [23,42]. As a result, no additional
anapole states can be identified for larger values of x.

Interestingly, the Fano–Feshbach partitioning scheme to di-
electric cylinders can identify the formation of higher-order
anapole states [14]. Fig. 6.8 illustrates the results of a dielectric
disk with the same geometry as in Fig. 6.7, but refractive index
n = 8. Such a high value for the refractive index is available in ex-
periments by considering, e.g., the refractive index of water in the
microwave spectrum [42]. As the total scattering efficiency shows
(Fig. 6.8a), in this case, the resonances are much narrower and
closer, producing a significantly more detailed Mie–Lorentz scat-
tering profile characterized by distinct Fano-shaped profiles. Even
in this scenario, it is possible to identify three anapole states, oc-
curring at x = 0.49, x = 1.495, and x = 1.896, respectively (Fig. 6.8a,
gray bars). Such states are the result of the competition of mul-
tiple Fano–Feshbach resonances: in the first case (x = 0.49, cf.
Fig. 6.8b), the invisibility state is due to the excitation of a sin-
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Figure 6.7. Fano–Feshbach description of anapole state. Anapole states in a silicon resonator (n = 3.5). a) Total
scattering efficiency Qsca(x) and internal resonances (dotted vertical lines) as computed from the Fano–Feshbach
partitioning scheme. The anapole state occurring at x = 1.595 appears a superposition between the μ21 and μ02
modes. b-c) Partial scattering intensity |σm(x)|2 and Fano coefficient φm(x) for (b) m = 0 and (c) m = 2. d) Electric
field distribution of the anapole state as computed from Lorentz–Mie theory. e-f) Spatial distributions of the μ21 (e)
and μ02 (f) resonances as computed with the Fano–Feshbach formalism. Their superposition (g) is in excellent agree-
ment with the exact case. Adapted with permission from [14], ©IOP Publishing Ltd.

gle internal mode μ01, with m = 0, l = 1 mode (yellow dashed line).
The higher-order anapole states, conversely, are characterized by
the mutual interaction between states with m = 0 (orange dashed
lines), and m = 2 (violet dashed lines) with different values of l

(Fig. 6.8c,d). As in the case of the silicon resonator, the spatial dis-
tributions for the internal modes responsible for the anapole state
formation (Fig. 6.8a, inset) are in excellent agreement with the
results from Lorentz–Mie theory (insets of Fig. 6.8b,d). The addi-
tional anapole states, unveiled by the Fano–Feshbach description,
cannot be represented in terms of fundamental anapole states.
They are analogous to the higher-order anapoles described in Sec-
tion 6.1.2. The Fano–Feshbach description of the formation of
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Figure 6.8. Fano–Feshbach description of higher-order anapole states. Higher-order anapole states in a high-index
resonator (n = 8). a) Total scattering efficiency Qsca(x). Three non-radiating states appear (gray areas), which orig-
inate from different superpositions of internal modes (inset). b, d) As in the silicon case, the non-radiating states are
characterized by a different superposition of internal and external channels. While in the first state at x = 0.495 (b)
the invisibility is due to a pure state (m = 0, l = 1), in the higher order non-radiating states, the internal field is char-
acterized by the superposition of two different internal modes, with m = 0 and m = 2 and different values of l (c,d).
Adapted with permission from [14], ©IOP Publishing Ltd.

fundamental and higher-order anapole states in terms of quasi-
overlapping orthogonal resonances is beneficial for comparing
the critical properties of anapole states with other families of ra-
diationless states.

Another family of non-radiating states supported by all-dielec-
tric nanostructures are the so-called bound states in the contin-
uum (BICs), initially introduced in the context of the Schrödinger
equation in 1929 by von Neumann and Wigner [43]. BIC states
correspond to peculiar resonances localized within the radiation
continuum spectrum without energy decay. The work of [6] pro-
posed the first direct link between anapoles and BIC states, where
the authors demonstrated that the anapole states constitute the
non-resonant counterpart of a specific type of cavity super-mode
known as Friedrich–Wintgen Bound states In the Continuum (FW-
BIC).
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Figure 6.9. First experimental observation of anapole states. a) Experimental configuration. b) Experimental dark-
field scattering spectra of silicon nanodisks with a height of 50 nm and a diameter ranging from 160 to 310 nm.
c) SNOM electric field distribution (horizontal polarization), illustrating the near-field enhancement around the sili-
con nanodisk with a diameter of 310 nm. d) Corresponding calculated transverse magnetic field distribution on top of
the disk, 10 nm above surface. Adapted from [8] and reused under the Creative Commons Attribution 4.0.

6.3 Selected experiments and applications
As discussed in Section 6.1, in generic structures such as disks

or core-shell structures, the broader range of degrees of freedom
opens to the manipulation of the multipole response of the system
and engineer pure anapole states [44,45]. The seminal work by
Miroshnichenko et al. [8] exemplifies best such a possibility, where
the authors provided the first experimental demonstration of the
existence of anapole states in silicon nanodisks. Fig. 6.9 shows
a summary of the experimental results. The authors performed
scanning near-field optical microscope (SNOM) experiments on
silicon nanodisks with a thickness of 50 nm and varying diame-
ters in the range from 200 to 400 µm (Fig. 6.9b). Far-field scatter-
ing spectra, collected through single nanoparticle dark-field spec-
troscopy, showed the formation of a radiationless state (identified
by the suppression of the far-field scattering), for nanodisks with
diameters above 200 µm (Fig. 6.9 b), in perfect agreement with
the cartesian multipole decomposition described in Section 6.1.1.
The formation of an anapole state was confirmed by mapping
the near-field distribution of the scattered field, as illustrated in
Fig. 6.9c,d.

Several experimental works hinted at their existence even be-
fore the theoretical formalization of higher-order anapole states,
most notably in [46]. In this work, the authors extensively mapped
silicon dielectric disks’ far-field and near-field responses. As il-
lustrated in Fig. 6.10a, the authors considered silicon nanodisks
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Figure 6.10. Experimental observation of higher-order anapole states. a) SEM picture of the array of silicon nan-
odisks of 80 nm thickness and diameters varied from 470 to 970 nm. b) Corresponding SNOM maps of the near-field
electric field amplitude under linearly-polarized illumination (the vertical arrows denote the polarization direction).
The resonator encircled with a white dashed line corresponds to a second-order anapole state. c) Average near-field
amplitude measured at two different wavelengths of λ = 900 nm (pink triangles) and λ = 1000 nm (orange triangles).
The figure includes shaded regions for eye guidance. The vertical lines identify the nanodisks with lower scattering
and correspond to second-order anapole states. Adapted with permission from [46], Copyright (2017) American Chem-
ical Society.

of 80 nm thickness and diameters varied from 470 to 970 nm
fabricated on a fused silica substrate and arranged in a four-by-
four array with a period of 2 µm. The authors collected near-field
electric field distribution with the scattering-type amplitude- and
phase-resolved scanning near-field microscope (SNOM) at 900 to
1640 nm. Fig. 6.10b clearly illustrates that a disk with a diam-
eter of 800 nm (white dashed block) corresponds to the mini-
mum average near-field amplitude for an incident wavelength of
λ = 1000 nm (6.10b, orange stars, thick line added for eye guid-
ance). This state corresponds to a second-order anapole state by
comparing numerical simulations (vertical solid lines).

Reports of fundamental and high-order anapole states also
appear in dynamic metasurfaces and metamaterials. In a recent
work by Tian et al., the authors demonstrated the dynamical
transition from radiating to radiationless conditions in phase-
changing materials at infrared wavelengths [47]. The authors
considered nanostructures composed of a phase-changing alloy
Ge2Sb2Te5 (GST), a material whose optical properties can be
finely thermally tuned. The ability to actively control the opti-
cal response of the structure enabled the authors to observe the
transition from radiative electric dipoles to radiationless anapole
states (Fig. 6.11a). The experimental extinction spectra of GST
disks with a diameter of 2 µm and a height of 220 nm are shown
in Fig. 6.11b. The different curves correspond to nanodisks ther-
mally exposed to a fixed temperature (145 degrees) for differ-
ent amounts of time. The GST disks support notable extinction
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Figure 6.11. Anapole states in dynamic metamaterials. a) Tunable transition from electric dipole (bright state) to
anapole (dark state) via thermal tuning of phase-changing GST microdisks. b) Experimental extinction spectra of GST
disks with radius R = 1 µm and height H = 220 nm. ED, A1, and A2 denote the electric dipole, first- and second-order
anapole states, respectively. c-e) Near field distributions for the ED, A1, and A2 states in the middle plane of the disk.
Adapted with permission from [47], Copyright (2019) American Chemical Society.

maxima and minima with evident shifting as a function of the
temperature. Multipole decomposition of the extinction spectra,
supported by full numerical simulations, confirmed that the max-
ima and minima exactly correlate with the electric dipole (ED),
fundamental anapole states (A1), and second-order anapoles (A2)
(Fig. 6.11c-e).

An interesting question is whether the near-field coupling
properties of the anapole can provide an edge to engineer ad-
vanced devices based on complex interactions between different
anapole states. To answer this question, in [48] Mazzone et al. in-
vestigated the mutual coupling of passive anapole nanoparticles.
Fig. 6.12a-c reports the results of their analysis on Si nanodisks.
The figure confirms how the mutual coupling of different anapole
states is strongly dependent on both their position (Fig. 6.12a)
and orientation (Fig. 6.12b), as initially suggested in [22]. As a di-
rect application, the authors demonstrated that the non-radiating
state could efficiently transfer across chains of nanoparticles
(Fig. 6.12c), and that the guiding properties of the anapole chains
were robust against bends and splitting [48].

The work of [49] experimentally confirmed the mutual cou-
pling of chains and arrays of anapole states. In this work, the
authors fabricated and characterized rectangular arrays of amor-
phous GaP nanodisks 6.12d. Each nanodisk, characterized by a
130 nm radius and 50 nm height, individually supports an anapole
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Figure 6.12. Multiple-anapole coupling and its applications. a,b) Coupling effi-
ciency between anapole nanoparticles as a function of (a) the lateral displace-
ment and (b) rotation angle. c) Electromagnetic energy distribution along a chain
of silicon nanoparticles excited at the anapole wavelength. The near-field cou-
pling allows transferring the radiationless state across ensembles of resonators,
allowing the design of unconventional waveguides and splitters [48]. d) Integrated
extinction and calculated absorbed power for arrays of amorphous GaP nan-
odisks that support anapole excitations at 600 nm. The lateral coupling between
the resonators enables engineering the absorption properties of the sample. The
inset illustrates SEM images of fabricated samples illustrating the displacements
px and py [49]. Adapted from [48,49] and reused under the Creative Commons
Attribution 4.0.

excitation at λ = 600 nm, a condition within the lossy region of the
amorphous GaP substrate. Interestingly, the mutual coupling of
the anapole states leads to drastic changes in the absorbed power.
Fig. 6.12 d illustrates such results, where the experimental inte-
grated extinction as a function of the horizontal px and vertical py

array periods for an x-polarized incident wave. The experimental
results (left) are in excellent agreement with numerical simula-
tions of the nanoarrays. These results show that the overall ab-
sorption of the anapole nanoarray can be maximized for a specific
array period of px = py = 400 nm, corresponding to a grating reso-
nance of the collective structure. Quite interestingly, maintaining
py = 400 nm stabilizes high extinction for small and intermediate
values of px , an asymmetric behavior that is direct evidence of the
different coupling strengths along the x- and y-axis initially pre-
dicted in [48].
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7.1 Introduction
Since the famous paper by Gustav Mie [1], engineering of di-

electric cavities in optics and photonics has long been an area
of implementation various ideas and approaches to enhance the
quality factor Q due to its paramount importance in both applied
and fundamental research. Conventionally, light can be confined
in closed or Hermitian system where access to radiation chan-
nels is prohibited due to, for example, metallic cover or embed-
ding the resonant frequencies of cavity in the bandgap of pho-
tonic crystal [2]. However, this way conflicts with necessity of easy
manipulation of light confined in the cavity. On the other hand,
the compact dielectric resonator in air can be easily manipulated
by external sources of coherent light, but its Q-factor is very re-
stricted due to its embedding in the radiation continuum whose
spectrum is given by light cone ω = ck with no cutoff. In princi-
ple, the problem can be solved cardinally when dealing with in-
finite periodical structures, for example, gratings. The periodicity
quantizes the directions of radiation leakage by means of diffrac-
tion orders and brings cutoffs. As a result, the periodical structures
support bound states in the radiation continuum (BICs) [3–18]. In
the first part of this chapter, we reproduce comprehensive ana-
lytical insight into the origin of BICs in two limiting cases. In the
first case, we consider a dielectric homogeneous slab with peri-
odical slits whose thickness is much less than the period h � L,
as shown in Fig. 7.1. BICs in general case of a high-contrast grat-
ing with arbitrary h were considered in Refs. [12,16,19–24]. The
low-contrast case of periodic modulation of refractive index n(z) =
All-Dielectric Nanophotonics. https://doi.org/10.1016/B978-0-32-395195-1.00012-0
Copyright © 2024 Elsevier Ltd. All rights reserved.
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Figure 7.1. (a) Infinite dielectric slab with refractive index n2 = ε and (b) grating
slab with stepwise dependence n(z).

n + δn cos(2πz/L), δn � n presents the second case which allows
analytical consideration of Bloch BICs [16,23,24].

However, in practice an increasing of the number of cavities in
periodical arrays is limited by material losses [25] and structural
fluctuations [26]. Moreover, grating slabs yield isolated dielectric
cavities in compact form. In view of this, a breakthrough in the en-
gineering of dielectric cavities was achieved by avoiding crossing
of resonances of single cavity [27–31] or different cavities [32,33].
In spite of reporting unprecedent values of the Q-factor in these
cavities that cannot achieve infinity because the isolated cavity in
air cannot support the true BICs [34,35]. In other words, although
the multipolar radiation with low orders of orbital momentum can
be suppressed due to avoided crossing of resonances, the higher-
order multipolar radiation still remains [31,32,36,37]. Hence, the
second basic part of the chapter considers a compromise solution
of the problem by restricting the radiation space by two parallel
metallic planes separated by a distance d. Then, for instance, the
single dielectric cylinder inserted between the planes, as depicted
in Fig. 7.6 (a), is equivalent to the infinite periodical array of cylin-
ders with the period d in which BICs were considered by many
scholars [8,11,13,14,17,38–46]. The equivalency follows from the
Dirichlet boundary conditions at perfectly conducting metal sur-
face for the TM solutions of the Maxwell’s equations. Respectively,
two identical cavities between the planes are equivalent to two pe-
riodical arrays of rods which support Fabry–Perot BICs [9,47].



Chapter 7 Bound states in the continuum in dielectric resonators embedded into metallic waveguide 187

7.2 BICs in periodical arrays and gratings
In this sector, we formulate basic principles and mechanisms

for electromagnetic bound states embedded into radiation con-
tinuum with discrete eigenfrequencies above light line. Let us con-
sider first the textbook eigenvalue problem of the Maxwell equa-
tions in dielectric slab of thickness d [48] and refractive index
ε = n2 as sketched in Fig. 7.1 (a).

7.2.1 Mechanism of light trapping by
one-dimensional periodic dielectric structures

Slab is homogeneous along the y and z directions. Therefore,
for the TE solutions in which electric field is directed along the
y direction and transverse to the propagation direction z, we can
write the Maxwell equations as follows:

− ∂2Ey

∂x2
− ∂2Ey

∂z2
= n2 ω2

c2
Ey, (7.1)

inside the slab at |x| < d/2. Here c is the light velocity, n is the re-
fractive index of slab. Outside the slab we have the same equation,
however, with n = 1. A free wave propagation along the y direction
gives the solution of Eq. (7.1) as Ey(x, z) = Ey(x)eikzz. While a step-
wise behavior of refractive index for x > 0 direction allows to write
for the symmetric solutions:

Ey(x) =
{

A cos(qxx), |x| < d/2
B exp(−kx |x|), |x| > d/2,

(7.2)

where

kx =
√

k2
z − ω2/c2, qx =

√
n2ω2/c2 − k2

z . (7.3)

The magnetic field:

Bz = i

ω

∂Ey

∂x
. (7.4)

The continuity for the EM fields gives us the dispersion equation:

kx = qx tan(qxd/2). (7.5)

From Eq. (7.3), we have:

k2
x + q2

x = ω2

c2
(n2 − 1). (7.6)
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Introducing dimensionless variables kxd → kx , qxd → qx , ν =
ωd/c, Eqs. (7.5) and (7.6) take the following form:

k2
x + q2

x = ν2(n2 − 1),

kx = qx tan(qx). (7.7)

The dispersion curves for the first three TE solutions Ey(x, z) are
shown in Fig. 7.2.

Figure 7.2. Dispersion curves ν(kz) = ω(kz)d/c of the first 3 TE solutions (7.2) of
slab with refractive index n = 2. Solid lines show the real eigenfrequencies of non
radiative TE modes propagating along the slab below light line. Dotted lines show
complex eigenfrequencies above light line, leaking into radiation space.

Consider now the case of slab with refractive index n with
periodical slits of thickness h as shown in Fig. 7.1 (b). If radia-
tion can leak from slab in arbitrary directions, in periodical one-
dimensional grating light can leak only in discrete directions de-
fined by ratio sin θn = km/k = kmc/ν, km = 2πm/L, and integers
m = 0,±1,±2 enumerate the diffraction orders. As a result, grating
can support BICs as was notified by many scholars [4,6–8,10–13,
16–18]. Fig. 7.3 shows by the gray shading where the first radiation
channel in the continuum is open, namely, |kz − 2π/L| > nν > |kz|.

The case of photonic crystal grating gives easy understanding
of origin of symmetry protected BICs in the limit of narrow slits,
h → 0 [49]. For the case h = 0, we have multiple TE bound states
below the light line shown by solid lines in Fig. 7.2. These solutions
at kz = 2π/L take the following form:

uj (x) cos(2πz/L), (7.8)

uj (x) describes the even and odd TE solutions across the slab. On
the one hand, the solutions of grating are very close to the solu-
tion (7.8) for h → L. On the other hand, the grating even with very
narrow slits can radiate only into the diffraction channel m = 0 if
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Figure 7.3. Band structure of grating given by dispersion curves ν(kz).

Figure 7.4. (a) Frequency of the TE SP BICs ν = ωd/c vs the thickness of slits h in
terms of the period L for n = 2. Closed red circle marks the BIC shown in Figs. 7.2
and 7.3. (b) Frequencies of SP BICs vs the thickness of slits.

the frequency of the solution is below the second diffraction cut-
off given by the orders m = ±1, as shown in Fig. 7.3. Therefore,
the solution (7.8) becomes the SP BIC at 	-point kz = 0 of grat-
ing. With extension of slit the frequency of SP BIC is increasing
compared to the case h → 0 because of squeezing of the solution
inside each rod of thickness lh along the z-axis, as demonstrated
in Fig. 7.4. With further squeezing, the frequency of BIC passes
the cutoff of the next diffraction channel, which destroys SP BIC.
Therefore, there is a threshold in thickness of rods L − h below
which BIC vanishes in dependence of the refractive index. This
approach of increasing the dimensions of periodical slits can be
applied to dielectric waveguides of arbitrary cross-section, in par-
ticular to cylindrical waveguides to form SP BICs in an array of
coaxial disks [49].

Now we demonstrate that BICs can occur in low-contrast
gratings in refractive index of dielectric slab, weakly modulated
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along the z-axis. That can be done by illuminating the slab by
two counter-propagating monochromatic laser beams along z-
direction with wavelength λ, leading to:

n(x, z) = n(x)n(z), n(z) = n + n2I0 cos2(2πz/λ), (7.9)

where n2 is the nonlinear refractive index, I0 is the total intensity
of two laser beams. The case of low-grating contrast allows BICs
to be treated analytically in two-wave coupling approach [12,16,
19,21–24]. We reproduce this approach below in tutorial aim.

Following Refs. [23,24,50], we write the even solutions:

ψs(x, z) = eikzz
∑

l

{
Cnul(z)

cos(qx,lx)

cos(qx,ld/2)
, |x| < d/2

tle
ikzz exp(−ikx,l (x − d/2)), |x| > d/2,

(7.10)

where a set of local modes ul(z) = ul(z + L) in the slab satisfies:{(
∂

∂z
+ ikz

)2

+ ν2n2(z)

}
ul(z) = κ2

l u(z), (7.11)

where κl will be determined later. For homogeneous slab κ2
l = q2

x,l ,
we have:

q2
x,l = ν2n2 − (kz + kl)

2, k2
x,l = ν2 − (kz + kl)

2,

kl = 2πl/L, l = 0,±1,±2, . . . (7.12)

where εc is the relative permittivity of the slab. Here the wave num-
bers kx,l and qx,l have the same meaning as the wave numbers kx

and qx in the homogeneous slab (see, Eq. (7.3)). All quantities in
Eq. (7.12) are dimensionless via the slab thickness d.

The low-grating contrast suggests that we can calculate the
leaky resonant modes and in particular the BIC based on reso-
nant modes of a homogeneous slab without grating. Then we can
leave only the terms l = 0 and l = −1 [23,24,50] for the eigenfre-
quency frequency ν below the first diffraction order l = −1 kz <

ν < 2π/L − kz (see Fig. 7.3). We can approximate the local modes
(7.10) as follows:

ul(z) ≈ u0 + u−1e
−ik1z. (7.13)

That gives us closed system of two algebraic equations:

(n2ν2 − k2
z )u0 + δnν2u−1 = κ2

nu0,

2δnν2u0 − (kz − k1)
2u−1 + n2ν2u−1 = κ2

nu−1, (7.14)

where δn is weak perturbation amplitude of modulation of re-
fractive index. For the laser-induced modulation (7.9), δn = n2I0/2
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with period L = λ/2. This equation has the solution when the de-
terminant equals zero, which gives us two roots:

q2
x,0 = εdν2 − k2

z − δnν4

(kz − k1)2 − k2
z

,

q2
x,−1 = εdν2

2 − (kz − k1)
2 + δε2ν4

(kz − k1)2 − k2
z

, (7.15)

where qx,0 and qx,−1 have a meaning of the eigenvalues of Eq. (7.14).
Respectively, for each root we obtain the solution (7.14) u0 = −σu1

and u0 = 1
σ
u1 where σ = δεν2

(kz−k1)
2−k2

z
. A substitution of these rela-

tions into Eq. (7.10) allows to write analytically particular solutions
inside the slab:

Ey(x, z) ≈ eikzz(1 − σe−ik1z)
cos(qx,0x)

cos(qx,0d/2)
,

Ey(x, z) ≈ eik1z)(σ + e−ik1z)
cos(qx,−1x)

cos(qx,−1d/2)
. (7.16)

The general solution inside the slab can therefore be presented as
superposition of these particular solutions through coefficients C0
and C−1. A continuity condition for electric field Ey at x = d/2 with
the solution outside slab t0e

ikzze−ik1(x−d/2) gives:

C0 + C−11σ = t0,

−C0σ + C−11 = t−1, (7.17)

and for magnetic field Bz, (7.4) gives

J0C0 + J1C−11σ = ikzt0,

J0C0σ − J1C−11 = i(kz + k1)t−1, (7.18)

where Jp = qx,p tan(qx,pd/2) even for the solutions and Jp =
−qx,p cot(qx,pd/2), relative to x → −x.

From Eq. (7.17), we have(
C0

C−1

)
= 1

1 + σ 2

(
1 −σ

σ 1

)
. (7.19)

Substituting this equation into Eq. (7.18), we obtain(
J0 + J1σ 2 + (1 + σ 2)ikz,0 σ(J1 − J0)

σ (J1 − J0) J0 + J1σ 2 + (1 + σ 2)ikz,−1

)(
t0
t1

)
= 0.

(7.20)
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Figure 7.5. Dispersion curves of TE solutions around which the Bloch BICs,
marked by closed green circles, are positioned. Patterns of BICs show Ey .
n = √

3, δn = 0.2.

In order the frequency of the BIC solution was embedded in the
first diffraction continuum but below the next diffraction contin-
uum with dispersion k0 = kz − k1 we are to null a leakage by setting
t0 = 0 [23,24]. As a result, we obtain the BICs for different TE solu-
tions, whose dispersion curves are shown by thin lines in Fig. 7.5.
Note that the SP BICs originated from the first T E1 solution in slab,
even relative to x → −x does not exist, at least not for ε = 3. Exam-
ples of SP BICs corresponding to higher solutions T Ej , j = 2,3,4
are shown by closed green circles with patterns Ey in insets of
Fig. 7.5. In contrast to high-contrast grating, which supports SP
BICs (see, Fig. 7.4), the low-contrast grating supports only Bloch
BICs, as shown in Fig. 7.5, which were shown in the arrays of di-
electric cylinders [10,11,51]. Therefore, similar to homogeneous
slab, in TE electromagnetic waves can propagate below the light
line, as demonstrated in Fig. 7.2. In the slab with periodic mod-
ulation of refractive index over slab, waves can propagate above
light line.

7.3 Dielectric rods inserted into radiation
space restricted by metal planes

BICs in great variety of PhCs provide unique opportunity to
confine and manipulate electromagnetic wave within the radia-
tive continuum (see, numerous reviews: [10,29,52–63]). However,
in practice, theoretical results of BICs resonant states with infi-
nite quality factor (Q-factor), are bumping into a few unavoidable
obstacles. First of all, the number of elements in periodic struc-
tures is finite, which transforms BICs into quasi-BICs. Secondly,
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Q-factor is limited by the material losses and structural fluctua-
tions [25,26,64–66]. Although magnificent values of the Q-factor in
isolated dielectric cavity were reported through whispering gallery
modes [67,68] or avoided crossing of resonances [27,33], which
cannot achieve infinity because the isolated cavity in open 3d ra-
diation space air cannot support the true BICs [34,35].

In the present paper, we propose compromise solution to the
problem by restriction of radiation space by two parallel metal-
lic planes separated by a distance d. Then, for instance, the sin-
gle dielectric cylinder inserted between the planes, as depicted in
Fig. 7.6 (a), is equivalent to the infinite periodical array of cylinders
with the period d in which BICs have been considered by many
scholars [8,11,13,14,17,40–46]. The equivalency follows from the
Dirichlet boundary conditions on a perfectly conducting metal
surface for the TM solutions of the Maxwell equations. Respec-
tively, two identical cavities between the planes are equivalent
to two periodical arrays of rods, which support Fabry–Perot BICs
[9,47].

In practice, material losses and structural fluctuations re-
strict the number of cavities transforming these BICs into quasi-
BICs with although small but finite resonant widths [25,26,64].
Moreover, this way of engineering quasi-BICs leads to dielectric
structures (DS) not being compact. For example, to achieve the
Q-factor 105 of quasi-BIC, we need at least a few tens of sili-
con disks [25,65,69] or silicon cuboids [70]. The best results for
the Q-factor were reported by Taghizadeh and Chung [71] with
Q = 105 for 10 long silicon rods. In general, all the ways to achieve
the extremely high Q-factor listed above require extended DS, in
which the mode volume grows as well [23,72].

As considered in the previous section, BICs can exist in ex-
tended dielectric periodical gratings embedded in a three-dimen-
sional radiation space. In the present section, we show that BICs
can exist even in one or two dielectric rods embedded in a two-
dimensional radiation space. The dimensions of radiation space
can be easily reduced by two metallic planes parallel to each other,
as shown in Fig. 7.6 (a) and (b). Moreover, in the case of a metal-
lic waveguide with rectangular cross-section, the dimension of
radiation space reduces to one and allows to remove another typ-
ical theoretical approximation of infinitely long cylinders rods, as
shown in Fig. 7.6 (c) and (d). In fact, owing to boundary condi-
tions at surface of perfectly conducting metallic surface, such sys-
tems are equivalent to arrays of dielectric cavities, as sketched in
Fig. 7.8. Thus, the metallic waveguide with one or two dielectric
insets is converted into a desktop laboratory for a variety of BICs.
While reaching the BICs in gratings often requires tuning of geo-
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Figure 7.6. Single (a) and two parallel (b) infinitely long dielectric cylinders be-
tween two metallic planes. The same for cylinders of finite length inside waveg-
uide of rectangular cross-section (c) and (d).

metrical parameters, in the present case of the desktop laboratory,
BICs can be achieved by simply varying the width of the waveg-
uide, the position or orientation of the dielectric inset within the
waveguide. However, the main advantage of this laboratory is re-
lated to material losses and structural fluctuations, which rapidly
saturate growth of the Q-factor with the number of cavities in
periodic arrays [25,26,66], which prevents to clearly unveil the
BICs.

The existence of symmetry protected (SP) BICs near rigid cylin-
der placed symmetrically in between parallel walls with Neumann
or Dirichlet boundary conditions imposed upon them was shown
by Evans and Porter [73]. After, Linton et al. [74] and Duan et al.
[75] have examined the cases of accidental BICs for slender rods
of arbitrary cross-section arranged asymmetrically in a waveg-
uide. We develop these results for the case of dielectric rods of
circular and rectangular cross-sections and find a threshold for
dimensions and permittivity of the rod below which the BICs do
not exist. Once the rod is shifted relative to center line, we obtain
equivalent dimerized chain of rods, as shown in Fig. 7.8 (c). There
are only a few reports of BICs in dimerized arrays of dielectric
cavities [76,77]. Moreover, the rectangular rod inserted between
metallic planes brings new parameter to vary, namely the angle of
orientation of the rod, as shown in Fig. 7.8 (d). That, in turn, opens
a way for realization of topologically protected BICs with winding
numbers m = ±1 in two-parametric space of angle and frequency
or angle and distance between rods.
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7.3.1 One rod above one metallic plane
Although this case reduces the radiation space twice, still BICs

can exist only in infinite periodical gratings. Nevertheless, this
case is interesting in terms of enhancing the Q-factor due to
avoided crossing of resonant modes of cylindrical rod with modes
of image of the rod below the metal surface. This phenomenon
was considered in Ref. [78] for dielectric sphere above the metal
surface. Fig. 7.7 shows resonant modes at two distances: h = 0 the
rod lies close to metal surface and h = 0.976 at which the Q-factor
is maximal, where Q = − Re(ω)

2Im(ω)
and ω is the complex resonant

eigenfrequency of the system. As inset shows, this is the result of
avoided crossing of Mie resonance with azimuthal number m = 6
of the cylinder with the same resonances of its image on metal
surface. This Mie resonant mode is hybridized to form symmetric
or anti symmetric modes. As distance between cylinder and metal
surface increase, the coupling between cylinder and its image be-
haves as 1

L
eikL [79]. As a result, we observe regular oscillations of

the Q-factor in Fig. 7.7. However, as this figure illustrates, the Q-
factor is always finite, although can reach rather large values for
variation of distance between surface and rod. Thereby, let us ad-
dress the case of single cylinder inside two metallic planes.

Figure 7.7. Dielectric rod with refractive index n = 3.48 above the metal sur-
face. Mie resonant mode m = 6 of cylinder hybridizes with the same mode of
image cylinder due to avoided crossing. Insets show the TE solutions for resonant
modes with boundary conditions at metal surface which are equivalent to the so-
lutions of two cylinders: h = 0 with the complex frequency kR = 5.102 − 0.0051
and h = 0.976a with kR = 5 − 0.00012i. Dot-dashed line shows the Q-factor of
Mie resonant mode of isolated cylinder with the azimuthal index m = 6.
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7.3.2 Cylinder between two metallic planes
We start consideration with single dielectric cylinder of

the radius R inserted parallel to metallic planes, as depicted in
Fig. 7.6 (a). In what follows, all quantities are measured in terms
of the distance between plates d, with x-axis directed along the
waveguide and z-axis directed along the rod. Because of bound-
ary conditions for the electric field Ez(x = 0, d) = 0, the solutions
of the Maxwell equations of the system are equivalent to the so-
lutions in periodical infinite array of rods at the 	- or X-point, as
sketched in Fig. 7.8 (a).

There are two distinct cases for these solutions. The case of di-
electric inset symmetrically disposed between two parallel metal-
lic planes is equivalent to periodical array of rods with the period
d, as shown in Fig. 7.8 (a) and (b). Fig. 7.8 (c) presents the case of
cylinder shifted from the center line of waveguide by distance �.
Then the TM solutions of the system coincide with the solutions
of the binary array of cylinders with double period 2d. The equiv-
alence of the solutions allows us to use well-known analytical ap-
proaches developed for periodical arrays of dielectric resonators
[80,81]. We complete these approaches by COMSOL MultiPhysics
numerical calculations for the rods with circular and rectangular
cross-sections.

In Fig. 7.9, we show typical examples of the SP BICs with az-
imuthal indices m = 1 and m = 2 for the case of symmetrical posi-
tion of dielectric cylinder with the refractive index n (Fig. 7.8 (a)). It
is clear that for the dielectric rod to trap the EM wave with definite
wavelength 2π

k
, its radius R has to be comparable or exceed the

characteristic wavelength inside the rod 2π
nk

. Therefore, the curve
of existence of the SP BICs can be evaluated as:

RnkBIC ≥ 1/2π, (7.21)

where the frequency of SP BIC kBIC depend on the refractive in-
dex n and the radius of cylindrical rod R. Note, the light velocity is
taken equaled to unit. Precise value of the frequency of BIC can be
found numerically, e.g., by means of Comsol Multiphysics, how-
ever, the inequality (7.21) allows us to rewrite it as:

RnkBIC = C, (7.22)

where the constant C is to be fitted to specific SP BIC. Numer-
ical behavior and comparison of evaluation of the SP BIC’s fre-
quency with formula (7.22) is shown in Fig. 7.9, which demon-
strates excellent agreement. Since the diameter of rod cannot ex-
ceed distance between mirrors, we obtain that SP BICs cannot
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Figure 7.8. Periodical arrays of dielectric rods whose solutions at the 	-point are equivalent to the solutions of
Maxwell equations of rods placed between two parallel metallic planes, shown by solid thick lines. The original rod
is shown in red, while its images in the metallic planes are shown in gray. Cylindrical (a) and rectangular (b) rods po-
sitioned symmetrically between planes are equivalent to the periodical array of rods with period d . Cylindrical rod
shifted by distance y0 from center line (c) and rectangular rod rotated by the angle φ make the system equivalent
to dimerized chain. (e) Two rods positioned symmetrically make the system equivalent to double array of rods that
can support FPR BICs. Two circular rods positioned asymmetrically (f) or two rotated rectangular rods (g) and (h) are
equivalent to two dimerized chains.

exist for nkBIC ≥ 2. For non-symmetric position of the rod inside
the waveguide the SP BICs. When the rod is positioned asymmet-
rically inside the waveguide, SP BICs transform to accidental BICs
at tuned rod’s radius or refractive index. In the equivalent system
of binary periodical array of rods (see, Fig. 7.8 (c)), these BICs cor-
respond to the BICs at 	-point. Phase diagrams of existence of the
accidental BICs are plotted in Fig. 7.10.
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Figure 7.9. Curves of existence of the SP BICs vs refractive index and radius of
circular rod.

Figure 7.10. Curves of existence of accidental BICs in two-parametric space of
refractive index of the rod and (a) frequency, (b) radius of the rod for � = 0;
(c) frequency, (d) displacement of the rod for R = 0.18; (e) frequency, (f) radius
of the rod for � = 0.3. Insets show the accidental BICs for certain parameters.
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7.4 Rectangular rod between two metallic
planes

First of all, the rectangular rod is interesting by that Linton et
al. [74] have shown existence of accidental BICs under assumption
that the aspect ratio a/b is sufficiently large and the rod is metal-
lic. Moreover, rectangular rod brings new parameter to vary, rota-
tion angle relative to the frame of metallic waveguide, as shown in
Fig. 7.8 (d). Fig. 7.11 (a) shows curves of accidental BICs versus
dimensions of rectangular quartz rod a × b. Insets show evolu-
tion of two accidental BIC modes (electric field Ez directed along
the rod). In fact, there are more curves which differ by number
of nodal lines that cross the waveguide. TM propagation channels
are given by simple formula k2 = k2

x +π2p2, p = 1,2,3, . . ., where kx

is the wave vector of TM waves along the waveguide. We consider
only the BICs embedded into the continuum of the first propaga-
tion channel of the waveguide with p = 1 and frequencies below
the cutoff of the second propagation channel π < k < 2π .

First, one can see that the curves of BICs follow to analysis of
Linton et al. obtained by different mathematical techniques [74]
for the case of Dirichlet BC at the walls of rectangular rod, i.e.,
metallic rod. These accidental BICs shown in Fig. 7.11 (a) have
clear physical origin. Far from the rod, accidental BICs follow to
the evanescent mode p = 2, which is orthogonal to the first prop-
agation channel p = 1 and therefore cannot go out. The dielectric
rod perturbs the evanescent mode and the perturbation strength
depends on size and refractive index of the rod. The larger the in-
dex and size, the stronger the perturbation. Despite the difference
between the metallic and dielectric rods, the accidental BIC exists
at b → 0. However, BIC’s frequency is limited by the cutoff 2π of the
second channel and the localization range diverges for k → 2π , as
insets in Fig. 7.11 (b) show.

7.5 Fabry–Perot BICs: two rods inside
waveguide

Two identical circular rods inserted symmetrically inside the
waveguide, as shown in Fig. 7.6 (e), make the system equivalent to
periodic double arrays of subwavelength dielectric cylinders. Such
arrays were studied by Ndangali and Shabanov with analytic TM
solutions for BICs in the limit of thin cylinders [47]. Underlying
physical mechanism for BICs is the Fabry–Perot one [82], in which
each array perfectly reflects electromagnetic waves at definite fre-
quency kc. Then, two arrays serve as ideal mirrors which are able
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Figure 7.11. Curves of existence of the accidental BICs. (a) As a function of the
cross-section of rectangular quartz rod a × b at � = 0.25 with refractive index
n = 2.05. (b) The frequency of BICs vs aspect ratio of rectangular rod.

to capture electromagnetic wave with frequency kc at discrete dis-
tances roughly equal to integer number of half wavelength π/kc.
Fig. 7.12 demonstrates the effect of total reflection of TM waves by
(a) cylindrical and (b) rectangular rods positioned symmetrically
inside the waveguide. The effect of total reflection by rod inserted
into waveguide exists irrespective to position of the rod inside the
waveguide. In Fig. 7.12 (b) one can see the well-known effect of
collapse of Fano resonance for φ → 0 and � = 0, at which the scat-
tering function tends to the SP BIC [83]. Fig. 7.12 (c) shows that
total reflection (T = 0) is achieved owing to variation of cylindri-
cal rod radius. However, the variation of the rod size is difficult in
the experiment. Fig. 7.12 (d) demonstrates that the problem can
be easily solved by orientation of rectangular rod relative to wave-
guide.

In Fig. 7.13 (a), we show results of numerical calculations for
the case of two circular quartz rods inserted symmetrically (see,
Fig. 7.8 (c)) with patterns of Fabry–Perot BICs for different dis-
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Figure 7.12. Transmittance vs frequency (upper panels) for (a) cylindrical rod with
R = 0.4, � = 0, (b) rectangular rod with cross-section 0.6 × 0.3 and � = 0.01.
Transmittance zeros (bottom panels) vs frequency of incident wave and (c) radius
of cylindrical rod, (d) orientation angle of rectangular rod for � = 0. The refractive
index of the rods is n = 2.05 in all cases.

Figure 7.13. Patterns of Fabry–Perot BICs for the case of two cylindrical rods
(shown by green circles) positioned (a) symmetrically (R = 0.4, n = 2.05) and
(b) shifted cross to the waveguide inside the waveguide by � = 0.25,R = 0.15.

tances between cylindrical rods. This case is equivalent to the case
of two periodic arrays considered in Refs. [47,84]. It is interesting
that similar type of BICs exist even for asymmetrical position of
circular rods, as one can see from Fig. 7.13 (b). In Fig. 7.14 we
show curves of the Fabry–Perot BICs in two-parametric space of
the rotation angle of rods φ and distance between them L for two
distinct cases of rod rotation: in-phase and anti-phase.

One of the ways to experimentally confirm BICs is observa-
tion of singularities in the wave transmission in waveguide. At the
BIC point, the total reflection coalesces with the full transmission
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Figure 7.14. Curves of existence of topologically protected BICs for two rectan-
gular rods inside the waveguide. (a) Vs distance between rectangular rods and
angle of rotation, (b) vs frequency and distance between insets at � = 0. Points
of merging are marked by open circles.

[85], which can be defined as collapse of Fano resonance [83]. In
Fig. 7.15 we present typical examples of such singular points in
parametric space of incident light frequency and orientation angle
of rectangular rods. Moreover, one can see that the transmission
peaks follow the resonant frequencies of the system, shown by
solid lines in Fig. 7.15. There are two equivalent cases φ = 0 and
φ = π/2 which were considered in Refs. [9,86]. In both cases, we
observe two solutions for BICs whose frequencies are considered
as splittings due to interaction of rods. As a result, we obtain the
symmetric and anti symmetric hybridized solutions, shown in in-
sets of Fig. 7.15. If the rods were in air, the splitting of frequencies
would decrease as 1/L2 [79]. However, a presence of parallel metal
planes cardinally changes the interaction between two rods and
cancels L-dependence.
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Figure 7.15. Transmittance of electromagnetic waves across the waveguide vs
frequency and rotation angle of rods, as shown in insets. Lines show resonant
frequencies as function of the rotation angle φ. The parameters are a = 0.6, b =
0.3L = 1.

7.6 Topologically protected BICs merge into
SP or accidental BICs

Topologically protected (TP) BICs were reported by many
scholars [41,87–92] which originate from the merging of several
BICs in the momentum space. Recently, Huang et al. [93] have
demonstrated TP BICs in coupled acoustic resonators which arise
from the merging of BICs in parametric space of frequency and
coupling strength. The importance of the TP BICs is that they
are robust to the fabrication imperfection, and that the degree of
enhancement of the Q-factor of quasi-BICs changes from stan-
dard quadratic to the fourth or even to the sixth degree. Here we
demonstrate the cases of merging of two accidental BICs with
winding numbers m = ±1 into one non-robust accidental BIC
with m = 0. The phase singularities arise if some complex func-
tion �(x,y) = u(x, y) + iv(x, y) = |�(x,y)| exp(iθ(x, y)) has nodal
point in some two-dimensional parametric space (x, y). Then the
winding number of the singularity is given by:

m = sgn
(

∂u

∂x

∂v

∂y
− ∂u

∂y

∂v

∂x

)
(7.23)

or

m =
∮

d
−→
l ∇θ. (7.24)

As the parametric space we have chosen the frequency k and the
angle of rotation φ while for the function � we have chosen 1

Ez
.
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Figure 7.16. The phase of function 1
Ez

vs frequency and the rotation angle of
dielectric rectangular rod 0.6 × 0.3.

Figure 7.17. Half width of resonances vs shift of cylindrical rod relative to center
of waveguide and radius of rod for n = 3.87. Insets show patterns of BICs (Ez of
electric field).

Fig. 7.16 shows as the phase of this function in an anticlockwise
sense, i.e., gives us m = 1. The merging is shown in Fig. 7.17, in
which evolution of TP BIC with m = ±1 in two-parametric space
of radius and shift of dielectric cylinder is plotted by solid green
line, while the accidental BIC with m = 0 occurs only at R = 0.1656
and � = 0.

These two TP BICs with m = ±1 are not distinguishable be-
cause are related by the inverse y → −y. However, Fig. 7.18 (a)
brightly demonstrates effect of annihilation of two TP BICs which
merge into the SP BIC with zero winding number when rod
with the critical radius Rc = 0.1656 takes the symmetrical posi-
tion � → 0. Owing to log-log scale of dependence, we obtain
that Q ∼ 1

�4 . If the radius of rod were different from the crit-

ical one we would have standard quadratic behavior Q ∼ 1
�2 .
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Figure 7.18. Dependence of Q-factor vs position of rod in waveguide in Log Log
scale at the points of merging of topologically protected BICs. (a) The case of
circular rod shown in Fig. 7.17 and (b) the case of rectangular rod with cross-
section a = 0.3, b = bc = 0.911, shown in Fig. 7.19.

First, this phenomenon was demonstrated in periodical array
of cylindrical rods, in which two off-	 BICs with winding num-
bers m = ±1 were merged into the SP BIC at 	 point with m = 0
[41]. This phenomenon is similar to the case of merging BICs ob-
served in the photonic system, where topological charges move
toward the 	-point in the first Brillouin zone at momentum space
[40,87,90,94,95]. It is important to note that the merging of BICs
does not imply that two BICs exist at the same point of paramet-
ric space, i.e., degeneracy of BICs. In fact, when approaching the
merging point, accidental BICs vanish compared to the SP BIC.

Fig. 7.19 demonstrates similar effects for the case of rectangu-
lar rod a × b in two-parametric space of its length a and position
�. At the merging point of two TP BICs with SP BIC, the behavior
of Q-factor turns into Q ∼ 1

�6 , as shown in Fig. 7.18 (b).

Figure 7.19. Half width of resonances vs shift of rectangular rod a × b with n =
2.05 and length a at b = 0.3. Insets show patterns of BICs (Ez of electric field).
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Figure 7.20. Dependence of Q-factor vs rotation angle of two rectangular rods
with a = 0.6, b = 0.3 positioned symmetrically in waveguide in log-log scale at
the points (a) beyond merging of topologically protected BICs marked by star in
Fig. 7.14 (b) at L = 0.9 and (b) at the point of merging marked by open green circle
in Fig. 7.14 (b) at L = 0.989.

The case of two rectangular rods brings a novelty of the merg-
ing of three BICs, two Fabry–Perot BICs with winding numbers
m = ±1 and one SP BIC with m = 0. Respectively, beyond the
point of merging (marked by star in Fig. 7.14 (b)), we have stan-
dard quadratic behavior of the Q-factor, as demonstrated in
Fig. 7.20 (a). However, at the points of merging marked by open
circles in Fig. 7.14 (b), we obtain strong dependence Q ∼ 1

�6 , as
Fig. 7.20 (b) shows. The degree of enhancement of the Q-factor is
related to bifurcation of imaginary parts of TP BICs, as Fig. 7.17
and 7.19 show. This result follows from the algebra of bifurcation
[41,90,93,96,97].

One can see in Fig. 7.14 points in which SP BICs at φ = 0,90o

(dash-dot blue lines) coalesce with Fabry–Perot BICs evolving
with angle of in-phase or anti-phase rotation of rods shown by
solid green and dash gray lines. These Fabry–Perot BICs have mor-
phology cardinally different from the SP BICs, as seen from insets
in Fig. 7.14. For each angle φ 	= 0 the Fabry–Perot BIC has to be
tuned by distance between rods L, making an analogy with acci-
dental BICs.

Fig. 7.21 demonstrates rich variety of merging effects of BICs
with different winding numbers in the three-parametric space of
frequency, distance between the rectangular rods and rotation an-
gle.

7.7 Conclusions and discussion
A simple system of plane waveguide consisted of two parallel

metal planes with inserted one or two dielectric quartz or sili-
con rods demonstrates abundance of various BICs, classified as
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Figure 7.21. Curves of existence of the Fabry–Perot BICs vs (a) distance between
rectangular rods and frequency and (b) angle of rotation and distance between
rods at � = 1/2. Dash-dotted line show curves of Fabry–Perot SP BICs at φ =
0,90◦. Green solid line and dash gray lines show topologically protected in-phase
BICs and anti-phase BICs, respectively. Points of BICs merging are marked by
open circles.

symmetry-protected, accidental, Friedrich–Wintgen, and Fabry–
Perot [82]. Moreover, we show numerous points of merging of
different topologically protected BICs in two-parametric space.
These events give rise to change the power degree in asymp-
totic behavior of the Q-factor, which has principal importance for
numerous applications of BICs. First, this phenomenon of BICs
merging was observed in the photonic system, where topologi-
cal charges move toward the 	-point in the first Brillouin zone at
momentum space [40,87,90,94,95]. Recently, the two-parametric
space was expanded onto the frequency and coupling strength of
two acoustic resonators [93]. In the present paper, we go further by
introducing parameters that determine the position of rods, dis-
tance between them, orientation of rectangular shaped rods, and
frequency. It is important that all parameters can be easily varied
experimentally in comparison to the case of topologically pro-
tected BICs in momentum space in the one- and two-dimensional
periodical arrays of dielectric particles. It is clear that one can con-
sider three-parametric space in which we can observe the lines of
TP BICs.
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8.1 Introduction
Among the recent trends in optical science, non-Hermitian

photonics seems to be one of the most intriguing and promising.
Generally speaking, it considers interaction of photonic structures
as open dynamic systems with light. This approach allows one
to look at the problem of light-matter interaction from another
angle providing a different treatment even for well-known opti-
cal systems, such as lasers and coupled resonators. On the other
hand, the non-Hermitian photonics has put forward the struc-
tures (for example, PT -symmetric ones) that could not even be
imagined before. As a result, a number of unusual, entirely unex-
pected features and effects due to the non-Hermiticity of photonic
structures have been predicted and experimentally observed.

Non-Hermitian matrices describing Hamiltonians and scatter-
ing operators are at the heart of the non-Hermitian physics. They
admit a distinctive type of degeneracy at the exceptional point
(EP) when both eigenvalues and eigenvectors coalesce, so that
the set of eigenfunctions becomes defective. It should be stressed
that this type of degeneracy is impossible in the Hermitian case.
The principles of non-Hermitian physics and exceptional points
as their manifestation proved to be fruitful in various branches
of classical and quantum physics, including optics, acoustics, me-
chanics, electronics, and even biophysics [1].

In this chapter, we start with the basic theoretical premises for
the EPs, describe their properties, and then illustrate them with
the examples of EPs in nanophotonics. In particular, we demon-
strate the appearance of EPs in passive systems with purely ra-
diative losses and in structures with spatially distributed gains
and losses, including PT -symmetric ones. We discuss topologi-
cal properties of EPs, their application to sensing, and connection
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Figure 8.1. Roadmap on exceptional points (EP) within this chapter. Inner blue ring demonstrates four types of sys-
tems often used for investigation of EPs. In this chapter, we discuss the EP-based sensors, lasers, and coherent
perfect absorbers (CPA), as well as perspectives of the EPs for polaritonic physics and topology.

with the strong-coupling physics (Fig. 8.1). There are a number
of books [2–4] and review articles [5–8] on non-Hermitian physics
and its application to photonics, while different aspects of EPs are
discussed in [9,10]. We do not aim to compete with this literature
in completeness and breadth of coverage. Instead, we try to make
a general educational introduction to the subject of EPs for the
dielectric photonics community and, especially, for beginners in
non-Hermitian photonics. Readers interested in more details and
examples may consult references herein.

8.2 General theory of exceptional points
8.2.1 The eigenvalue problem

Many physical systems are governed by a set of linear differen-
tial equations of the first order in the form of the non-stationary
Schrödinger equation:

i
dψ

dτ
= Ĥ (�α)ψ, (8.1)

where τ is the evolution variable (either time or coordinate),
ψ(τ, �α) and Ĥ (�α) are n-dimensional vector (wave function) and
matrix (Hamiltonian), respectively, and �α = (α1, . . . , αm) is a vec-
tor of m parameters. Here we assume that the Hamiltonian Ĥ
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can be either Hermitian (Ĥ = Ĥ †, where the superscript † stands
for the Hermitian conjugate) as in quantum mechanics or non-
Hermitian (Ĥ �= Ĥ †). Eq. (8.1) emerges in many areas of physics,
including quantum mechanics, acoustics, photonics, and classical
electrodynamics. The simplest type of a system obeying Eq. (8.1)
is the two-state one. It is described by the 2 × 2 Hamiltonian as
follows:

i
d

dτ

(
ψ1

ψ2

)
=

(
H11 H12

H21 H22

)(
ψ1

ψ2

)
. (8.2)

Such an equation describes the evolution of two coupled optical
or acoustic modes with the diagonal elements of the Hamilto-
nian corresponding to the complex resonant frequencies and the
non-diagonal elements representing coupling strength between
the modes. Generalization of Eq. (8.2) to higher dimensions is
straightforward.

In electrodynamics of complex media, the propagation of sta-
tionary electromagnetic waves can be often considered in one
dimension and described by the four-dimensional vector, com-
prising independent transverse field components Ht and Et as:

d

dz

(
Ht

Et

)
= i

ω

c

(
M11 M12

M21 M22

)(
Ht

Et

)
, (8.3)

where Mij are the 2 × 2 block matrices depending on material pa-
rameters, ω is the angular frequency and c is the speed of light in
vacuum.

Fundamental solution of Eq. (8.1) can be formally written as:

ψ(τ, �α) = exp[−iĤ (�α)τ ]ψ(0, �α). (8.4)

Here exponential of matrix Ĥ is defined through a corresponding
Taylor series. The Hamiltonian matrix can be spectrally decom-
posed,

Ĥ =
n∑

j=1

λj P̂j , (8.5)

where λj are the eigenvalues of Ĥ forming its spectrum and P̂j =
vj ⊗ uj are the projectors onto the corresponding eigenvectors
with the property P̂ 2

j = P̂j . The tensor product of two vectors u
and v is defined as a matrix n × n with elements (u ⊗ v)jk = ujvk,
where j, k = 1, . . . n. Right vj and left uj eigenvectors are defined
in accordance with

Ĥvj = λj vj , uj Ĥ = λj uj , (8.6)
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and satisfy the orthonormality condition uj vk = δjk providing or-
thogonality of the projectors P̂j P̂k = P̂j δjk . Here δjk is the Kro-
necker delta defined as usual: δjk = 1 for j = k and δjk = 0 for j �= k.
If the matrix is symmetric, Ĥ = Ĥ T , then the right and left eigen-
vectors coincide, vj = uT

j , where the superscript T stands for the
transpose.

Eigenvalues λ meet the characteristic equation det(Ĥ −λIn) = 0
and can be written by means of n matrix invariants, e.g., the traces
of matrix powers tr(Ĥ ) = ∑n

j=1 λj , . . . , tr(Ĥ n−1) = ∑n
j=1 λn−1

j and

the determinant det(Ĥ ) = λ1 . . . λn, where In is the n×n unit matrix.
The projectors can be determined from the system of n equations
including the completeness condition In = ∑n

j=1 P̂j and the con-

dition for the Hamiltonian powers: Ĥ = ∑n
j=1 λj P̂j , . . . , Ĥ n−1 =∑n

j=1 λn−1
j P̂j .

Using the spectral decomposition, we arrive at the fundamen-
tal solution (8.4) in the following form:

ψ(τ, �α) =
n∑

j=1

exp[−iλj (�α)τ ]P̂j (�α)ψ(0, �α). (8.7)

The spectral decomposition can be used to solve the Schrö-
dinger differential equation with a source J, e.g., a dipole. For
the stationary wave function ψ and the source J proportional to
exp(−iλτ), this equation reads:

Ĥψ + J = λψ. (8.8)

Substituting decomposition ψ = ∑
m amvm into the above equa-

tion and accounting for Ĥvm = λmvm, we arrive at the equation
for am:

∑
m am(λ − λm)vm = J. The wave function takes the form:

ψ = GJ, G =
∑
m

1

λ − λm

vm ⊗ um

(umvm)
. (8.9)

Here G is the dyadic Green function.

8.2.2 Definition of exceptional points
When we change the parameters �α, some eigenvalues may turn

out to be equal. Generally, we can have M sets of equal eigenvalues
as λ1 = . . . = λn1 = λ̃1, λn1+1 = . . . = λn2 = λ̃2, . . .λnM−1 = . . . = λn =
λ̃M . A unique eigenvalue λ̃ corresponds to a block in the matrix Ĥ .
It is instructive to focus further on the Hamiltonian possessing a
single degenerate eigenvalue.
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Assume that the eigenvalues of the n-dimensional matrix Ĥ at
the point �α0 in the parameter space (α1, . . . , αm) are equal, λ1 =
. . . = λn = λ. Depending on the Hamiltonian Hermiticity, the point
�α0 is called either diabolic or exceptional.

(i) At the diabolic point, the matrix Ĥ is diagonalizable, so that
it can be represented as:

Ĥ (�α0) = hÎn. (8.10)

The degenerate eigenvalues λ = h correspond to the orthogonal
eigenvectors and the fundamental solution ψ(τ, �α0) = exp(λτ) ×
ψ(0, �α0) is trivial.

(ii) At the exceptional point, the matrix is non-diagonalizable,
so that

Ĥ (�α0) = hÎn + N̂, (8.11)

where N̂ is a nilpotent matrix defined as N̂n = 0 with N̂j �= 0 for
j < n. Adding the nilpotent matrix to the diagonal one does not af-
fect the degenerate eigenvalue λ = h, but drastically influences the
eigenvectors. As well as the eigenvalues, the eigenvectors at the EP
are degenerate, i.e., there is a single eigenvector at the EP, satisfy-
ing the equation Ĥv1 = λv1, with the left eigenvector orthogonal
to it, as u1v1 = 0. As a result, the basis set of orthogonal eigen-
vectors cannot be established, but one can introduce the set of
non-orthogonal generalized eigenvectors using the following pro-
cedure. Equation for the degenerate eigenvector (Ĥ −λ)v1 = 0 can
be rewritten as N̂v1 = 0 after substitution of Eq. (8.11). Generalized
eigenvectors do not satisfy this equation, that is N̂v2 �= 0. Instead,
the first generalized eigenvector satisfies equation:

N̂v2 = v1, or (Ĥ − λ)v2 = v1. (8.12)

After multiplying both sides of this equation by the nilpotent ma-
trix N̂ , we obtain N̂2v2 = 0 or (Ĥ − λ)2v2 = 0. The second general-
ized eigenvector is defined in the similar manner as:

N̂v3 = v2, or (Ĥ − λ)v3 = v2. (8.13)

Multiplication by the matrix N̂2 yields N̂3v2 = 0 or (Ĥ − λ)3v2 = 0.
Thus, the generalized eigenvectors are defined by the chain rule
N̂vj = vj−1, where j = 2, . . . , n. This chain rule allows us to deter-
mine the form of the nilpotent matrix N̂ . It is quite easy to notice
that the chain rule is valid if

N̂ =
n−1∑
j=1

vj ⊗ un−j , (8.14)
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where un−j vk = δj,k−1 or uj vk = δn−j,k−1. Generalized left eigen-
vectors uj can be found from the chain rule uj N̂ = uj−1 (j =
2, . . . , n) consistent with the dyadic decomposition (8.14) of N̂ . The
degenerate left eigenvector satisfies the equation u1N̂ = 0.

The Hamiltonian matrix can be presented in the Jordan canon-
ical form, assuming non-zero elements on the superdiagonal
(k, k + 1) of the nilpotent matrix (k = 1, . . . , n − 1), as follows:

Ĥ (�α0) =

⎛
⎜⎜⎝

λ 1 0 0 0 . . .

0 λ 1 0 0 . . .

0 0 λ 1 0 . . .

. . . . . . . . . . . . . . . . . .

⎞
⎟⎟⎠ . (8.15)

To obtain other forms of the Hamiltonian matrix at the EP, one
should exploit a similarity transformation S in the n-dimensional
space. Then the Hamiltonian reads Ĥ ′(�α0) = Ŝ(hÎn + N̂)Ŝ−1 =
hÎn + N̂ ′, where N̂ ′ = ŜN̂ Ŝ−1.

At the EP, the fundamental solution (8.4) of differential equa-
tions (8.1) reads:

ψ(τ, �α0) = exp(−iλτ) exp(−iN̂τ )ψ(0, �α0). (8.16)

Exponential of the nilpotent matrix is defined as a truncated Tay-
lor series due to N̂k = 0 for k ≥ n. Therefore, we get:

ψ(τ, �α0) = exp(−iλτ)

[
n−1∑
k=0

(−iτ )k

k! N̂k

]
ψ(0, �α0). (8.17)

This means that the solution is not just an exponential at the EP.
Using decomposition over the basis of generalized eigenvectors
for the initial wave function ψ(0, �α0) = ∑n

j=1 cj vj , we can notice

that the action of the nilpotent matrix reduces to N̂ψ(0, �α0) =∑n
j=2 cj vj−1 = ∑n−1

j=1 cj+1vj and the solution (8.17) reads:

ψ(τ, �α0) = exp(−iλτ)

n−1∑
k=0

(−iτ )k

k!
n−k∑
j=1

cj+kvj . (8.18)

The EPs are known to exist for electromagnetic waves in
(bi)anisotropic crystals whose evolution is described with 4 × 4
Jordan matrices, as in Eq. (8.3). Since the nilpotent matrix is 4-di-
mensional, one is able to distinguish waves with exponential-
linear (Voigt waves), exponential-quadratic and exponential-cubic
dependence on the coordinate instead of regular plane-wave so-
lutions [11]. Recently, a concept of Dyakonov–Voigt surface waves
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was introduced, which propagate only in certain directions at the
interface of anisotropic medium and decay away from the inter-
face as a product of linear and exponential functions [12].

Hermitian Hamiltonians with degenerate spectrum can sup-
port only diabolic points, so that the set of orthogonal eigenvec-
tors can be always found. Since the Hamiltonian at the EP (8.15)
is clearly non-Hermitian, the EPs emerge exclusively for non-
Hermitian Hamiltonians. Although non-Hermiticity can be arbi-
trary, the most curious cases correspond to certain symmetries,
for example, PT and anti-PT symmetries, as it will be discussed
further.

The Green function at the exceptional point λEP can be found
as follows (see [13,14]). Subtracting the term λEP ψ from the left
and right hand sides of Eq. (8.8), we write:

(Ĥ0 − λEP In)ψ + J = (λ − λEP )ψ (8.19)

or

ψ = 1

λ − λEP

(
In − N̂

λ − λEP

)−1

J. (8.20)

Exploiting the Taylor series of this matrix function, the Green func-
tion defined as ψ = GEP J can be presented in the form:

GEP = 1

λ − λEP

∞∑
k=0

N̂k

(λ − λEP )k
. (8.21)

The series is truncated due to the property of the nilpotent ma-
trix N̂n = 0, yielding:

GEP = 1

λ − λEP

n−1∑
k=0

N̂k

(λ − λEP )k

= In

λ − λEP

+ N̂

(λ − λEP )2
+ . . . + N̂n−1

(λ − λEP )n
. (8.22)

Note that the leading-order term of the Green function at the EP is
the last one, proportional to (λ − λEP )−n, if λ is close to λEP .

8.2.3 Exceptional points of two-state Hamiltonians
Consider a non-Hermitian Hamiltonian Ĥ (�α) that can be de-

scribed by the 2×2 matrix. It governs evolution of the system given
by Eq. (8.2) with the fundamental solution (8.4). Spectrum of the
Hamiltonian Ĥ consists of a couple of eigenvalues λ1 and λ2 and
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Figure 8.2. The EP of a two-state Hamiltonian. The real (a) and imaginary (b)

parts of the normalized eigenvalues (8.23), λ1,2/

√
det(Ĥ ), as a function of com-

plex parameter η = tr(Ĥ )/2
√

det(Ĥ ). The EP is observed at Re(η) = 1 and
Im(η) = 0.

the Hamiltonian can be presented as Ĥ = λ1P̂1 + λ2P̂2 with the
projectors P̂1 and P̂2. The eigenvalues can be written by means of
the matrix invariants tr(Ĥ ) = λ1 + λ2 and det(Ĥ ) = λ1λ2 as:

λ1,2 = tr(Ĥ ) ±
√

[tr(Ĥ )]2 − 4 det(Ĥ )

2
. (8.23)

The equations P̂1 + P̂2 = Î2 and λ1P̂1 + λ2P̂2 = Ĥ yield the pro-
jecting matrices:

P̂1 = 1

λ1 − λ2

(
Ĥ − λ2Î2

)
, P̂2 = 1

λ2 − λ1

(
Ĥ − λ1Î2

)
. (8.24)

At the point �α0 of the parameter space, where the square root
in Eq. (8.23) vanishes, the eigenvalues coalesce, λ = λ1 = λ2 =
tr(Ĥ )/2. If the eigenvectors also coalesce at this point, we have
the EP of the second order. The eigenvalues of a generic two-
dimensional system are shown in Fig. 8.2. One can see that to
reach the EP, one has to tune two parameters: the real and imagi-

nary parts of the value η = tr(Ĥ )/2
√

det(Ĥ ).

In the case of real-valued tr(Ĥ ) and det(Ĥ ), the eigenvalues are
real at the EP independent of Hermiticity. The EP then lies on
the line [tr(Ĥ )]2 = 4 det(Ĥ ) separating two phases, the first one
being symmetric ([tr(Ĥ )]2 > 4 det(Ĥ )), while the second one be-
ing symmetry-broken ([tr(Ĥ )]2 < 4 det(Ĥ )). There is a single real-
valued parameter η to be tuned, as shown Fig. 8.3. In the sym-
metric phase of the non-Hermitian Hamiltonian, the evolution
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Figure 8.3. The EP of a two-state Hamiltonian. The normalized eigenvalues (8.23),

λ1,2/

√
det(Ĥ ), as a function of real-valued η = tr(Ĥ )/2

√
det(Ĥ ). The EP is

observed at η = 1.

of the system resembles that of a Hermitian system character-
ized by real eigenvalues. Symmetric phase requires symmetry of
the non-Hermitian Hamiltonian and hence of the system itself.
In the symmetry-broken phase, the eigenvalues are the complex-
conjugate pair corresponding to the amplifying and decaying so-
lutions. For the complex invariants tr(Ĥ ) and det(Ĥ ), the eigenval-
ues are complex in both phases, but the Hamiltonian matrix still
has the Jordan form at the EP, when [tr(Ĥ )]2 = 4 det(Ĥ ).

At the EP, the Hamiltonian may be written in the canonical Jor-
dan form:

Ĥ (�α0) = λÎ2 + N̂ =
(

λ 1
0 λ

)
. (8.25)

The two-dimensional nilpotent matrix satisfies N̂2 = 0. Using
the similarity transformation Ŝ = diag(s1, s2), we can present the
nilpotent matrix as N̂ ′ = ŜN̂ Ŝ−1 = (s1/s2)N̂ . Using an orthogonal

matrix Ŝ(α) =
(

cosα sinα

− sinα cosα

)
to transform the nilpotent ma-

trix yields a wide class of non-Hermitian Hamiltonians, which at
the EP have the form:

Ĥ (�α0) = λÎ2 + Ŝ(α)N̂ Ŝ−1(α) =
(

λ + sinα cosα cos2 α

− sin2 α λ − sinα cosα

)
.

(8.26)
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When α = iβ, the Hamiltonian at the EP is:

Ĥ (�α0) =
(

λ + i sinhβ coshβ cosh2 β

sinh2 β 1 − i sinhβ coshβ

)
, (8.27)

which is a symmetric matrix, when coshβ = sinhβ. The fundamen-
tal solution (8.17) at the EP can be written for any Hamiltonian we
mentioned before. In the case of Hamiltonian (8.25), the funda-
mental solution at the EP reads:(

ψ1(τ )

ψ2(τ )

)
= e−iλτ

(
1 −iτ

0 1

)(
ψ1(0)

ψ2(0)

)

= e−iλτ

(
ψ1(0) − iτψ2(0)

ψ2(0)

)
. (8.28)

Now we determine the generalized eigenvectors of the Hamil-
tonian (8.25). In the case of two coalescing eigenvectors, n = 2 and
the nilpotent matrix N̂ = v1 ⊗ u1 defined by Eq. (8.14) is a dyad.
The normal right eigenvector v1 = (1,0)T follows from the equa-
tion (Ĥ − λÎ2)v1 = 0. Single generalized eigenvector v2 = (a2, b2)

T

for the 2 × 2 Hamiltonian satisfies equation:(
0 1
0 0

)(
a2

b2

)
=

(
1
0

)
, (8.29)

yielding v2 = (w,1)T , where w is a constant that can be found
from a normalization condition. Similarly, we can determine the
left eigenvector u1 = (0,1) and the generalized eigenvector u2 =
(1,−w) consistent with orthonormalization conditions u1v1 = 0,
u1v2 = 1, u2v1 = 1, and u2v2 = 0. One can directly verify that a kind
of completeness condition v1 ⊗ u2 + v2 ⊗ u1 = I2 holds true.

8.2.4 Symmetry and the EP order
The EP of the rth order emerges, when r eigenvalues become

equal. The order of the EP is limited not only by dimensionality
n of the system of Eqs. (8.1), but also by the number of parame-
ters. Suppose we have the EP of the rth order and m parameters
�α = (α1, . . . , αm)T . Then we have r − 1 equations λ1(�α0) = λ2(�α0),
. . . , λ1(�α0) = λr(�α0) for real (imaginary) eigenvalues, which can be
consistently satisfied only if the number of equations is not greater
than the number of parameters, i.e., r − 1 ≤ m. The statement that
the order of the EP is limited by the number of parameters as
r ≤ m + 1 is similar to the Gibbs phase rule for the systems in ther-
modynamic equilibrium. In the case of a single parameter α, m = 1
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and the maximal order of the EP is r = 2 even if n > 2. In the case
of complex eigenvalues, the number of equations doubles and the
order of the EP should be within the range 2 ≤ r ≤ m/2 + 1. Thus,
the EP can exist only if the number of parameters m ≥ 2.

Since, generally (for the complex eigenvalues), the minimal
number of parameters is 2(r − 1) for the r-th order EP, one should
simultaneously tune 2(r − 1) parameters that might be inconve-
nient and hardly realizable in practice. If the system satisfies some
symmetries, the parameter space can be significantly reduced
[15,16]. The most popular symmetries are parity (P), parity–time
(PT ), and charge-conjugation–parity (CP) ones able to decrease
the number of tuned parameters to r − 1 [16]. For example, for
the second order EP, one has to tune a single parameter instead
of two parameters. The higher-order EPs can be realized due to
increasing the number of channels in the system. In the optical
context, this means that one should increase the number of cou-
pled waveguides or cavities [17,18] or excite additional modes [19].
The order of EPs can be also doubled in the system consisting
of two subsystems with identical degenerate eigenvalues. In this
case, the merger of two individual EPs occurs only if the unidirec-
tional coupling takes place [20].

Symmetric non-Hermitian Hamiltonians attract particular at-
tention, because they can also provide a real spectrum of eigenval-
ues. If the symmetry is described by the linear operator Ŝ, then it
should commute with a symmetric Hamiltonian as [Ĥ , Ŝ] = Ĥ Ŝ −
ŜĤ = 0. In the case of an anti-symmetric Hamiltonian, one should
write the anti-commutation relation, {Ĥ , Ŝ} = Ĥ Ŝ + ŜĤ = 0.

One of the most studied symmetries is the parity–time (PT )
symmetry Ŝ = P̂ T̂ , where P̂ and T̂ are the parity and time oper-
ators, respectively. The parity operator inverts spatial coordinates
r → −r. The time operator reverses time t → −t , what is equiva-
lent to the complex conjugate. The PT -symmetric Hamiltonian
Ĥ (r, t) satisfies the commutation condition P̂ T̂ Ĥ (r, t)ψ(r, t) =
Ĥ (r, t)P̂ T̂ ψ(r, t) for an arbitrary wave function ψ(r, t). Since op-
erators P̂ and T̂ act on the right-standing quantities, we arrive at
Ĥ (−r,−t)ψ(−r,−t) = Ĥ (r, t)ψ(−r,−t). Excluding arbitrary wave
function ψ , we conclude that the Hamiltonian is PT -symmetric,
if Ĥ (−r,−t) = Ĥ (r, t). For time-independent Hamiltonians, this
condition reads Ĥ ∗(−r) = Ĥ (r). For a quantum particle in poten-
tial V (r), the condition of PT symmetry is valid, when V ∗(−r) =
V (r). The Maxwell equations can be recast in the form of the
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Schrödinger equation (8.1) with the Hamiltonian:

H(r) =
(

0 −iμ−1(r)∇×
iε−1(r)∇× 0

)
, (8.30)

τ = ct , and the wave function ψ(r, t) = (H(r, t), E(r, t))T . Here H
and E are the magnetic- and electric-field strengths, and ε and
μ are the permittivity and permeability tensors, respectively. PT
symmetry then demands spatial distribution of material param-
eters according to ε(r) = ε∗(−r) and μ(r) = μ∗(−r), i.e., the per-
mittivity and permeability play similar role as the potential in the
context of quantum mechanics. Practical realization of the optical
PT symmetry imposes severe restrictions on the choice of materi-
als with gain and loss. To relax these requirements, an approach of
the gain-free PT symmetry for input evanescent electromagnetic
waves is proposed in Ref. [21].

Using the Fourier sum, a wave function in the box L × L ×
L can be decomposed over countable number of orthogonal
functions fk = L−3/2 exp(ikr) as ψ(r) = ∑

k ψkfk. Then the wave
function in the basis {fk} can be presented as a vector ψ =
(ψkn

,ψkn−1 , . . . ,ψ−kn
)T , where n is any integer number includ-

ing infinity. From two expressions ψ(−r) = P̂ψ(r) and ψ(−r) =∑
k ψkf−k = ∑

k ψ−kfk we can define the parity operator P̂ as a
matrix that should exchange the components ψkm

and ψ−km
of the

wave function. That is why the parity operator for the two-state
Hamiltonian reads:

P̂ =
(

0 1
1 0

)
. (8.31)

The PT -symmetric two-state Hamiltonian satisfies P̂ T̂ Ĥψ =
Ĥ P̂ T̂ ψ , or P̂ Ĥ ∗ψ∗ = Ĥ P̂ψ∗ for any wave function ψ . Therefore,
P̂ Ĥ ∗ = Ĥ P̂ . For the two-dimensional matrices P̂ and Ĥ , PT -
symmetry imposes the restrictions on the Hamiltonian matrix
elements as H12 = H ∗

21 and H11 = H ∗
22. The invariants tr(Ĥ ) =

2Re(H11) and det(Ĥ ) = |H11|2 − |H12|2 appear to be real-valued, as
do the eigenvalues of the non-Hermitian Hamiltonian, shown in
Fig. 8.3.

Anti-PT symmetry arises when P̂ T̂ Ĥ = −Ĥ P̂ T̂ . For the two-
state Hamiltonian, we have P̂ Ĥ ∗ = −Ĥ P̂ , so that the matrix ele-
ments are H12 = −H ∗

21 and H11 = −H ∗
22. This drastically changes

the invariants of the matrix Ĥ : tr(Ĥ ) = 2iIm(H11) and det(Ĥ ) =
|H12|2 − |H11|2. The eigenvalues are no longer real, but the EP still
exists at det(Ĥ ) = (tr(Ĥ ))2/4, as demonstrated for a generic system
in Fig. 8.2.
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Although the discussion in this section concerns the EPs in
the spectra of Hamiltonians, the similar regularities hold true for
other matrices describing physical systems, too. One such matrix
is the scattering matrix widely used in photonics. In particular, the
scattering matrix is highly convenient for the analysis of optical
multilayer structures. The study of EPs using scattering matrices
can be found in many publications, see, e.g., Refs. [22,23].

8.3 Exceptional points in isolated and
coupled dielectric resonators

We start discussion of specific realizations of exceptional points
with the photonic systems consisting of ordinary dielectric mate-
rials. Although non-Hermitian effects are usually associated with
the presence of losses and gains, the non-Hermiticity can be pro-
vided solely by the radiative energy exchange with environment,
without intrinsic absorption or amplification of radiation. In gen-
eral, the eigenvalues (frequencies or wavevectors of the eigen-
modes) remain complex even at the EP due to uncompensated
radiative losses.

One of the first examples of the EPs in such all-dielectric struc-
tures was reported in Ref. [24]. The authors considered a pair
of infinitely-long circular waveguides of different radii. In accor-
dance with the discussion above, the lack of symmetry in such a
system implies that one has to tune two independent parameters
in order to reach the EP of the second order in the complex plane.
For the two cylinders, one can use the radius of one of the cylin-
ders (another has a fixed radius) and the distance between them
as the tuned parameters [Fig. 8.4(a)]. For the rectangular lattice of
four identical cylinders, it is convenient to exploit the distances
between the cylinders in two orthogonal directions [Fig. 8.4(b)].
The third-order EP can be found in the system of three different
cylinders by tuning four independent parameters, for example,
two radii (eigenfrequencies of resonators) and two distances be-
tween the cylinders (coupling coefficients) [Fig. 8.4(c)].

It was shown further that a single dielectric resonator is enough
to observe the EP, if it has an asymmetric (non-spherical) shape.
For example, in the dielectric spheroidal particle [Fig. 8.4(d)], the
EP can be caught in tuning the permittivity of the material and the
aspect ratio of the radii along two orthogonal axes [25]. The same
reasoning is true for the dielectric disc with the permittivity and
the thickness-to-radius ratio as the parameters [26]. A system of
dimers composed of discs can be more practical for observation
of the EPs, because distances between the dimers and between
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Figure 8.4. Types of resonators lacking a symmetry with the possible parameters
for tuning. (a) Two cylinders, (b) two-dimensional array of cylinders, (c) three
cylinders, and (d) spheroidal particle.

the separate discs in the dimers are the parameters allowing easier
control [26]. Note that in all cases mentioned above, the quality
(Q) factor is strongly enhanced at the EP, what is important for
various applications.

It seems that introduction of the asymmetry or deformation
is the general method for reaching EPs in dielectric resonators
caused by the control of modes evolution. As further examples, we
mention the whispering-gallery modes cavities either having non-
circular (quad-cosine [27] or limaçon [28]) shape or perturbed by
additional scatterers [29].

8.4 Exceptional points in non-Hermitian
systems with gain and loss

Although non-Hermitian physics describes any open photonic
system, it has been proved to be especially fruitful, when applied
to active systems containing loss and gain components. Perhaps,
the most intriguing class of such non-Hermitian systems pos-
sesses PT symmetry. The idea of the optical PT symmetry was
adopted directly from quantum mechanics. In the pioneer work
[30], it was shown that the PT -symmetric Hamiltonian, commut-
ing simultaneously with the parity and time reversal operators,
has real eigenvalues. Since the stationary Schrödinger equation:

d2ψ

dx2
− 2m

�2
[V (x) − E] = 0, (8.32)

for the quantum particle in the potential V (x) is mathematically
equivalent to the Helmholtz equation:

d2u

dx2
+ ω2

c2
ε(x)u = 0, (8.33)



Chapter 8 Exceptional points 227

for electromagnetic field in the medium with permittivity ε(x), the
transfer of PT -symmetry to the optics domain is straightforward
[5]. Obviously, the permittivity in optics plays the role of the po-
tential in quantum mechanics. The PT symmetry condition for
the potential V (x) = V ∗(−x) is then recast to ε(x) = ε∗(−x). This
means that PT symmetry can be realized in photonic structures
with specific distributions of loss [Im(ε) > 0] and gain [Im(ε) < 0]
over the media. The PT -symmetric optical systems were realized
using coupled waveguides [31,32], coupled cavities [33,34], and
multilayer structures [35,36].

An EP in a PT -symmetric photonic system can be defined as a
point of spontaneous symmetry breaking. In other words, despite
the condition ε(x) = ε∗(−x) always holds true, the commutation of
the Hamiltonian with the P̂ and T̂ operators is violated at the EP.
One can introduce two phases touching at the EP: the first phase
is PT -symmetric with real eigenfrequencies and PT -symmetric
eigenmodes characterized by the balanced distribution of light
energy over loss and gain components; the second phase is PT -
symmetry-broken with the complex eigenfrequencies and asym-
metric eigenmodes demonstrating either strong amplification or
attenuation of light. Exactly such a behavior of the modes is pre-
sented in Fig. 8.3. We should also emphasize that, as already dis-
cussed above, the PT symmetry diminishes the number of pa-
rameters needed to tune the system towards the EP.

Let us consider the archetypal case of a loss-gain multilayer
structure. Interaction of light with such non-Hermitian structures
can be conveniently described by the scattering matrix formalism.
The proper expression for the scattering matrix can be derived
from the Hamiltonian, similar to (8.30) and reads [23]:

Ŝ =
(

t rR
rL t

)
, (8.34)

where t , rR , and rL are the transmission and reflection coeffi-
cients, which can be readily calculated with the well-known trans-
fer matrix approach [37]. The eigenvalues of the matrix (8.34) are
s1,2 = t ± √

rRrL, so that the EP corresponds to the situation when
either rR or rL vanishes and |t | = 1 (Fig. 8.5). This is exactly the
condition for the so-called anisotropic transmission resonances
with the unitary transmission and the one-sided reflectionless-
ness [22]. If the multilayer structure is PT -symmetric, i.e., consists
of the balanced sequence of loss and gain layers, then the EP lies
at the border between the PT -symmetric phase with |s1,2| = 1 and
the PT -symmetry-broken phase with |s1| = 1/|s2| < 1.
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Figure 8.5. The EP of a PT -symmetric multilayer structure. The EP corresponds
to the unity transmission and zero reflection from one side. The lasing predictor
corresponds to sharp increase of reflection and transmission. The ratio of output
power in the cases corresponding to lasing and CPA reaches maximum between
the EP and lasing predictor.

Another definition of the scattering matrix used in literature
[22] reads as:

Ŝ′ =
(

rL t

t rR

)
. (8.35)

The exchange of matrix elements in comparison to Eq. (8.34) may
seem to be inessential, but actually it results in a dramatic change
of the eigenvalues which now take the form s′

1,2 = (rR + rL)/2 ±√
t2 + (rL − rR)2/4. The exceptional point also changes its posi-

tion being observed at |rL + rR| = 2. Since Ŝ′ does not follow from
the PT -symmetric Hamiltonian, the corresponding EP is not a
true EP, but it is not meaningless as well. It makes sense as a las-
ing predictor showing the level of loss and gain just below the
lasing threshold (Fig. 8.5). This interpretation was proved with
the calculations based on the Maxwell–Bloch equations for real-
istic loss and gain media [23]. The Maxwell–Bloch approach, as
opposed to the usual phenomenological consideration based on
complex permittivity, allows to take nonlinear saturation into ac-
count and describe behavior in the lasing regime with the intrigu-
ing propagation-locking effect [38]. It should be also noted that
the EP as a lasing prethreshold was discussed in Ref. [39].

PT symmetry in photonic systems imposes tough limitations
on loss and gain distribution raising a question of practical real-
ization. That is why the non-Hermitian systems possessing EPs
with relaxed demands on loss and gain are of great interest. As
an example, we can spotlight anti-PT -symmetric systems. In one-
dimensional case, the anti-PT -symmetry implies the permittiv-
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ity of the form ε(x) = −ε∗(−x). Since the imaginary part of the
permittivity is either positive or negative in the entire space, the
variety of passive materials can be employed in practice. How-
ever, this platform has a noticeable flaw preventing from the
real-life application: it requires the utilization of exotic negative-
refractive-index media [40]. More popular approach is based on
the dissipative coupling of optical elements such as waveguides
or cavities [41]. The dissipative coupling brings us to the spe-
cial form of the Hamiltonian matrix that has real frequencies on
the diagonal and complex coupling coefficients off the diagonal.
The EPs in such anti-PT -symmetric systems behave in the same
way as for PT -symmetric systems demarcating symmetric and
symmetry-broken phases. The anti-PT -symmetric EPs were re-
ported in electric circuit resonators [42], optical fibers [43], and
integrated-optics structures [44].

Passive analogue of the PT -symmetric system is a promising
paradigm for getting around the gain issues. Absorption modu-
lation may emulate the true PT symmetry if a constant shift of
permittivities of all components in the system is made [5]. In this
case, the less absorbing parts of the structure play the role of gain,
whereas the more absorbing parts can be considered as loss. In
other words, the Hamiltonian matrix can be treated as a sum of
the constant matrix and PT -symmetric one. However, dissipa-
tive systems are dramatically different from those with balanced
loss and gain, since the EPs are not necessary for PT -symmetry-
breaking transitions anymore [45]. A curious design of the passive
PT -symmetric structure is proposed in Ref. [46], where a mirror
image supplements a passive structure instead of the real gain.

The unique features of EPs turned out to be extremely relevant
for lasing as one of the typical non-Hermitian phenomena justi-
fied for the new class of PT -symmetric lasers [47]. When the PT
symmetry breaking at the EP violates balance between the modes,
one of the modes becomes amplified and the other is attenuated.
As a result, above the EP, which in this case is simultaneously
the lasing threshold, the robust single-mode lasing is established.
This idea, being of high demand for applications, was experimen-
tally demonstrated with the microring lasers [48,49]. If the EP is
above the lasing threshold, additional intriguing features emerge.
For instance, the laser is able to turn off at the EP due to the co-
alescence of attenuating and amplifying modes [50,51]. The EP
was predicted to be an on-off switching point also in the anti-PT -
symmetric lasing systems [52].

Sometimes a PT -symmetric system can be simultaneously a
coherent perfect absorber (CPA) and a laser. The CPA can be also
called a time-reversed laser, or anti-laser, in the sense that incom-
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ing waves are fully absorbed in the medium due to their inter-
ference [53]. The CPA-lasing effect in PT -symmetric systems was
theoretically predicted in Ref. [54]. It showed up in the scenario
of two counter-propagating waves impinging the system, which
behaves as a CPA or a laser depending on the phase difference be-
tween the waves [36]. The CPA-lasing conditions are not directly
connected with emergence of the EPs. However, the optimal con-
trast between absorption and amplification appears to be reached
above the EP, but below the lasing predictor point, as shown for
multilayer structures (Fig. 8.5) [55]. This result, supported by the
time-domain Maxwell–Bloch simulations, means that the CPA-
lasing does not imply true lasing, because the latter is indepen-
dent of the phase difference between the input waves [55].

8.5 Topological properties of exceptional
points

Topology studies invariant, persistent properties of objects.
These properties remain intact under perturbations or deforma-
tions of the object. The topological ideas penetrated first into
condensed-matter physics, where they were fruitful in explain-
ing the features of quantum Hall effect and topological insulators.
They proved to be extremely beneficial for description of optical
systems (especially periodic, such as photonic crystals and meta-
materials) giving rise to the field of topological photonics [56–58].
The key parameter characterizing the system from the viewpoint
of topology is the topological invariant. Perhaps the most widely
used invariant is the Chern number, which is the integral charac-
teristic expressing the properties of the band structure of a com-
plex photonic system in just one integer [59].

Not pretending to cover all aspects of topological non-Hermit-
ian systems [60,61], we limit our discussion to the specific prob-
lem of topological properties of EPs. The topology of any singular
point, including the EP, can be characterized by the phase change
under encircling this point in the parameter (or phase) space. The
phase change under the closed path around the singular point de-
fines the winding number:

q = 1

2π

∮
dφ. (8.36)

The winding number q has the meaning of the topological charge
of the singular point, the point being topologically nontrivial if
q �= 0.
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The topology of EPs is governed by geometry of the Rieman-
nian surfaces formed by eigenvalues in the parameter space. An
example of the Riemannian surfaces for the second-order EP is
shown in Fig. 8.2. One can note that a single closed loop is not
enough to return to the starting point on these surfaces and the
second loop is needed. In this case, the EP’s topological charge is
q = 1/2, in contrast to the integer winding numbers in the topolog-
ical systems supporting edge states. For the rth-order EP, one has
r Riemannian surfaces and needs r loops to return to the starting
point.

Moreover, the result of encircling the EP depends on the way it
is performed. There are static and dynamic approaches to encir-
cle the EP. For static encircling, the eigenmode swaps with another
one at the different Riemannian surface gaining an additional
(geometric) phase after returning to the starting point [62]. This
is a direct consequence of the half-integer topological charge of
the EP and the geometry of the Riemannian surfaces discussed
above, so that the system does not return to the initial state at
the end of the cycle. Perhaps, the first experimental observation
of such a topological behavior was reported in 2001 for the two
coupled microwave cavities perturbed by the semicircle scatterer
[63]. Changing the position of the scatterer and coupling between
the cavities, one can encircle the EP in the two-dimensional pa-
rameter space. The authors clearly observe the interchange of
eigenvalues (complex frequencies) and eigenmodes (field distri-
butions, see, Fig. 8.6(a)) at the final point of the circle [63]. The
swap of the eigenvalues was reported also for the coupled waveg-
uides with purely radiative losses (see Section 8.3), including the
case of higher-order EPs with multiple participating eigenmodes
[24]. Static encircling the EP was also realized for the deformed op-
tical microcavity [64] and the exciton-polariton microcavity with
changing dimensions [65].

Totally different situation occurs for dynamic encircling, when
the measurements for the successive values of parameters are not
independent. Changing characteristics of the system (e.g., its ge-
ometrical parameters or coupling strength with the environment)
along the propagation direction provides the means to emulate
the EP encircling in the parameter space. In this case, the process
turns out to be non-adiabatic and allows jumps between the Rie-
mannian surfaces [66,67]. Non-adiabaticity yields the chiral mode
switching, when the final state depends on the encircling direc-
tion (clockwise or counter-clockwise), see Fig. 8.6(b). This effect
was experimentally observed as an asymmetric light propagation
in curved microwave waveguides [68] and in coupled photonic
waveguides [69]. Dynamic effect of the moving EP and its encir-
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Figure 8.6. Topological features of the EPs. (a) Change of the field distribution for
static encircling the EP. Adapted with permission from Ref. [63]. (b) Final state of a
system depends on dynamic encircling direction (counter-clockwise for the two
left panels, clockwise for the two right panels), but not on the starting point. Non-
adiabatic jumps between the surfaces are clearly seen. Adapted with permission
from Ref. [68].

cling by the pair of waveguides was realized in Ref. [70]. Interest-
ingly, the chiral mode switching is possible even if the loop does
not encircle the EP itself, but is only situated nearby sensing the
details of Riemannian surfaces [71,72]. In the case of multiple EPs,
the dynamics of encircling become even richer, since the loops
with the common starting points and encircling direction are not
always topologically equivalent (homotopic) [73]. The multiple
EP encircling was experimentally observed in the non-Hermitian
waveguide arrays fabricated in glass [74].

In the presence of symmetries (for example, PT symmetry),
additional features of encircling dynamics can be highlighted. In
particular, the chirality of the dynamics remarkably depends on
the starting point of encircling. If the starting point in the pa-
rameter space corresponds to the symmetric phase, the chiral
switching depends on the encircling direction. On the contrary,
the dynamics are nonchiral (that is, the final state is the same for
any direction of encircling) if the starting point is in the broken-
symmetry phase. A pronounced role of the starting point was
demonstrated using a system of coupled waveguides made of fer-
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romagnetic material, which is well controlled by magnetic field
[75]. The chiral switching in anti-PT -symmetric systems was re-
ported in Ref. [76].

The chiral mode switching is able to control the state of radia-
tion polarization. It helps to design an optical omnipolarizer con-
verting any input polarization into the desired one [77]. One more
type of the chiral polarizer performed on the basis of anti-PT -
symmetric platform for waveguides was reported in Ref. [78].

8.6 Enhanced sensitivity at the EP
One of the most well studied and practically appealing effects

observed in the EP vicinity is the sharp increase of system’s sen-
sitivity to an external perturbation. This effect allows using non-
Hermitian systems as sensors to detect small changes of environ-
ment caused, e.g., by biomolecules. Enhanced sensitivity near the
EP can be readily proved for the two-state Hamiltonian. Consider
a non-Hermitian Hamiltonian Ĥ (�α) = Ĥ0(�α)+εĤ1(�α), where ε  1
is a dimensionless small parameter and εĤ1 is a perturbation op-
erator. The eigenvalues (8.23) of the non-perturbed system are de-
generate at the EP, �α = �α0, so that f (0) = [tr(Ĥ0)]2 − 4 det(Ĥ0) = 0,
where f (ε) = [tr(Ĥ )]2 − 4 det(Ĥ ). When degeneracy is lifted due to
the perturbation, the function takes the form f (ε) ≈ εf ′(0), where
f ′ = df/dε, and the eigenvalues (8.23) are equal to:

λ± = tr(H0) + εtr(Ĥ1) ± √
εf ′(0)

2
≈ λ ± √

ε

√
f ′(0)

2
. (8.37)

Square root of the small perturbation parameter is the leading or-
der for the second-order EP. Owing to this fact, the sensitivity at
the EP is enhanced in comparison to the usual situation of the lin-
ear relation between perturbation and response.

In general, the eigenvalues and eigenvectors can be presented
as a Puiseux series in the EP vicinity:

λ± =
∞∑

k=0

(±1)kεk/2λk, v± =
∞∑

k=0

(±1)kεk/2ṽk, (8.38)

where λ0 and ṽ0 = v1 are the degenerate eigenvalues and eigen-
vectors at the EP, respectively. As shown in Ref. [79], in the leading
order, the perturbed quantities can be written as λ± ≈ λ0 ± √

ελ1,
v± ≈ v1 ± √

ελ1v2, and u± ≈ u1 ± √
ελ1u2, where λ1 = √

(u1H1v1)

and v2 (u2) is the right (left) generalized eigenvector. Adopting
(u1v2) = (u2v1) = 1, the above approximations in the EP vicinity
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Figure 8.7. Sensing applications of the EPs. (a) Enhancement of the perturbation-induced frequency splitting of the
cavity mode at the EP in comparison with the diabolic point (DP). Adapted with permission from Ref. [86]. (b) Intensity
profile of the lasing mode at the 3rd order EP of the PT -symmetric system consisting of three (loss, gain, and neutral)
cavities. Adapted with permission from Ref. [87].

after substitution to (8.9) bring us to the dyadic Green function at
the EP:

GEP = v1 ⊗ u1

(λ − λ0)2 + v2 ⊗ u1 + v1 ⊗ u2

λ − λ0
. (8.39)

This equation is equivalent to the Green function at the EP in
Eq. (8.22), because v1 ⊗ u1 = N̂ and v1 ⊗ u2 + v2 ⊗ u1 = I2. Imagi-
nary part of the Green function can be used to calculate the local
density of states that behaves as the squared Lorentzian func-
tion that is drastically different from the usual (non-degenerate)
resonances and ensures stronger response with narrower spec-
trum.

As for the rth-order EP, the leading order of the response is ε1/r

[80]. Generally, the response strongly depends on the properties
of perturbation Hamiltonian Ĥ1 and is proportional to εk/r , where
k is an integer number up to r. For details, a reader is referred to
literature on the perturbation theory near EPs [81–83].

Let us illustrate the general features discussed above with sev-
eral specific examples. First of all, we should mention the idea of
single-particle detection proposed and substantiated in Refs. [84,
85]. The enhanced sensitivity at the EP for the single-particle de-
tection in comparison to the Hermitian degeneracy at the dia-
bolic point was experimentally demonstrated using the micro-
toroid whispering-gallery-mode cavity, see Fig. 8.7(a) [86]. Cou-
pled loss-gain microring cavities were reported to provide thermal
sensing [87]. PT -symmetric system with the gain, loss, and neu-
tral cavities demonstrated in Fig. 8.7(b) exhibits the cubic-root
sensitivity to perturbation at the third-order EP [87]. Anti-PT -
symmetric scheme based on cavity-waveguide coupling was real-



Chapter 8 Exceptional points 235

ized in Ref. [88] for detecting weak effect of mode anharmonicity.
The EP-enhanced sensing proved to be especially useful for de-
tecting rotations. The non-Hermitian gyroscopes exploiting the
stimulated Brillouin scattering in the microresonator [89] and the
ring laser [90] were reported to enhance the Sagnac effect. The
anti-PT -symmetric gyroscopes can be advantageous compared
to the PT -symmetric ones in accuracy and ease of realization
[91,92]. The most exotic proposal, which is of fundamental im-
portance, is the search for the hypothetical axions using the PT -
symmetry-improved sensors [93,94].

We should note that the term “sensitivity” is used here to char-
acterize the connection between the perturbation (input) and
the response (output). However, this does not guarantee the en-
hanced signal-to-noise ratio, which is often more important for
sensing applications. This fact has stirred up a discussion on the
role of noise (both classical and quantum) in the non-Hermitian
sensing. For more information on these debates and examples
of specific EP sensors, we refer a reader to the recent papers
[95,96].

8.7 EPs and strong coupling
Let us look at Fig. 8.3 once again and think about it from

the other side. The real and imaginary parts of eigenvalues can
be associated with the resonant frequencies and widths of the
resonances, respectively. Then, for η < 1, we see a single reso-
nance, which splits into two resonances at η > 1. Such a splitting
(so-called Rabi splitting) is characteristic of the strong-coupling
regime of light-matter interaction, when both radiation and mat-
ter cease to be independent entities and exist in the form of
part-matter–part-light polaritons [97,98]. From this point of view,
the EP is the point of transition between the weak- and strong-
coupling regimes or transition from modes crossing (overlapping)
to anti-crossing (splitting). The parameter η can be interpreted
as the strength of the light-matter interaction, governed by sys-
tem’s parameters, such as distances between waveguides or cavi-
ties.

There is a number of reports on strong coupling in the non-
Hermitian context making emphasis on behaviors in the EP
vicinity. One of the first such reports has substantiated applica-
bility of the PT symmetry to the polaritonic domain by consid-
ering coupling between photonic and excitonic modes, e.g., in a
semiconductor-quantum-well structure [99]. The EP originates
from merging the polaritonic modes at some level of pumping
below the lasing threshold. Moreover, encircling the EP results in
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switching the content of polaritons from pure photons to pure
excitons and vice versa, which seems to be intriguing for con-
trolling light-matter interaction [99]. Polaritons may also stem
from the plasmon and phonon modes coupled in the structure
containing graphene and polar dielectric [100]. The transition be-
tween the weak and strong coupling regimes in these systems
was shown to be controllable simply by light’s angle of incidence
[100]. The strong coupling regime in the non-Hermitian context
was experimentally realized due to interaction of excitons with ei-
ther photons or plasmons. In the first case [101], the polaritons
emerge due to the excitons in the semiconductor GaN coupled to
the whispering-gallery modes of the hexagonal microcavity. In the
second case [102], the excitons in the transition metal dichalco-
genide (in particular, tungsten disulfide WS2) monolayer were
coupled to plasmons of the silver nanogroove to form the polari-
tonic non-Hermitian system. The magnon-photon coupling in the
system composed of the nitrogen centers in diamond and waveg-
uide resonator was studied in Ref. [103].

8.8 Conclusion
In this chapter, we have outlined the range of issues essen-

tial for the area of non-Hermitian photonics with the particu-
lar emphasis on the physics at the exceptional points. We have
limited our discussion to the most basic and general properties
of EPs originating from the non-Hermitian nature of Hamilto-
nian. We have illustrated the physics of EPs with a variety of ex-
amples from the optics and photonics literature. For the sake of
brevity and clarity, we intentionally left aside many advanced top-
ics and generalizations, such as exceptional rings [104] and sur-
faces [105,106], to name a few. Nevertheless, we strongly believe
that this chapter will be of interest to everyone (especially begin-
ners) interested in the non-Hermitian physics and its photonic
applications.
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9.1 Introduction
Chirality, as non-identity to mirror image, is attributed to

objects of omnifarious sizes and natures, from particles and
molecules to all known life forms. Qualitative differences between
the left and right variants of such an object seem obvious. How-
ever, an attempt to characterize them by a quantitative chiral
measure can easily lead to confusion and ambiguity [1]. Much
more productive is a utilitarian approach, when the chirality is
evaluated based on specific properties of an object that are mani-
fested in its interaction with other chiral entities.

Peculiar chiral light-matter interactions attracted prominent
researchers of the 19th century [2,3] long before the concept of
chirality itself was rigorously introduced by Lord Kelvin [4]. As we
know now, light can be shaped in numerous chiral states, all of
which can eventually probe the chirality of matter. The first known
and primary are the circularly polarized plane waves. When they
encounter chiral, optically isotropic media, such waves with op-
posite handedness are differently refracted and absorbed, giving
rise to the two fundamental chiral optical phenomena: optical
rotation (OR) and circular dichroism (CD), correspondingly. The
effects produced by natural molecular-scale chirality are very sub-
tle and require light to travel long paths. Nevertheless, the con-
venience and precision of light-based instruments motivate their
ongoing improvement for the chirality detection, which is essen-
tial in very diverse fields from drug design to extraterrestrial life
search [5].

Pioneering works on artificial chiral electromagnetic materi-
als date back to the turn of the 20th century [6,7], and their main
goal was to understand and reproduce the chiral light-matter in-
teractions in scaled-up experiments conducted in microwave and
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radio ranges. Now, a century later, with the advent of metamateri-
als and metasurfaces [8], much broader ambitions and numerous
concrete practical motives are driving the ongoing surge in re-
search on artificial chiral optical nanostructures [9,10]. They can
efficiently perform versatile chiral light processing, beam shap-
ing, and detection required for the emerging technologies of chi-
ral quantum informatics [11,12], optical telecommunications [13],
biomedical enantioselective optical microscopy [14], as well for
probing natural chirality at the nanoscale [15].

Chiral metasurfaces – subwavelength arrays of complex-shaped
elements (meta-atoms) – are capable of very different, arbitrarily
strong chiral light transformations within the distances smaller
and even much smaller than the wavelength. The palette of avail-
able chiral effects and their strength greatly exceed those of natu-
ral materials even in conventional transmission-reflection experi-
ments: while some chiral metasurfaces exhibit extremely strong
OR and CD by transmitting waves of one circular polarization
and absorbing those of the opposite polarization, others reflect
waves of the blocked polarization, while still others invert the cir-
cular polarization of transmitted light. The type and extent of such
discrimination between different circular polarizations is deter-
mined by the meta-atom material, shape, and the symmetry of
packing into a metasurface.

Following general trends in the metamaterial research, first,
various metallic metastructures were explored for gigantic elec-
tromagnetic chirality in the microwave [16–19] and then in the
infrared [20,21] and visible [22–24] ranges. Disadvantages associ-
ated with strong optical absorption in metals were quickly identi-
fied. For example, although arrays of chiral silver holes resonantly
block one circular polarization and deliver OR and CD spanning
between the most extreme possible maximum/minimum values,
the transmittance of the opposite circular polarization is also sup-
pressed to several percent [23,25]. Losing the most part of incident
light to absorption limits the potential practical value of such pho-
tonic components.

Transition to all-dielectric metasurfaces built from highly re-
fracting transparent materials (not necessarily dielectric in the
strict sense) has opened bright prospects for flexible engineering
of flat optical elements with numerous electromagnetic function-
alities [26,27]. As, in parallel, the corresponding precise nanofab-
rication techniques have become broadly available, the first com-
mercial consumer devices are expected to enter the market soon
[28]. The field of chiral metasurfaces has greatly benefited from
such progress and many practically important chiral light trans-
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formations have been proposed and realized within several years
[29–54].

The rational approach to design has been the great strength of
the metamaterial/metasurface concept since its inception. One
can literally tailor the electromagnetic properties by choosing
the appropriate type of metastructure and adjusting all its de-
sign parameters. For the recent chiral dielectric metasurfaces, the
common design method includes selecting the structure of appro-
priate symmetry and then subjecting all its parameters to elab-
orate numerical optimization. The type of symmetry breaking,
implicated at the beginning, is critical to the final chiral perfor-
mance and, as a rule, is chosen precisely according to the clear
guidelines based on the fundamental principles of symmetry, reci-
procity, and causality [55,56]. The success of the latter numeri-
cal optimization stage is more vague, as one typically tunes the
parameters until reaching a certain local optimum. Global capa-
bilities of a particular metasurface type remain unspecified, and
one can always suspect that a better performance is feasible upon
somewhat different preconditions.

In this context, ultimate goals for the chiral metasurface de-
sign are set by the unique upper limit termed maximum chirality
[57], implying that a maximum chiral metasurface remains fully
transparent to the waves of one circular polarization and totally
blocks those of the opposite circular polarization. It is unlikely that
such exceptional performance can be eventually achieved in the
course of multiparametric numerical optimization of an arbitrary
metasurface. Instead, specific recipes are required that precisely
indicate the direction to the maximum chirality. Such recipes have
been recently formulated [44,45] in terms of the phenomenolog-
ical coupled mode theory (CMT), which allows one to express
observable optical chirality parameters through the properties of
metasurface eigenstates and, especially, through their coupling
with circularly polarized plane waves. Knowing the desired eigen-
state properties, one can search for particular meta-atoms hosting
such eigenstates and only at this last stage perform a few numer-
ical optimization steps to adjust the metasurface exactly to the
maximum chiral regime.

As we show in this chapter, this strategy can be successfully ap-
plied to chiral metasurfaces of different types, and, upon proper
eigenstate engineering, they become maximum chiral. For an il-
lustration of the potential approach extension, we also apply it
to formally achiral planar metasurfaces and clarify the origin of
their performance as helicity-preserving chiral mirrors that are ul-
timately selective with respect to circularly polarized light.



246 Chapter 9 Rational design of maximum chiral dielectric metasurfaces

We restrict ourselves to non-diffracting metasurfaces operat-
ing in linear-optical regime, leaving the analysis of more sophis-
ticated diffractive and non-linear maximum chiral light transfor-
mations to future works. Also, we consider metasurfaces operating
with normally incident and outgoing light waves, excluding the
effects of extrinsic chirality [18], occurring for light obliquely in-
cident from specific directions onto achiral metasurfaces. Note
that one can maximize the extrinsic chirality of almost arbitrary
metasurface by simply choosing an appropriate direction of light
incidence [58].

In the next section, we introduce the general theoretical back-
ground, starting in Section 9.2.1 with categorizing different types
of chiral metasurfaces according to their point symmetry. We pay
our special attention to the possibilities of ultimately selective in-
teraction with circularly polarized waves. To reveal specific routes
towards practical realization, in Section 9.2.2 we develop a gen-
eral CMT of chiral metasurface-light interactions, which is then
further applied to metasurfaces of different types. As discussed in
Section 9.3, the chirality in its strict geometrical sense is not ulti-
mately required for a metasurface to perform chiral light transfor-
mations. Even though the considered chiral mirrors possess sym-
metry planes, they can selectively reflect and transmit circularly
polarized light, provided that their eigenstates are precisely ori-
ented and spectrally adjusted. Truly chiral rotationally symmetric
metasurfaces, as accounted in Section 9.4, achieve the maximum
chirality of absorptive type analogous to isotropic natural chiral
media when their degenerate eigenstates are adjusted to the chiral
quasi-bounded state in the continuum (quasi-BIC) regime. Meta-
surfaces, which completely lack point symmetries, are much less
restricted and usually perform all possible polarization transfor-
mations with moderate efficiency. However, as we show in Sec-
tion 9.5, engineering a non-degenerate eigenstate to the chiral
quasi-BIC regime drastically simplifies the optical properties: the
metasurface becomes a lossless maximum chiral filter, which fully
reflects one circular polarization and fully transmits its counter-
part. Finally, in Section 9.6 we summarize the main conclusions
and discuss future trends and prospective applications.

9.2 Theoretical background
9.2.1 Limits of chirality imposed by symmetry

Consider the most general linear interaction of a subwave-
length periodic metasurface with normally incident circularly po-
larized light, shown schematically in Fig. 9.1(a). The complex unit
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Figure 9.1. Interaction of metasurfaces of different point symmetry with normally incident circularly polarized light:
(a) general transmission-reflection problem described by S-matrix equation (9.2); (b) planar metasurface possessing
σxy symmetry plane and operating as chiral mirror; (c) maximum chiral absorber based on rotationally symmetric
metasurface; (d) lossless maximum chiral filter based on metasurface without point symmetry elements.

vectors of circular polarizations are expressed by the Cartesian
unit vectors as:

e± = 1√
2
(ex ± iey), (9.1)

and for waves propagating in the positive z direction, e+ and e−
correspond to the left circularly polarized (LCP) and right circu-
larly polarized (RCP) waves, respectively. For the negative z direc-
tion, the opposite is true.

Mathematically, the most general description of such a trans-
mission-reflection problem is formulated in terms of an S-matrix
equation:

b = S · a, (9.2)

relating the vectors composed of the amplitudes of all incident
and outgoing circularly polarized waves:

a =

⎡
⎢⎢⎣

aR

aL

a′
R

a′
L

⎤
⎥⎥⎦ , b =

⎡
⎢⎢⎣

bR

bL

b′
R

b′
L

⎤
⎥⎥⎦ , (9.3)

with the primes distinguishing waves on the back metasurface
side.
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The corresponding S-matrix consists of the coefficients r and t

of polarized reflections and transmissions respectively:

S =

⎡
⎢⎢⎢⎣

rRR rRL t ′RR t ′RL

rLR rLL t ′LR t ′LL

tRR tRL r ′
RR r ′

RL

tLR tLL r ′
LR r ′

LL

⎤
⎥⎥⎥⎦ (9.4)

where the indices indicate the final and initial polarization states,
and the primes denote scattering of light incident on the back
metasurface side. For the vast majority of optical metasurfaces
consisting of electromagnetically reciprocal materials, the Lorentz
theorem implies that certain coefficients are equal:

rRL = rLR, r ′
RL = r ′

LR, tRR = t ′RR, tLL = t ′LL, tRL = t ′LR, tLR = t ′RL,

(9.5)
which makes the S-matrix symmetric in this notation.

Naturally, the R ↔ L asymmetry of the remaining 10 indepen-
dent S-matrix elements can be used to quantify the metasurface
optical chirality. Although a formal measure accounting for the
asymmetry of all reflection and transmission processes can be
generally formulated [59], its evaluation requires simultaneous
knowledge of all S-matrix elements. Much more practical are sim-
pler quantities depending on a few transmission characteristics
obtained when a metasurface is exposed to LCP and RCP waves
incident on its particular side. Thus, one can consider the CD, de-
fined by the co-polarized transmissions, as:

CD = |tRR|2 − |tLL|2
|tRR|2 + |tLL|2 , (9.6)

i.e., similar to the CD characterizing chiral light absorption asym-
metry of a natural isotropic media. Note that it is independent of
the side of incidence due to Lorentz reciprocity, see Eq. (9.5).

Depending on their symmetry, metasurfaces are capable of cir-
cular polarization conversion in transmission. Therefore, evaluat-
ing a simpler version accounting for the total transmission upon
LCP or RCP illumination, regardless of the outgoing wave polar-
ization, provides a different CD:

CD = |tRR|2 + |tLR|2 − |tLL|2 − |tRL|2
|tRR|2 + |tLR|2 + |tLL|2 + |tRL|2 , (9.7)

which is not necessarily equal for different sides of incidence. In
certain cases, when the transmission is dominated by circular po-
larization conversion, the so-called circular conversion dichroism
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(CCD) [19], defined as:

CCD = |tLR|2 − |tRL|2
|tLR|2 + |tRL|2 , (9.8)

can be remarkably strong. Reciprocity Eq. (9.5) requires this quan-
tity to invert its sign when the side of incidence is flipped.

To explicitly characterize metasurfaces approaching the max-
imum chirality, it is more appropriate to consider transmittance
differences [60]. Thus, instead of the CD (9.6), one evaluates:

�T = |tRR|2 − |tLL|2, (9.9)

to specifically characterize the proximity to maximum chirality:
while the CD tends to ±1 as the waves of a certain circular polar-
ization are fully blocked, the difference �T approaches ±1 only if,
additionally, the waves of the opposite polarization are fully trans-
mitted. Similarly, instead of the CCD (9.8), the conversion trans-
mittance difference:

�CT = |tLR|2 − |tRL|2, (9.10)

characterizes the situation more precisely when a metasurface
blocks one circular polarization and transmits the opposite, flip-
ping its handedness.

Many useful S-matrix properties, which clarify the limits of op-
tical chirality, can be derived if a metasurface possesses certain
point symmetry elements. Thus, if it has an out-of-plane mirror
symmetry (a vertical mirror plane parallel to the z-axis in Fig. 9.1),
all the coefficients have to be invariant with respect to the R ↔ L

interchange. This, obviously, eliminates the optical chirality de-
fined by the selectivity with respect to circular polarizations.

Notably, an in-plane mirror symmetry (a horizontal mirror
plane parallel to the xy-plane in Fig. 9.1) though makes a metasur-
face geometrically achiral, leaves a possibility for optical chirality.
Indeed, a mirror reflection from such a plane produces simulta-
neous R ↔ L interchange supplemented by a metasurface side
interchange. Combined with Eqs. (9.5), this implies the identities:

rRL = rLR = r ′
LR = r ′

RL, rRR = r ′
LL, rLL = r ′

RR,

tRR = tLL = t ′LL = t ′RR,
(9.11)

which eliminate the conventional CD (9.6) and �T (9.9). At the
same time, the CCD (9.8) can remain strong if �CT (9.10) is al-
lowed to approach the limiting ±1 values.

Therefore, although it is impossible for such a metasurface to
attain the true maximum of chirality, it can maximum selectively
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interact with circularly polarized light in the regime termed as chi-
ral mirror [61]. Such ideal performance is shown in Fig. 9.1(b) and
is characterized by �CT = −1 due to a specific set of the S-matrix
elements, all of which become zero apart from:

|rRR| = |r ′
LL| = |tRL| = |t ′LR| = 1. (9.12)

If a metasurface possesses a rotational symmetry axis CN , the
S-matrix equation (9.2) should be invariant upon rotation of the
coordinate frame by an angle φ = 2π/N about the z-axis. Such ro-
tation shifts complex phases of the unit vectors (9.1), transforming
them into ẽ± = e±e∓iφ . Accordingly, the wave amplitudes (9.3) in
the rotated coordinate frame are expressed as:

ã =

⎡
⎢⎢⎢⎣

aRe−iφ

aLeiφ

a′
Reiφ

a′
Le−iφ

⎤
⎥⎥⎥⎦ , b̃ =

⎡
⎢⎢⎢⎣

bReiφ

bLe−iφ

b′
Re−iφ

b′
Leiφ

⎤
⎥⎥⎥⎦ , (9.13)

and obey the same S-matrix equation (9.2) with:

S̃ =

⎡
⎢⎢⎢⎣

rRRe−2iφ rRL t ′RR t ′RLe−2iφ

rLR rLLe2iφ t ′LRe2iφ t ′LL

tRR tRLe2iφ r ′
RRe2iφ r ′

RL

tLRe−2iφ tLL r ′
LR r ′

LLe−2iφ

⎤
⎥⎥⎥⎦ . (9.14)

The requirement of identity of the S-matrices in both frames
clearly separates two cases: first-order (trivial) or second-order C2

rotational symmetry with φ = π imposing no additional restric-
tions on S; and rotational symmetry with N ≥ 3 explicitly implying
that:

rRR = r ′
RR = rLL = r ′

LL = tRL = tRL = t ′RL = t ′RL = 0. (9.15)

Note that the latter conclusion represents a particular example of
the general crystallographic Hermann’s theorem [62]: a rotation-
ally symmetric metasurface with N ≥ 3 performs identically to a
slab of isotropic chiral material. Combined with the reciprocity
implications for reflections from Eqs. (9.5), the conditions (9.15)
determine that the reflection by such metasurface is polarization
independent. Accordingly, the CD (9.6) may occur here only due
to different absorption of LCP and RCP waves, and the maximum
chirality with, for instance, �T = 1 is established when the meta-
surface performs as a maximum chiral absorber, as depicted in



Chapter 9 Rational design of maximum chiral dielectric metasurfaces 251

Fig. 9.1(c), which is characterized by zero values of all S-matrix el-
ements except for:

|tRR| = |t ′RR| = 1. (9.16)

From a practical point of view, dissipation of blocked circu-
lar polarization is not always of advantage. The lossless maxi-
mum chiral regime sketched in Fig. 9.1(d) is characterized by the
nonzero S-matrix elements:

|tRR| = |t ′RR| = |rLL| = |r ′
LL| = 1. (9.17)

As follows from the above analysis, it is incompatible with the con-
sidered point symmetry elements. However, as we show in Sec-
tion 9.5, a specific phenomenological approach can be used to
design a metasurface without point symmetry elements, perform-
ing as a maximum chiral filter.

9.2.2 Chiral CMT phenomenology
As the optical response of most metasurfaces is determined by

sets of resonances arising due to excitation of specific eigenstates,
CMT has been widely used for the phenomenological description
since the pioneering work by S. Fan et al. [63]. One can derive
its basic relations by adapting the Fano–Feshbach partitioning
scheme for Maxwell’s equations, as described in Section 6.2.1 of
Chapter 6.

When applying CMT to a particular metasurface, one begins by
postulating a number and type of relevant eigenstates, keeping in
mind that their eigenfrequencies, quality factors, spatial symme-
try, and eventual degeneracy are of key importance [64]. Notably,
the particular nature of the eigenstates can be arbitrary: plas-
monic, guided mode or Mie-type resonances inherent to meta-
surfaces of absolutely different types can all be treated within
the same theoretical formalism. Recently, CMT modifications de-
scribing chiral optical properties of metasurfaces of various point
symmetry have been developed [25,44,45,52].

In this subsection, we summarize the CMT basis, which will
later be applied to describe optically chiral metasurfaces. Within a
CMT, one eventually chooses a number N of relevant eigenstates,
each of them having a slow-varying complex amplitude pn, n =
1, . . . ,N . Introducing a vector of the amplitudes p = [p1, ..., pN ]T
one describes its time evolution as an oscillator-like behavior
driven by the incident waves represented by the vector of ampli-
tudes a same as in Eq. (9.3):

dp
dt

= (i� − �) · p + MT · a. (9.18)
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Here the 4 × N matrix M consists of coupling parameters of a par-
ticular eigenstate (subscript n = 1, . . . ,N) to the light of a particu-
lar circular polarization (subscripts R or L) incident on a particu-
lar metasurface side (the back one indicated by the prime):

M =

⎡
⎢⎢⎣

m1R . . . mNR

m1L . . . mNL

m′
1R . . . m′

NR

m′
1L . . . m′

NL

⎤
⎥⎥⎦ . (9.19)

The coupling parameters can be expressed by the integrals over
the structure volume [44,65]:

mn R,L ∝
∫

V

dV (Jn(r) · e∓) eikz, (9.20)

m′
n R,L ∝

∫
V

dV (Jn(r) · e±) e−ikz, (9.21)

where Jn(r) is the displacement current density of an nth eigen-
state, k is the free-space wavenumber k = ω/c, and where ω is the
frequency of incident light waves.

The main diagonals of the matrices � and � contain the de-
tuning of the complex eigenstate eigenfrequencies from the exter-
nal excitation frequency ω. Generally, non-diagonal elements of �

and � can be introduced to account for the internal coupling be-
tween eigenstates of compatible symmetry [66]. Throughout this
chapter, we consider combinations of non-interacting eigenstates
and, therefore, assume that:

� =
⎡
⎢⎣

ω − ω1

. . .

ω − ωN

⎤
⎥⎦ , � =

⎡
⎢⎣

γ1

. . .

γN

⎤
⎥⎦ . (9.22)

Emission of waves by a metasurface is described as a multi-
channel process by a linear algebraic equation:

b = M · p + C · a, (9.23)

where the vector of outgoing wave amplitudes b is the same as
in Eq. (9.3). The former term accounts for the contributions of
all eigenstates, while the latter term describes a background non-
resonant scattering pathway. To ensure the reciprocity, the matrix
of coupling parameters M here is the same as in Eq. (9.18), while
the background matrix C is symmetric.

In a steady state, all time derivatives in Eq. (9.18) are zero and
it becomes algebraic. Solving it together with Eq. (9.23) one can
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exclude the amplitudes p and obtain the S-matrix as:

S = C − M · [i� − �]−1 · MT . (9.24)

Although the role of electromagnetic energy loss to dissipation
in the metasurface material is not always negligible, one can take
it into account iteratively. Assuming that the dissipation does not
substantially affect the internal eigenstate structure and the cou-
pling parameters (9.20) and (9.21), one can first neglect it and de-
rive very useful general relations between the phenomenological
parameters requiring that the CMT equations are invariant with
respect to the time reversal and the total electromagnetic energy is
conserved. In such approximation, the corresponding decay rates
are purely radiative, γn = γ rad

n , as the eigenstates lose their energy
only by emitting the outgoing waves. In the next step, one takes
the dissipation into account by including its contribution to the
eigenstate decay as γn = γ rad

n + γ dis
n .

Reversibility in the absence of dissipation determines energy
conservation, which requires S-matrices to be unitary. Indeed, in
the general S-matrix problem (9.4), the energy of incoming and
outgoing light waves is constituted by the sums |aR|2 + |aL|2 +
|a′

R|2 +|a′
L|2 and |bR|2 +|bL|2 +|b′

R|2 +|b′
L|2, correspondingly. With

no energy lost, these sums, i.e., the magnitudes of vectors a and
b should be equal for any combination of incident waves. This
means that S acts as an isometric operator, S†S = 1, and its ma-
trix is unitary. In particular, reversible background scattering is
described by a unitary matrix C, and, as it is symmetric, C−1 = C∗.

Further, if a set a, b, and p satisfies Eqs. (9.18) and (9.23), so
should do their time-reversed counterparts ã, b̃, and p̃, expressed
as:

ã = b∗, b̃ = a∗, p̃ = p∗. (9.25)

Substituting them into Eq. (9.23) yields upon complex conjuga-
tion:

a = M∗ · p + C∗ · b, (9.26)

and, as C∗ = C−1, one can write:

b = −C · M∗ · p + C · a. (9.27)

By comparing this with Eq. (9.23), one obtains an important rela-
tion:

C · M∗ = −M. (9.28)

On the other hand, the set of time-reverse amplitudes (9.25)
also should obey Eq. (9.18), with the sign of time derivative in-
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verted. After a complex conjugation it reads:

− dp
dt

= (−i� − �) · p + M† · b. (9.29)

By substituting here b from Eq. (9.23), one obtains:

dp
dt

=
(
i� + � − M†M

)
· p − M† · C · a. (9.30)

As follows from Eq. (9.28), in the latter term the matrix product is
M† · C = −MT , and by comparing with Eq. (9.18), one concludes
that:

2� = M† · M. (9.31)

As in this approximation the decay rates are purely radiative, this
equality determines that:

γ rad
n = 1

2

(
|mnR|2 + |mnL|2 + |m′

nR|2 + |m′
nL|2

)
, (9.32)

and also that for the nth and lth eigenstates, the columns of their
coupling parameters are orthogonal vectors:

mnRm∗
lR + mnLm∗

lL + m′
nRm′ ∗

lR + m′
nLm′ ∗

lL = 0. (9.33)

Finally, let us consider the practically important case of iso-
tropic background producing unpolarized scattering, when one
can write:

C =

⎡
⎢⎢⎣

0 ρ τ 0
ρ 0 0 τ

τ 0 0 ρ

0 τ ρ 0

⎤
⎥⎥⎦ . (9.34)

The unitarity, C−1 = C†, can be fulfilled only if:

|ρ|2 + |τ |2 = 1, (9.35)

and if the complex phases are constrained by:

arg(ρ) = arg(τ ) ± π

2
. (9.36)

It is convenient to introduce two real parameters, the phase α ∈
[0,2π], and the merit of background transparency β ∈ [−π/2,π/2],
and to explicitly express the background coefficients as:

τ = eiα cosβ, ρ = ieiα sinβ. (9.37)
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To summarize, in terms of CMT, one can express the S-matrix,
and, correspondingly, all reflection and transmission coefficients,
by the model parameters according to the following matrix equa-
tion:⎡

⎢⎢⎢⎣
rRR rRL t ′RR t ′RL

rLR rLL t ′LR t ′LL

tRR tRL r ′
RR r ′

RL

tLR tLL r ′
LR r ′

LL

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎣

0 ρ τ 0
ρ 0 0 τ

τ 0 0 ρ

0 τ ρ 0

⎤
⎥⎥⎦

−
N∑

n=1

1

i(ω − ωn) − γn

⎡
⎢⎢⎢⎢⎣

m2
nR mnRmnL mnRm′

nR mnRm′
nL

mnLmnR m2
nL mnLm′

nR mnLm′
nL

m′
nRmnR m′

nRmnL m′
nR

2
m′

nRm′
nL

m′
nLmnR m′

nLmnL m′
nLm′

nR m′
nL

2

⎤
⎥⎥⎥⎥⎦ ,

(9.38)

where γn generally includes dissipative and radiative parts, the lat-
ter determined by the coupling parameters as in Eq. (9.32); the
background can be parameterized by Eqs. (9.37) and related to the
coupling parameters by Eq. (9.28).

Deriving more specific S-matrix forms is possible for metasur-
faces possessing particular symmetry elements. In the subsequent
sections, we provide several examples illustrating how CMT can
be applied to clarify the key properties of eigenstates required for
a desired optical functionality and to design the corresponding
metasurfaces.

9.3 Chiral mirrors
9.3.1 State of the art

The vast majority of modern nanofabrication techniques are
based on cutting, etching, or milling of diverse nano-scale ele-
ments from layers (stacks of layers) of various materials. There-
fore, planar arrays of dielectric elements with unbroken in-plane
mirror symmetry constitute the most extensively studied class of
metasurfaces. In the context of chiral light transformations, they
can potentially perform as planar chiral mirrors that ideally fully
reflect waves of one circular polarization preserving the helicity,
and transmit those of the opposite polarization, flipping the he-
licity, see Eqs. (9.11) and Fig. 9.1(b).

As transmission experiments are more convenient, most of
the works are focused on enhancing cross-polarized transmis-
sion [29,38,40,46–49]. Nevertheless, remarkably efficient helicity-
preserving reflection has also been realized by Semnani et al. [39],
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Figure 9.2. Dielectric metasurfaces performing as close-to-ideal chiral mirrors. (a) SEM-image of the chiral mirror
based on perforated silicon nitride membrane and (b) its simulated co-polarized reflection spectra. Adapted from [39]
and re-used under the Creative Commons Attribution 4.0. (c) SEM-image of the metasurface built of silicon nanopillars
of two different types rotated by π/4 with respect to each other, and (d) the calculated power transmission spectra
for the incident RCP (α) and LCP (β) light together with the polarization dichroism spectrum (PD defined identically to
CCD). Adapted from [50] and re-used under the Creative Commons Attribution 4.0.

see Figs. 9.2(a) and 9.2(b). At the target wavelength of 870 nm, this
metasurface operates as a helicity-preserving mirror for the RCP
light. At the same wavelength, LCP waves are fully transmitted as
RCP waves. The metasurface structure is based on silicon nitride
membrane perforated by tripartite array of through holes having
a C2h point group symmetry. The chiral optical response is de-
termined by a guided-mode resonance with simultaneous excita-
tion of leaky transverse electric (TE-like) and transverse magnetic
(TM-like) Bloch modes of the membrane, which is considered as
a photonic crystal slab. The dimensions of the metasurface unit
cell are precisely tuned to allow the leaky modes to be excited
by normally incident waves at the target wavelength. The authors
explain the chiral mirror performance by different irradiation of
waves by electric and magnetic dipole moments associated with
the TE and TM guided waves, correspondingly. Unfortunately,
they do not provide quantitative information on the relative ori-
entation of these dipole moments, although one can expect that
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they are diverged by an angle close to π/4, as the reported reflec-
tion and transmission spectra are very similar to those suggested
by the CMT phenomenology developed below in Section 9.3.3.

Recently, extensive research has been carried out on planar
metasurfaces built of two different types of rotated dielectric
birefringent nanopillars optimized for maximum selective cross-
polarized transmission of RCP/LCP waves [29,32,35,38,41,50]. Es-
sentially, the main idea of all designs is to combine in each unit
cell two waveguide-like pillars producing different phase delays
of transmitted waves polarized along their principal axes diverged
by π/4 from each other. Straightforward Jones calculus provides a
solution for the perfect circular polarization converter, which can
be divided in two terms, physically realized by the two types of
nanopillars. The desirable phase delays are set by the appropriate
nanopillar dimensions, while their positions are chosen to mini-
mize the near-field coupling.

Apart from the precise circular polarization filtering by meta-
surfaces with identical unit cells, the two-pillar design allows
building versatile chiral refractive elements and holograms by ap-
plying gradual relative rotation to the pillars in adjacent cells. The
functionality is based on shaping the cross-polarized transmis-
sion phase by the geometric Pancharatnam–Berry phase, deter-
mined by the relative unit cell orientation. Therefore, one can
smoothly modulate the outgoing wave phase profile in an arbi-
trary manner and achieve precise polarization-determined refrac-
tion [35], focusing [46], vortex-beam formation, and holography
[32,41]. Notably, deviating the diverging angle of the pillars from
π/4, one can precisely locally suppress the outgoing light intensity
thus enabling full control over both the phase and the amplitude
of circularly polarized transmitted light [38]. Reciprocally, using
the angles other than π/4 enables similar transformations of light
of arbitrary ellipticity [35,38,41,50].

An exemplary planar metasurface built as a combination of
two types of dielectric pillars, as studied in Ref. [50], is shown in
Fig. 9.2(c). The silicon pillars are diverged by π/4 and their height
and dimensions are optimized to provide near-unitary �CT at a
633 nm wavelength, see the transmission spectra in Fig. 9.2(d).

9.3.2 CMT of planar metasurface
Let us consider the application of CMT to a metasurface pos-

sessing an in-plane mirror symmetry plane, recently suggested in
Ref. [52], with the aim of designing a chiral helicity-preserving
mirror similar to the one studied in Ref. [39]. The mirror sym-
metry implies metasurface invariance with respect to the z ↔ −z
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interchange. Correspondingly, the eigenstates can be categorized
as even and odd: the x- and y-components of the current densi-
ties Jn(r) are either even or odd functions of z. Then, according to
Eqs. (9.20) and (9.21), the coupling parameters of even states are
related as:

m′
eR = meL, m′

eL = meR, (9.39)

while for the odd states:

m′
oR = −moL, m′

oL = −moR, (9.40)

and interactions of each eigenstate with the free-space light waves
are described by only 2 independent parameters.

For an isotropic background, substituting Eq. (9.39) into
Eq. (9.28) allows obtaining relations between the parameters of
an even eigenstate:

meR = −m∗
eL(τ + ρ), meL = −m∗

eR(τ + ρ), (9.41)

while for an odd one, similarly using Eq. (9.40) yields:

moR = m∗
oL(τ − ρ), moL = m∗

oR(τ − ρ). (9.42)

Next, expressing ρ an τ by Eqs. (9.37), one further obtains that:

meL = −m∗
eRei(α+β), (9.43)

moL = m∗
oRei(α−β), (9.44)

which means, in particular, that all eigenstates are equally strongly
coupled to the waves of both circular polarizations as |me,oR| =
|me,oL|. According to Eq. (9.32), their absolute values determine
the radiative decay rates:

γ rad
e,o = 2|me,oR|2 = 2|me,oL|2. (9.45)

To specify the complex phases of the coupling parameters, one
can formally introduce angles θe,o and explicitly express the cou-
pling parameters as:

meR = i

√
γ rad

e

2
ei

α+β
2 −iθe , meL = i

√
γ rad

e

2
ei

α+β
2 +iθe , (9.46)

moR =
√

γ rad
o

2
ei

α−β
2 −iθo , moL =

√
γ rad

o

2
ei

α−β
2 +iθo . (9.47)

Notably, the angles θe,o have clear physical meaning. To clarify
it, we consider the definitions of the coupling parameters by the
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eigenstate currents as in Eqs. (9.20) and (9.21). For an even eigen-
state, they can be reduced to:

meR,L ∝ e∓ · J̄e = 1√
2
(J̄ex ∓ iJ̄ey), (9.48)

where the complex vector of the integrated current is defined as:

J̄e =
∫

z>0
dV Je(r) coskz, (9.49)

along with its x and y components, J̄ex and J̄ey respectively. Com-
paring with Eq. (9.46) reveals that these components are equal to:

J̄ex = iei(α+β)/2|J̄ | cos θe, J̄ey = iei(α+β)/2|J̄ | sin θe, (9.50)

where |J̄e|2 = |J̄ex |2 + |J̄ey |2. Accordingly, the angle θe describes
the orientation of the vector of integrated current (9.49) in the xy-
plane.

Considering in the same manner an odd eigenstate, one can
show that the angle θo plays a similar role and describes the orien-
tation of the vector of integrated current:

J̄o =
∫

z>0
dV Jo(r) sinkz. (9.51)

The physical meaning of these angles is most apparent for the
electric-dipole and magnetic-dipole eigenstates. For the former,
θe is the angle between the vector of dipole moment and the x-
axis, while for the latter, the in-plane magnetic moment is aligned
perpendicular to the direction characterized by θo.

9.3.3 Exemplary chiral mirror design
Although many useful relations linking different parameters of

the CMT phenomenology can be drawn based on the metasurface
symmetry, to derive a particular form of the S-matrix (9.24), one
has to specify the number and parity of relevant eigenstates, as
well as presume a certain background matrix C. Let us show how
one can achieve the specific functionality of chiral mirror, which
S-matrix has zero elements apart from those listed in Eq. (9.12).

In the simplest case of isotropic background described by
Eq. (9.34), a single eigenstate of either parity is insufficient be-
cause it is equally strongly coupled to all circularly polarized
waves on all sides with |mR| = |mL| = |m′

R| = |m′
L|. Then, for exam-

ple, as co-polarized reflections are not performed by the isotropic
background, suppressing rLL is only possible by setting mL = 0.
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This, however sets to zero all coupling parameters and leads to a
full isolation of the eigenstate from all free-space waves.

The next more complex arrangement involves a pair of eigen-
states of different parity. By the symmetry, they can be inde-
pendently excited and cannot intrinsically exchange the energy
[64]. The corresponding CMT can be developed according to
the general approach presented in Section 9.2.2 by considering
two eigenstates with n = e,o. Accordingly, substituting the back-
ground matrix (9.34) together with the coupling parameters given
by Eqs. (9.46) and (9.47) into Eq. (9.24), one obtains according to
Eq. (9.38):

rRL = rLR = r ′
RL = r ′

LR

= ieiα sinβ + ei(α+β)

2

γ rad
e

i(ω − ωe) − γe
− ei(α−β)

2

γ rad
o

i(ω − ωo) − γo
,

(9.52)

tRR = t ′RR = tLL = t ′LL

= eiα cosβ + ei(α+β)

2

γ rad
e

i(ω − ωe) − γe
+ ei(α−β)

2

γ rad
o

i(ω − ωo) − γo
.

(9.53)

rLL = r ′
RR = eiα

2

[
γ rad

e e2iθe+iβ

i(ω − ωe) − γe
− γ rad

o e2iθo−iβ

i(ω − ωo) − γo

]
, (9.54)

rRR = r ′
LL = eiα

2

[
γ rad

e e−2iθe+iβ

i(ω − ωe) − γe
− γ rad

o e−2iθo−iβ

i(ω − ωo) − γo

]
, (9.55)

tLR = t ′RL = eiα

2

[
γ rad

e e−2iθe+iβ

i(ω − ωe) − γe
+ γ rad

o e−2iθo−iβ

i(ω − ωo) − γo

]
, (9.56)

tRL = t ′LR = eiα

2

[
γ rad

e e2iθe+iβ

i(ω − ωe) − γe
+ γ rad

o e2iθo−iβ

i(ω − ωo) − γo

]
. (9.57)

Consider first the feasibility of the lossless chiral mirror regime,
when all the coefficients turn to zero apart from those listed in
Eq. (9.12). Vanishing the cross-polarized reflection coefficients
(9.52) and co-polarized transmission coefficients (9.53) is indeed
possible if ω = ωe = ωo and γe,o = γ rad

e,o , i.e., if both eigenstates
are precisely tuned to the same desired eigenfrequency and the
dissipation is absent. Upon such conditions, the co-polarized re-
flection coefficients (9.54) and cross-polarized transmission coef-
ficients (9.56) can also be zero if and only if:

β = ±π

4
, θo − θe = ±π

4
+ πl, (9.58)
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with an integer l. In this case, the absolute values of the coeffi-
cients (9.55) and (9.57) are unitary as required for the conditions
(9.12). Note that such values of β determine a half-transparent
background according to Eq. (9.37).

Therefore, we obtain that a planar metasurface can indeed per-
form as a lossless chiral mirror if it:

(i) is composed of material with negligible dissipation;
(ii) hosts a pair of eigenstates with identical eigenfrequency,

opposite parity, and diverged by π/4;
(iii) is characterized by an isotropic background with equal re-

flectance and transmittance, |τ |2 = |ρ|2 = 1/2.
Upon all these conditions, the remaining model parameters such
as the radiative decay rates γ rad

e,o or, equivalently, the quality fac-
tors, Qe,o = ωe,o/2γ rad

e,o , as well as the common phase α can be
arbitrary.

To illustrate the applicability and potential accuracy of the
CMT phenomenology, we consider an exemplary chiral mirror
based on a perforated slab of transparent dielectric with refrac-
tive index n = 4. Its design is similar to that studied in Ref. [39],
while the particular structure is somewhat different having been
optimized to operate at the target wavelength of 800 nm [52]. The
optimization was performed using a particle swarm algorithm
employing a finite-difference time domain (FDTD) commercial
solver (Lumerical) to evaluate the transmission and reflection co-
efficients. The set of optimal structure dimensions include: thick-
ness H = 142 nm, unit cell size L = 366 nm, rc = 90 nm, rx = 89 nm,
ry = 34 nm, Cx = 59 nm, Cy = 104 nm, see the schematic in Fig. 9.3.
Such parameters indeed ensure nearly perfect chiral mirror per-
formance described by Eqs. (9.12) around the 800 nm wavelength,
as is evident from the spectra of transmission and reflection coef-
ficients shown by solid lines in Fig. 9.3.

To assess the extent to which this optical behavior is in-line
with the phenomenological CMT, we fitted all spectra with
Eqs. (9.52)–(9.57), varying only 4 parameters: the common reso-
nant wavelength λe = λo, the two quality factors, Qe and Qo, and
the common phase α. The corresponding fitting routine accounts
for the wavelength range between 780 nm and 820 nm about the
resonance and finds the values of these parameters providing the
least mean-square error for the absolute differences between all
reflection and transmission coefficients numerically calculated
and evaluated by the CMT. As seen in Fig. 9.3, this yields the CMT
parameters that allow Eqs. (9.52)–(9.57) to accurately reproduce
the numerical data quantitatively in the resonance vicinity. From
the optimal fitting parameters, one concludes that the even (elec-
tric) eigenstate of the mirror exhibits a considerably lower quality
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Figure 9.3. Optical chiral mirror performance obtained by numerical simulations and fitted by the CMT phenomenol-
ogy. The schematic metasurface unit cell with the key structure parameters used for numerical optimization (see the
optimal values listed in the text). Spectra of the power reflection and transmission coefficients, as well as the phases
of complex reflection and transmission coefficients of circularly polarized light simulated using FDTD are plotted as
solid lines. Those obtained by the CMT Eqs. (9.52)–(9.57) are plotted by the dotted lines for a superposition of odd and
even eigenstates with equal eigenfrequencies corresponding to the resonant wavelength λ = 799.1 nm, aligned with
θe = π/4 and θo = 0, having different quality factors Qe = 13.5 and Qo = 43.3, and supported by a semi-reflective
background characterized by β = −π/4 and α = 3.40 rad. Adapted from [52] and re-used under the Creative Com-
mons Attribution 4.0.

factor than the odd (magnetic) one. This illustrates that a CMT can
be used not only to analyze the optical chirality limits, but also to
reproduce very accurately the whole optical observable datasets
and to reveal intimate details of the actual mechanism of forma-
tion of strong optical chirality.

9.4 Rotationally symmetric chiral
metasurfaces

9.4.1 State of the art
As discussed in Section 9.2.1, the optical chirality of metasur-

faces possessing rotational symmetry of the order N ≥ 3 is rel-
atively simple: they transmit circularly polarized waves without
polarization conversion and reflect waves as an ordinary mirror,
i.e., they invert the circular polarization but do not distinguish be-
tween RCP and LCP waves. The main chirality characteristic is the
CD (9.6) and, as discussed in Section 9.2.1, it is determined by the
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difference in absorption of RCP and LCP waves, while the ultimate
maximum chirality is exhibited by a maximum chiral absorber de-
picted in Fig. 9.1(c).

Practical realization of such metasurfaces is challenging, as it
requires fabricating structures of complex shapes without mirror
symmetry planes and, therefore, not compatible with one-step
planar nanofabrication techniques. Formally, the presence of a
substrate breaks the in-plane mirror symmetry, however, the as-
sociated effects are weak and the related optical chirality typically
appears as a result of asymmetric chiral diffraction [31,51].

Nevertheless, experimental non-diffracting chiral rotationally
symmetric dielectric metasurfaces were successfully fabricated
using non-standard approaches [34,42]. Thus, using digitally con-
trolled focused ion beam (FIB) lithography, it was possible to pat-
tern a monocrystalline silicon-on-sapphire film with a chiral sur-
face relief [34], see Fig. 9.4(a). Although severe damage of silicon
by the ions has required subjecting the sample to annealing with
oxidation, the curved grooves milled in silicon withstood the treat-
ment and provided the metasurface with remarkably strong CD
up to 0.5 in the visible range, see Fig. 9.4(b). Notably, the strong
chirality is accompanied by relatively good transparency. For ex-
ample, a narrow CD peak about a 755 nm wavelength is caused
by the LCP absorptance reaching 0.8, while the RCP absorptance
remains about 0.4.

Another design of rotationally symmetric chiral metasurface
proposed and realized by Tanaka et al. [42] is based on bilayer
structure of silicon nanopillars embedded in glass, see Figs. 9.4(c)
and 9.4(d). Comparing similar structures having C2 and C4 ro-
tational symmetry axes, the authors found out that the latter
is much more optically chiral. The strong chirality of the C4-
symmetric structure was found to be underpinned by a specific
eigenstate “chiral supermode” comprising magnetic resonances
in each pillar excited with a regular phase delay and revolving to-
gether with circular polarization unit vectors. Upon illumination
with LCP or RCP light, the supermodes are excited very differently,
which determines the difference in the absorptance: at a wave-
length of 1.49 µm, about 0.8 of the RCP light energy is absorbed,
while the transmission of the LCP light remains near-unitary, and
the CD reaches 0.7, see Fig. 9.4(e).

A very different rotationally-symmetric structure, exhibiting
strongly chiral optical performance, was recently proposed by
Dyakov et al. [43]. The considered chiral silicon membrane of a
complex shape depicted in Fig. 9.4(f) belongs to the D4 point sym-
metry group. The authors have identified that the optical chiral-
ity here also is governed by a specific asymmetry of coupling of



264 Chapter 9 Rational design of maximum chiral dielectric metasurfaces

Figure 9.4. Rotationally symmetric chiral silicon metasurfaces. (a) SEM-image of a silicon layer patterned by FIB
and (b) its measured and simulated CD spectra upon annealing with oxidation. Adapted from [34] and re-used under
the Creative Commons Attribution 4.0. Schematic of the unit cell (c) and SEM-image of a cut (d) of bilayer metasur-
face and its measured and simulated RCP/LCP transmission spectra (e). Adapted with permission from [42], © 2020
American Chemical Society. Schematic of a silicon membrane (f) and normalized spectra of upward and downward
emission of electric dipoles spinning in the opposite directions in (g) and (h), respectively. The normalized asymme-
try η± of the radiated power is shown by black lines. Adapted with permission from [43], © 2020 American Physical
Society.

modes guided by the silicon membrane with the far-field plane
waves. Upon appropriate optimization, the coupling becomes
unidirectional: electric dipoles rotating in the opposite directions
emit circularly polarized light only upward or only downward,
see Figs. 9.4(g) and 9.4(h). The authors proposed to employ such
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structures as chiral routers. Although they refrained from evalu-
ating the transmission and reflection characteristics, one can ex-
pect, based on the CMT formulated below, that such a structure
can perform as a maximum-chiral absorber, provided that the dis-
sipation in its material is appropriately adjusted.

9.4.2 CMT of rotationally symmetric chiral
metasurface

To reveal the mechanism of optical chirality of rotationally
symmetric metasurfaces, we apply the general CMT presented in
Section 9.2.2, taking into account specific symmetry implications
for the properties of optical eigenstates – quasi-normal modes
(QNMs) of an open resonator [67]. The latter can be formally ob-
tained as solutions of source-free Maxwell’s equations:

∇ × ∇ × E(j)(r) − ε(r)
(ωj − iγj )

2

c2 E(j)(r) = 0, (9.59)

with outgoing wave conditions at z → ±∞ imposed on E(j), while
the index j enumerates the states. The eigenfrequencies (ωj − iγj )

are complex due to dissipative and radiative energy losses deter-
mining the decay rates γj . The metasurface structure is described
by inhomogeneous permittivity ε(r) and its rotational symmetry
defines the eigenstate E(j)(r) symmetry. The connection is univer-
sally described by the group theory apparatus involving appropri-
ate irreducible point group representations [68].

Consider, for example, a C4 symmetric metasurface invariant
upon rotation operation R̂ by an angle π/2 about the z-axis, char-
acterized by a coordinate transform matrix R. It transforms a ra-
dius vector r into r′ = R · r, or by coordinates as x′ = y, y′ = −x

and z′ = z, preserves the permittivity ε(r) = ε(R ·r), and transforms
a vector field as R̂A(r) = R · A(R−1 · r). Metasurface eigenstates
can be categorized by irreducible representations of this rotation
group as acquiring complex phases upon the rotation:

R̂E(j) = eiπj/2E(j) (9.60)

where only integer j can ensure that repeating the rotation 4 times
yields the initial state, and only the numbers j = −1,0,1,2 are
meaningful.

As eigenstates of a planar open resonator, in the far field, E(j)(r)
tend to transversal plane waves outgoing in the z → ±∞ directions
with only E

(j)
x (z) and E

(j)
y (z) nonzero components depending only

on the z-coordinate. Not all j-numbers are compatible with this:
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for j = 0, one must simultaneously satisfy E
(0)
x (z) = E

(0)
y (z) and

E
(0)
x (z) = −E

(0)
y (z); while for j = 2, E

(2)
x (z) = −E

(2)
y (z) and E

(2)
x (z) =

E
(2)
y (z), must hold true. Therefore, the eigenstates with j = 0,2

cannot emit free-space waves and represent perfect BICs fully iso-
lated by the symmetry. The eigenstates with j = ±1 (we denote
them as ‘±’-modes), on the contrary, asymptotically tend to plane
waves obeying the relations E±

x (z) = ±iE±
y (z), i.e., are circularly

polarized along the unit vectors (9.1).
One can generally derive from the Lorentz reciprocity theorem

that ‘±’-modes are degenerate: ω± = ωr and γ± = γ [68]. For meta-
surfaces build of isotropic dielectrics, as described by Eq. (9.59),
one can show this by constructing the modes directly. Consider an
arbitrary eigenstate E0(r), obeying Eq. (9.59) and having nonzero
far-field asymptotics. Then, one can build two linear combina-
tions:

E± = E0 ∓ iR̂E0 − R̂2E0 ± iR̂3E0, (9.61)

and easily check that they constitute the required eigenstates. In-
deed, applying R̂ to them and taking into account that R̂4 = 1̂ one
can see that they obey Eq. (9.60) with j = ±1. As each term here is
a solution of Eq. (9.59) with the same eigenfrequency, so are both
E+ and E−.

Applying the general CMT apparatus to describe the contri-
butions of degenerate modes E± to the optical transmission and
reflection is surprisingly nontrivial. Usually, the nature and spa-
tial field distribution of a particular eigenstate are of minor im-
portance to its role in the CMT phenomenology. One can derive
the S-matrix knowing only the leaking eigenstate far-field asymp-
totics, regardless of the normalization [69]. However, the eigen-
state norm is not allowed to identically vanish, which is the case
for E± states. One can verify this by expressing E± = (1 − R̂2)(1 ∓
iR̂)E0, evaluating the norms as integrals without complex conju-
gation [67,70], and obtaining 〈〈E+|E+〉〉 = 〈〈E−|E−〉〉 = 0. The result
is somehow intuitively clear, as the far-field asymptotics of the
states also obey the same rule: (e+ · e+) = (e− · e−) = 0.

Fortunately, it is easy to write a pair of linearly independent
combinations of the states E±:

EI = 1√
2

(
E+ + E−)

, EII = 1√
2i

(
E+ − E−)

, (9.62)

having equal finite norms: 〈〈EI|EI〉〉 = 〈〈EII|EII〉〉 = 〈〈E+|E−〉〉.
Accordingly, CMT equations (9.18) and (9.23) for a rotationally-

symmetric metasurface are to be written for the vector of ampli-
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tudes p = [pI,pII]T of the states (9.62) with the matrices:

M = 1√
2

⎡
⎢⎢⎣

m− im−
m+ −im+
m′+ −im′+
m′− im′−

⎤
⎥⎥⎦ , i� − � = [i(ω − ωr) − γ ]

[
1 0
0 1

]
. (9.63)

Here in M, the coupling parameters for the states EI,II are ex-
pressed by those of the states E±. As the latter are decoupled from
the waves polarized along the opposite unit vectors e∓ (one can
check by evaluating the coupling parameters using Eqs. (9.20) and
(9.21) for these states), we omit the indices R and L.

Substituting the background matrix (9.34) and matrices (9.63)
into Eq. (9.24) yields, fully in-line with the general symmetry
consequences implied by Eq. (9.15), that the co-polarized reflec-
tion and cross-polarized transmission vanish, while the remaining
non-zero coefficients are expressed as:

tRR = t ′RR = τ − m−m′+
i(ω − ωr) − γ

, tLL = t ′LL = τ − m+m′−
i(ω − ωr) − γ

,

(9.64)

rRL = rLR = ρ − m+m−
i(ω − ωr) − γ

, r ′
RL = r ′

LR = ρ − m′+m′−
i(ω − ωr) − γ

.

(9.65)

To analyze this result, we again assume first that the eigen-
state decay occurs only due to radiative losses and represent the
decay rate γ = γ rad as defined by the eigenstate leaking into the
free-space waves. Then the condition Eq. (9.31) is applicable, and
substituting the matrices (9.63) into it, we obtain:

2γ rad = |m+|2 + |m′+|2 = |m−|2 + |m′−|2, (9.66)

which, therefore, implies additional restraints on the coupling co-
efficients of the degenerate eigenstates. For the isotropic lossless
background S-matrix (9.34), deploying the matrix M from (9.63)
into the condition (9.28) also yields other useful relations:

−m± = ρm∗∓ + τm′∓
∗
, −m′± = τm∗∓ + ρm′∓

∗
. (9.67)

Next, to take the absorption into account, one includes the cor-
responding additional contribution to the decay rate as γ = γ rad +
γ dis. To clearly manifest the general connection of the transmis-
sion circular dichroism of rotationally symmetric metasurfaces
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with absorption, formulated in Section 9.2.1, we evaluate the dif-
ference in LCP and RCP power transmission (9.9). Taking the ab-
solute values of coefficients (9.64) and using the relations (9.67)
yields:

�T = 2γ dis |m+|2 − |m−|2
(ω − ωr)2 + (γ rad + γ dis)2

. (9.68)

Apart from emphasizing the crucial role of absorption, this rela-
tion also shows that the optical chirality indeed stems from the
asymmetry of excitation of ‘+’ and ‘−’ eigenstates, empirically
called “chiral supermodes” by Tanaka et al. [42]. We see also that
the �T spectrum has a characteristic resonant Lorentzian shape
reaching its maximum at ω = ωr .

9.4.3 Feasibility of maximum-chiral absorber
Let us consider how the optical chirality of rotationally-sym-

metric metasurface can be enhanced to the maximum-chiral ab-
sorber regime discussed in Section 9.2.1 and sketched there in
Fig. 9.1(c). For definiteness, we choose to sustain the transparency
to RCP waves, while LCP waves are fully resonantly absorbed. As
follows from Eq. (9.64), the ultimate value of |tRR| = 1 requires that
|τ | = 1 and that m−m′+ = 0. The former condition describes a fully
transparent non-resonant background with β = 0, while the latter
one shows that a certain coupling parameter has to vanish, i.e.,
that either of ‘±’ eigenstates has to be fully uncoupled on the cor-
responding metasurface side.

Setting β = 0 in ρ and τ and choosing, for definiteness, that
m− = 0, one obtains from Eq. (9.67) that then also m′+ = 0, and
m′− = −eiαm∗+. Substituting these values into Eq. (9.64) yields:

tRR = t ′RR = eiα, tLL = t ′LL = eiα

(
1 + 2γ rad

i(ω − ωr) − (γ rad + γ dis)

)
,

(9.69)
where we have also used that the coupling determines the radia-
tive decay rate by Eq. (9.66).

Then the LCP power transmittance can be expressed as:

|tLL|2 = 1 − 4γ disγ rad

(ω − ωr)2 + (γ rad + γ dis)2
, (9.70)

and at ω = ωr it reaches the minimum value of:

min |tLL|2 = (γ rad − γ dis)2

(γ rad + γ dis)2
. (9.71)
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The ultimate limit of min |tLL|2 = 0 is achieved when:

γ rad = γ dis. (9.72)

This classical critical coupling condition [71] is typical for ab-
sorbers and describes a resonator receiving exactly the amount of
external power it can dissipate.

In summary, for rotationally symmetric metasurface to per-
form as a maximum-chiral absorber it has to:

(i) host eigenstates uncoupled from particular circularly polar-
ized waves on either metasurface sides: e.g., “−” state un-
coupled from RCP waves incident on one side and “+” state
uncoupled from RCP waves incident on the other side;

(ii) fully absorb the light of the opposite circular polarization in
the critical coupling regime.

Note that the CMT also requires that this metasurface performs
identically from its both sides: e.g., m− = 0 and |m+|2 = 2γ dis on
one side, and m′+ = 0 and |m′−|2 = 2γ dis on the other side. To au-
tomatically ensure this, one can further narrow the metasurface
symmetry group to D4, which includes a flipping symmetry in ad-
dition to the C4 rotational axis.

9.4.4 Quasi-BIC metasurface as maximum-chiral
absorber

Adjusting a metasurface resonance to the maximum-chiral ab-
sorber regime requires precise engineering of the coupling of op-
tical eigenstates to the free-space waves. For an arbitrary chiral
metasurface composed of complex-shaped elements, this is a dif-
ficult, if not impossible, task, as the relations between the cou-
pling parameters and the practically variable meta-atom shape
and arrangement can be very sophisticated. Fortunately, recent
advances in dielectric metasurfaces have elucidated broad avail-
ability of specific optical bound states in the continuum (BICs)
[72]. Of particular interest here is the class of quasi-BICs stem-
ming from symmetry-protected BICs hosted by metasurfaces with
specifically perturbed structure.

While a symmetry-protected BIC is an eigenstate which inter-
action with the free-space waves is forbidden by its symmetry (see,
e.g., j = 0,2 states in Section 9.4.2), one can introduce symmetry-
breaking perturbations and transform a BIC into a leaky quasi-
BIC [65,73]. On this path, the arising coupling to free-space waves
is controlled by the degree and character of asymmetry intro-
duced into the metasurface structural elements. Let us illustrate
how such a quasi-BIC can be tuned to the maximum chiral ab-
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Figure 9.5. Maximum-chiral absorber, based on pairs of elliptical silicon bars hosting an antiparallel electric dipole
BIC which is transformed into a chiral quasi-BIC by symmetry-breaking perturbations. (a) Symmetric pair of bars
and (b) a pair of bars vertically displaced by d and diverged by angle θ . (c) Square unit cell of rotationally symmet-
ric metasurface built of four perturbed bar pairs with the retained symmetry elements indicated. Spectra of power
transmission coefficients (d) and transmission phases (e), illustrating how the maximum optical chirality is achieved
by adjusting the material extinction coefficient κ to the value corresponding to the critical coupling regime after the
symmetry perturbations of d = 10 nm and θ = 3.5◦ are set to suppress RCP transmission resonance. The best fit by
CMT dependences is shown in (d) and (e) by dotted lines for the parameters α = 1.67, λr = 596.6 nm, Qrad = 534
and Q = 483, 267, 196 for κ = 0.001, 0.010, 0.017 correspondingly.

sorber regime by a sequence of precise symmetry-breaking per-
turbations.

Consider a pair of parallel dielectric bars shown in Fig. 9.5(a),
possessing a C2 rotation axes and three orthogonal mirror symme-
try planes. In this perfectly symmetric situation, eigenstates trans-
form according to irreducible representations of the C2 group and,
among these, there is a symmetric A-representation. A particu-
lar realization of such eigenstate is the antiparallel electric dipole
state, which can be represented by a pair of electric dipole mo-
ments p1 = −p2 hosted by each bar and having equal absolute
values and opposite directions. The coupling parameters of this
state evaluated by Eqs. (9.20) and (9.21) identically vanish, as the
integral over each bar reduces to the corresponding dipole mo-
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ment:

mR,L, m′
L,R ∝ p1 · e∓ + p2 · e∓ = 0. (9.73)

Perturbing the symmetry by diverging the bars in-plane by an
angle θ and shifting them vertically by an offset d, as shown in
Fig. 9.5(b), eliminates all mirror symmetry planes and enables the
quasi-BIC coupling to circularly polarized waves:

mR,L ∝ p1 · e∓ + p2 · e∓eikd ∝ eikd/2 sin (kd/2 ± θ) , (9.74)

m′
R,L ∝ p1 · e± + p2 · e±e−ikd ∝ e−ikd/2 sin (kd/2 ± θ) . (9.75)

Remarkably, a simple adjustment of d and θ to the proportion:

θ = kd/2, (9.76)

fully decouples the state from RCP waves incident on both sides,
while the remaining coupling parameters:

mL, m′
L ∝ eiθ sin(2θ) (9.77)

are controlled by the small perturbation θ and can be continu-
ously tuned.

To take the advantage of the peculiar properties of perturbed
pairs of dielectric bars, one can arrange a rotationally symmet-
ric metasurface as a square lattice of unit cells, as depicted in
Fig. 9.5(c). Each cell consists of 4 pairs symmetrically arranged
about the center to ensure the rotational symmetry, and also di-
verged and vertically offset to achieve the proportionality (9.76).
In such a case, each pair is isolated from RCP waves and the same
is true for the ±-eigenstates, build as linear combinations of such
excitations with the relative phase shifts to establish Eq. (9.60).
To adjust such metasurface to the regime of maximum-chiral ab-
sorber, it is sufficient to adjust d and θ to the condition (9.76) and
also to ensure the critical coupling to LCP waves by appropriate
value of θ in Eq. (9.77).

For an exemplary illustration, we simulate using finite element
method (FEM) in COMSOL Multiphysics a metasurface built of
bars of material with complex refractive index n = 4+ iκ with small
extinction coefficient κ, which is typical for silicon or germanium
in the visible and infrared ranges, correspondingly. For simplicity,
we set the background refractive index to unity. The dimensions
of the bars and their periodic arrangement, as shown in Fig. 9.5,
are chosen to ensure the appearance of the antiparallel electric
dipole BIC at about a 596 nm wavelength, while the period is short
enough to exclude the diffraction. For this wavelength, the condi-
tion (9.76) suggests that uncoupling the quasi-BICs of all pairs of
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RCP waves requires, e.g., setting d = 10 nm and θ = 3.0◦. Numeri-
cally evaluating the spectra of transmission coefficients, we obtain
the ideal uncoupling for θ = 3.5◦ [44], and attribute the small mis-
match to a slight misalignment of the bar dipole moment from its
geometric shape.

For this combination of θ and d, one can verify the main
CMT conclusions and adjust the quasi-BIC to maximum chi-
ral absorber regime. While the quasi-BIC radiative decay rate
γ rad is eventually determined by the coupling of dipole pairs to
LCP waves (9.77), the dissipative decay rate γ dis is determined
by the small extinction coefficient κ. Accordingly, to ensure the
critical coupling, we keep all other parameters fixed and simu-
late the transmission of structures with different κ, as illustrated
in Figs. 9.5(d) and 9.5(e). For insufficiently small κ, the |tLL|2
dip is very shallow, while increasing κ too far again increases
it. Setting κ = 0.01 yields the optimum critical coupling, and at
the resonance one achieves exactly the performance depicted in
Fig. 9.1(c).

To illustrate the applicability of the CMT phenomenology and
to reveal the actual values of its parameters, we fit the numeri-
cally obtained complex transmission coefficients using the model
Eqs. (9.69) with the resonant wavelength λr = 2πc/ωr , common
phase α, radiative quality factor Qrad = ωr/2γ rad and full qual-
ity factor Q = ωr/2γ being the only fitting parameters. As seen
in Figs. 9.5(d) and 9.5(e), the numerical data can be very well
approximated by the analytical model relations. Varying the ex-
tinction coefficient affects only the full quality factor Q leaving
other model parameters unchanged. The maximum-chiral ab-
sorber regime corresponds to Qrad = 2Q fully in-line with the crit-
ical coupling condition (9.72).

9.5 Asymmetric metasurfaces
9.5.1 State of the art

Objects without point symmetry elements are chiral by defi-
nition. Peculiar asymmetric configurations of nanoobjects, such
as nanoparticle trimers [74,75] or crossed-bowtie shaped nanos-
tructures [37] are intensively studied as chiral nanoantenas, which
can also be optically reconfigurable [76]. Importantly, metasur-
faces composed as arrays of such objects are formally capable of
all chiral light transformations described by the S-matrix (9.4). Be-
ing all simultaneously present, such transformations are typically
characterized by moderate optical chirality. In the general case, it
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is unclear how to suppress certain processes and to enhance the
others to maximize the optical chirality.

A representative example is the metasurface built of flat L-
shaped silicon meta-atoms studied by Koshelev et al. [54], see
Fig. 9.6(a,b). The mirror symmetry plane is broken by the pres-
ence of substrate and the metasurface exhibits experimental CD
up to 0.3, see Fig. 9.6(c). The optical chirality is underpinned by
several quasi-BIC modes whose spectral positions can be adjusted
by varying the meta-atom shape parameters. The authors also
report on broader Mie-type resonances, which are more conve-
nient for establishing the specific critical coupling regime of third-
harmonic generation yielding large nonlinear CD.

Arrays of helices constitute a large class of chiral metastruc-
tures without point symmetry elements [78]. Intuitively, one can
expect that helically twisted fields of circularly polarized waves
should selectively couple to such structures, provided that the
wavelength is matched to the helix pitch. Then the periodic-
ity gives rise to photonic crystal bandgaps at normal incidence
[79,80], which was experimentally demonstrated by Thiel et al.
[81], as the array of helices completely blocked infrared light of
one circular polarization remaining fully transparent to its coun-
terpart. Along this path, however, a substantial optical chirality
can be achieved only by structures containing sufficient number
of pitches, i.e., by those much thicker than the wavelength. Meta-
surfaces consisting of single-pitch nanohelices manifest rather
moderate optical chirality [82].

A peculiar example of a thin helix-based metasurface without
point symmetry and showing remarkably strong optical chirality
was proposed by Karakasoglu et al. [36], as they have theoreti-
cally studied monolayers of silicon nanohelices with respect to
light propagating perpendicular to their axis, see Fig. 9.6(d). When
the wavelength of light is about half the distance between the he-
lices, the structure operates as a maximum-chiral filter, remaining
transparent to RCP waves and reflecting LCP ones, see the corre-
sponding spectra of reflectance in Fig. 9.6(e) and transmittance
in Fig. 9.6(f). The authors discuss the origin of optical chirality in
terms of the stop bands inherited by a monolayer from an anal-
ogous multilayer array of helices. By starting from a monolayer of
straight silicon rods and introducing the helicity as a perturbation,
they also point out the crucial role of hybridization of TE and TM
modes supported by the rods.

Due to a wider range of compatible fabrication techniques,
very different asymmetric chiral metasurfaces have been fab-
ricated from metals [83]. Whereas in the visible range, strong
absorption accompanies their plasmon resonances, and in the
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Figure 9.6. Examples of chiral metasurfaces without point symmetry elements. Silicon L-shaped meta-atom (a)
composing a metasurface (b), which exhibits CD spectra combined in a colormap (d) for various dL. Adapted with
permission from [54] © 2023 American Chemical Society. Schematic of silicon helix metasurface (d) and its simulated
reflectance (e) and transmittance (f) as functions of wavelength normalized by the distance a between the helices.
Adapted with permission from [36] © 2018 The Optical Society. SEM-image of Al/SiNx chiral origami metasurface (g)
and measured spectra of its transmittance (h) and CD (i). Used with permission of © 2022 Wiley-VCH GmbH, from [77]
conveyed through Copyright Clearance Center, Inc.

infrared range, the dissipation effects are considerably weaker.
A notable example of strongly chiral low-loss asymmetric metallic
metasurface was provided by Zheng et al. [77]. Applying the ad-
vanced FIB-induced origami technique to bilayer Al/SiNx mem-
branes, they have created a chiral metasurface consisting of
bidirectional folded split ring resonators, as seen in Fig. 9.6(g).
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Experimental transmittance spectra in Fig. 9.6(h) demonstrate
that such metasurface is almost transparent to LCP light and
resonantly blocks RCP light in the mid-infrared range. The max-
imum CD value of 0.78 is reached at a 5.13 µm wavelength, see
Fig. 9.6(i). The simulations revealed how the strong chirality can
be explained by the distribution of currents in the main magnetic
eigenmode of the folded split rings: the currents flow in the oppo-
site directions of the folded metal arms and, if certain geometrical
conditions are met, the state can be uncoupled from one circular
polarization. Note that similarly shaped metallic origami meta-
surfaces have also been fabricated for the near-infrared range, but
the absorption in metal has a much stronger negative effect there
[84].

9.5.2 Near-lossless maximum chirality
As discussed in Section 9.2.1, a lossless or near-lossless max-

imum chiral performance, sketched in Fig. 9.1(d), is incompat-
ible with rotational symmetry axes or mirror planes. In the ab-
sence of symmetry restrictions, all elements of the S-matrix (9.4)
are allowed to be nonzero, and, therefore, such metasurfaces are
relatively rarely studied. However, analyzing the phenomenolog-
ical form of the S-matrix (9.24), expressed by its elements as in
Eq. (9.38), one can notice a straightforward possibility to estab-
lish the lossless maximum-chiral regime by fulfilling a few simple
conditions [45].

First, one assumes that the metasurface is lossless and hosts
a single non-degenerate eigenstate producing a resonance in a
spectral range where the background is perfectly transparent, i.e.,
characterized by β = 0 in Eq. (9.37). Then the condition (9.28) re-
lates the coupling parameters on different metasurface sides as:

m′
R = −m∗

Reiα, m′
L = −m∗

Leiα, (9.78)

while the radiative decay rate (9.32) is expressed by:

γ rad = |mR|2 + |mL|2 = |m′
R|2 + |m′

L|2. (9.79)

Now, if the metasurface eigenstate is isolated from RCP waves
incident on the front, i.e., if mR = 0, then on the back side also
m′

R = 0, and one can express the remaining coupling parameters
as:

mL = i

√
γ radeiα/2+iδ, m′

L = i

√
γ radeiα/2−iδ, (9.80)

where the complex phase δ describes the difference in wave cou-
pling on different metasurface sides. Evaluating the reflection and
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transmission coefficients in Eq. (9.38), one obtains that most of
them completely vanish in such case, while the remaining ones
read as:

rLL = γ radeiα+2iδ

i(ω − ωr) − γ
, r ′

LL = γ radeiα−2iδ

i(ω − ωr) − γ
, (9.81)

tRR = t ′RR = eiα, (9.82)

tLL = t ′LL = eiα

(
1 + γ rad

i(ω − ωr) − γ

)
. (9.83)

In the absence of absorption in metasurface material,
γ = γ rad, and the absolute values of coefficients (9.81)–(9.83)
all reach at the resonance their ultimate values envisioned by
Eq. (9.17).

In contrast to rotationally symmetric metasurfaces, where the
dissipation is a key necessary ingredient of maximum chirality,
in the asymmetric case, its role is always negative. To clarify it,
one can again assume that weak dissipation negligibly affects the
eigenstate coupling, but contributes to the decay rate γ = γ rad +
γ dis. In such case, at the resonance, the coefficients deviate from
their ultimate values as:

min |tLL| = γ dis

γ rad + γ dis
, max |rLL| = γ rad

γ rad + γ dis
. (9.84)

Therefore, CMT allows formulating simple principles for the
design of metasurfaces with resonant, near-lossless maximum
chirality. It is sufficient that such a metasurface:

(i) manifests a resonance on a transparent background;
(ii) this resonance is isolated from one circular polarization;

(iii) dissipation in the metasurface material is negligible.
If the latter condition is weakly violated, the metasurface ap-
proaches maximum chirality in a near-lossless regime that is qual-
itatively different from the maximum-chiral absorber.

9.5.3 Exemplary design of lossless maximum chiral
filter

Realizing the formulated phenomenological conditions of loss-
less maximum chirality requires precise control over the eigen-
state coupling to free-space waves. Similarly to the design of the
maximum-chiral absorber, one can also rely here on the quasi-
BICs concept to tailor a non-degenerate spectrally isolated eigen-
state for the maximum chirality. For a particular illustration, we
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Figure 9.7. Near-lossless maximum-chiral metasurface based on pairs of identical rectangular silicon bars placed on
different facets and diverged by a small angle. Key structure parameters of the metasurface unit cell are indicated in
nanometers. Spectra of the power reflection and transmission coefficients, as well as the phases of complex reflec-
tion and transmission coefficients of circularly polarized light were obtained by FEM simulations (solid lines) and by
fitting with CMT Eqs. (9.81) and (9.83) (dotted lines). CMT parameters are: resonant wavelength 1548.4 nm, radiative
quality factor Qrad = 3687, total quality factor Q = 3673, common phase α = 0.2179 rad, and the coupling phase
δ = 0.0132 rad.

again employ the antiparallel electric-dipole BIC of pairs of dielec-
tric bars. As long as the bars are identically oriented and parallel,
the eigenstate is fully isolated from all normally incident plane
waves. Breaking the symmetry, one can precisely couple the state
to the wave continuum and transform it into a chiral quasi-BIC.

In theory, one can vertically displace every other bar again and
diverge the pairs. For better compatibility with planar fabrication
techniques, we consider rectangular bars and let them all lie on
the same plane. Turning every other bar on its side results in ef-
fective shift of the bar center of mass along the z-axis by a half
difference of the bar cross section sides, which should produce
a comparable vertical shift d of the dipole moment. Next, by di-
verging the pairs by a small angle θ , as shown in Fig. 9.7, one can
again fulfill the condition (9.76) and eliminate the coupling pa-
rameters mR and m′

R according to Eqs. (9.74) and (9.75), keeping
control over mL and m′

L according to Eq. (9.77).
To illustrate the capabilities of this design approach, we sim-

ulate using COMSOL Multiphysics polarized light transmission
and reflection by exemplary metasurface built as array of differ-
ently aligned, identical rectangular silicon bars (the refractive in-
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dex spectra taken from [85]). To minimize the background reflec-
tions, we suppose that the bars are supported by a transparent
substrate and are covered by a transparent material with the same
refractive index, i.e., they are effectively immersed in a transpar-
ent homogeneous background with the refractive index n = 1.5.
The obtained spectra of transmission and reflection of circularly
polarized waves, shown in Fig. 9.7, demonstrate that the sim-
ple model relation (9.76) provides a very accurate guidance. An-
tiparallel electric dipole BIC, arising around a wavelength of λ =
1549 nm, indeed is transformed into a chiral quasi-BIC. While the
equality |rLR| = |rRL| required by the reciprocity remains strictly
valid, the difference between the metasurface sides is determined
by a small relative vertical displacement of the bar centers and the
cross-polarized transmission coefficients remain very close too,
|tLR| � |tRL|. For the diverging angle precisely adjusted to θ = 3.7◦,
the metasurface optical chirality reaches its maximum, and the
structure indeed performs very close to the regime depicted in
Fig. 9.1(d): The main characteristic parameter of the maximum
optical chirality �T reaches a numerical value of 0.97 at the top
of the resonance, and the maximum chirality is practically loss-
less, as 97.5% of the energy of incident LCP waves is reflected. This
illustrates that a lossless maximum chirality, generally forbidden
in symmetric metasurfaces, is feasible in structures without point
symmetry elements.

To extract the actual values of the CMT phenomenological pa-
rameters, we fit the numerically obtained complex transmission
coefficients using the model Eqs. (9.81) and (9.83), see Fig. 9.7. In-
deed, the dissipation produces almost negligible effect, as the total
quality factor is practically equal to the radiative one. We also ob-
tain that the phase δ, describing the difference of coupling of light
on different metasurface sides, is fairly small.

9.6 Conclusions and outlook
As in other nanophotonic research areas, transition to the all-

dielectric platform has enabled drastic reduction of light energy
dissipation in chiral metasurfaces. Strategically even more im-
portant is that this transition facilitated rational design of artifi-
cial chirality. By adjusting optical eigenstates hosted by dielectric
meta-atoms to specific configurations, one can precisely tailor
their interaction with circularly polarized light to establish max-
imum-selective chiral regimes. Depending on the metasurface
symmetry, such regimes can be very different: mirror-symmetric
planar metasurfaces become chiral mirrors, rotationally-symmet-
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ric ones operate as maximum-chiral absorbers, while asymmetric
metasurfaces perform as lossless maximum-chiral filters.

Phenomenological CMT, describing light scattering by meta-
surfaces as excitation and irradiation of optical eigenstates, is a
very convenient tool for the rational design of chiral metasurfaces.
Fundamental restrictions imposed by the symmetry, electromag-
netic reciprocity, and time reversibility (when the absorption is
negligible) allow reducing the number of relevant phenomenolog-
ical constants in each case, and identifying the particular combi-
nations of eigenstates required for the target chiral optical func-
tionality.

Thus, a chiral helicity-preserving mirror can be realized by a
pair of eigenstates of opposite parity supported by an isotropic
half-transparent background. For a maximum chiral absorber, the
optimum path is to employ degenerate eigenstates of rotationally
symmetric metasurfaces and to tune them to chiral quasi-BICs
isolated from waves of certain circular polarization. Very peculiar
performance is achieved when a single non-degenerate eigenstate
is tuned to a chiral quasi-BIC. Then most of the chiral transmis-
sions and reflections are suppressed and the metasurface operates
as a lossless chiral filter. Certainly, several design examples consid-
ered in this chapter do not exhaust the manifold of arising oppor-
tunities as one can extend the number of relevant eigenstates, in-
troduce background anisotropy, account for more incoming/out-
going channels in diffractive setups, etc. All this can be assisted by
straightforward generalization of the theoretical background ac-
counted in Section 9.2.

Diverse intriguing possibilities emerge when flat-optical chiral
components are combined into chiral cavities supporting heli-
cal eigenmodes – standing waves with uniform chirality density.
Thus, for instance, stacks of planar mirror-symmetric metasur-
faces, selectively reflecting one circular polarization and transmit-
ting the opposite reversing its helicity, support helical Fabry–Perot
eigenstates coupled to normally incident/outgoing circularly po-
larized waves [52]. Apart from efficient generation and sensitive
detection of chiral light, such cavities expand our set of tools for
mastering chiral light-matter interaction: They open a door to chi-
ral polaritonics and chiral electromagnetic vacuum prospectively
facilitating chiral chemistry [86].

Resonant dielectric metasurfaces are capable of highly effi-
cient nonlinear light transformations: harmonic generation and
wave-mixing, accounted in Chapter 11, as well as single- and
multi-photon luminescence and lasing [87,88]. A substantial ex-
tension of the theory is required to cover the nonlinear chiral-
ity. By analogy, one can attempt to design metasurfaces operat-
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ing in maximum-chiral nonlinear regimes, i.e., those exhibiting
ultimate chiral selectivity with respect to circularly polarized in-
coming (pumping) light, or generating circularly polarized output
light, or combining both input and output selectivity in various
combinations.

Whereas excitation of highly confined eigenstates is accom-
panied by strong near-field enhancement, quasi-BICs are known
to provide metasurfaces with unprecedentedly high nonlinearity
[89]. On the other hand, the maximum chirality relies on quasi-
BICs which are fully uncoupled from light of a particular circular
polarization but can be very efficiently excited by light of the op-
posite circular polarization. Therefore, one can expect the dielec-
tric chiral quasi-BIC metasurfaces to be the optimal platform for
realizing the maximum-chiral optical nonlinearity. First reported
achievements of chiral quasi-BIC photonics [53,54] indicate huge
potential of such approach.
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10.1 Introduction
Transparent phase dielectric metasurfaces represent a cutting-

edge innovation in the field of optics, with their potential to trans-
form the landscape of optical materials and devices being im-
mense. These versatile structures consist of subwavelength di-
electric elements, which enable fine-tuned manipulation of the
phase, amplitude, and polarization of light. This remarkable con-
trol over light-matter interactions opens up a wealth of possibil-
ities for applications in various domains, from telecommunica-
tions to defense systems. In recent years, a diverse range of trans-
parent phase dielectric metasurfaces have been developed, with
each type possessing distinct properties and potential use cases.
As interest in these novel structures continues to grow, so does
the need for a comprehensive understanding of their underlying
principles, recent breakthroughs, and potential applications. This
chapter aims to provide readers with an in-depth look at these
metasurfaces, offering a detailed examination of their fundamen-
tal concepts and exploring their potential to revolutionize the field
of optics.

The chapter commences with an introduction to simple har-
monic oscillator and coupled oscillator models, which play a cru-
cial role in understanding the principles that govern the design
of transparent phase Fano dielectric metasurfaces. In later chap-
ters, we also introduce the surface equivalence principle, tempo-
ral coupled mode theory, and multipole decomposition models,
which shed light on the behavior of the subwavelength dielectric
elements that constitute the metasurfaces, allowing researchers
to pinpoint the specific resonant modes that can be excited to
manipulate light in a variety of ways. By establishing a solid theo-

All-Dielectric Nanophotonics. https://doi.org/10.1016/B978-0-32-395195-1.00015-6
Copyright © 2024 Elsevier Ltd. All rights reserved.

287

https://doi.org/10.1016/B978-0-32-395195-1.00015-6


288 Chapter 10 Transparent phase dielectric metasurfaces

retical foundation, readers will be able to better grasp the complex
interactions at play in these metasurfaces and the design prin-
ciples that enable their unique capabilities. Additionally, these
models provide valuable insights into the fundamental proper-
ties of light-matter interactions and enable researchers to make
informed decisions when selecting materials and designing meta-
surface architectures. With this foundation in place, we can delve
deeper into the design principles of different metasurface types
and gain a better appreciation of their unique characteristics and
functionalities.

We cover several types of transparent phase dielectric meta-
surfaces, including Fano metasurfaces, Huygens metasurfaces,
transverse Kerker metasurfaces, hybrid anapole metasurfaces,
and Pancharatnam–Berry phase metasurfaces. Each metasurface
type operates based on distinct principles and possesses unique
features, making them suitable for a wide array of applications. We
provide an in-depth discussion of the fundamental physics gov-
erning each metasurface, highlighting their individual strengths
and limitations. Furthermore, recent advancements in the design
and fabrication of these metasurfaces are explored, showcasing
the remarkable progress that has been made in recent years. Po-
tential applications for each metasurface type are presented, em-
phasizing their use in diverse domains such as imaging, sensing,
and communication technologies. This comprehensive analysis
will enable readers to appreciate the breadth of possibilities of-
fered by these innovative structures.

In summary, this chapter endeavors to equip readers with
a thorough understanding of the state-of-the-art in transparent
phase dielectric metasurfaces. Our goal is to inspire continued
research in this exhilarating field, ultimately contributing to the
development of novel optical materials and devices that boast
unprecedented capabilities. As a potentially revolutionary force
in the realm of optical technology, transparent phase dielectric
metasurfaces present a compelling avenue for researchers to in-
vestigate and develop groundbreaking applications that can sig-
nificantly impact numerous industries. By providing a detailed
overview of these metasurfaces, their underlying principles, and
their many potential applications, we hope to spark further inter-
est and innovation in this rapidly evolving field, paving the way for
new discoveries and advancements that will reshape the future of
optics.

10.1.1 Harmonic oscillator models
The classical theory of the response of bound and free charges

to electromagnetic waves in solids is primarily due to Hendrik
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Lorentz and Paul Drude, respectively. The electromagnetic prop-
erties of an insulator are well described by the Lorentz model, and
the Drude model is equally applicable to conductors. The Lorentz
model is that of a driven damped harmonic oscillator, where elec-
trons are bound to their respective cores by harmonic forces and
are subjected to external applied harmonic fields. On the other
hand, the basic assumption of the Drude model is that valence
electrons are free to move about like a gas of electrons. A further
assumption of the Drude model is that the ion cores are immobile
and provide a scattering mechanism for electrons so as to bring
them into thermal equilibrium. The kinetic theory of gases is then
used in the Drude model to describe the free electron gas.

Although the models of both Lorentz and Drude are phe-
nomenological – as originally derived – the Drude model may be
derived semi-classically from the Boltzmann transport equation
with approximating the collision integral with a single collision
frequency [1], or from the Kubo formula by assuming exponen-
tial decay of the current-current correlation function (relaxation
time approximation) [2]. Both the Drude and Lorentz models may
be derived from a quantum mechanical approach [3–5]. Thus the
quantum mechanical equivalent models are viewed as general-
izations of their classical counterparts [4]. Indeed since quantum
theory is first principles, it is viewed as the fundamental theory
which describes the response of atoms, molecules, liquids, and
solids to electromagnetic fields. Notably, the polarizabilities, and
therefore the permittivity and permeability, derived from quan-
tum theory is the same form shown by Lorentz in a classical
approach [4,5]. The Lorentz model therefore includes direct in-
terband transitions, with no change in k-vector, and the Drude
model includes intraband transitions as well. Therefore, the phe-
nomenological Drude and Lorentz models are more fundamental
than they initially appear, and accurately describe the proper-
ties of natural [6] and artificial materials [7,8], although in some
cases the models are extended to describe more complex materi-
als [9,10].

A Drude–Lorentz oscillator for the relative permittivity εr is
written as:

εr(ω) = ε∞ +
N∑

i=1

ω2
p,i

ω2
0,i − ω2 − iγiω

, (10.1)

where the sum is over N oscillators, ωp = √
ne2/ε0m is the plasma

frequency, ω0 is the center frequency, γ is the damping frequency,
and ε∞ are contributions to the relative permittivity that occur at
higher frequencies. The Drude portion of the response is obtained
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by setting ω0 = 0 for one oscillator with an appropriate oscillator
strength ωp, while the Lorentz terms are given by ω0 �= 0.

The classical Drude–Lorentz form, shown in Eq. (10.1), is de-
rived from a driven damped harmonic oscillator model of an
electron (mass m and charge e), bound to a nucleus. A similar
approach may be used to derive the general form of a Drude–
Lorentz–Fano oscillator by considering two coupled driven damp-
ed harmonic oscillators:

r̈1 + γ1ṙ1 + ω2
1r1 + ν12r2 = F/m1, (10.2)

r̈2 + γ2ṙ2 + ω2
2r2 + ν12r2 = F/m2, (10.3)

where ωi and γi are the center frequency, and damping frequency
of the ith oscillator (i = 1,2), F is the driving force, and ν12 is the
coupling strength. The correspondence with the Fano model here
is that Eq. (10.2) represents a resonance with coupling (ν12) to a
continuum, which is represented by Eq. (10.3). If the position vec-
tors ri and driving force F are taken to vary in time as e−iωt , then
the solutions to Eqs. (10.2) and (10.3) are:

r1 = F/m1 − ν12r2

ω2
1 − ω2 − iγ1ω

, (10.4)

r2 = F/m2 − ν12r1

ω2
2 − ω2 − iγ2ω

, (10.5)

which we can write as:

r1 = F
�2/m1 − ν12/m2

�1�2 − ν2
12

, (10.6)

r2 = F
�1/m2 − ν12/m1

�1�2 − ν2
12

, (10.7)

where �1 ≡ ω2
1 − ω2 − iγ1ω and �2 ≡ ω2

2 − ω2 − iγ2ω. The polariza-
tion is:

P = ε0χeE = ε0(εr − 1)E = −ner, (10.8)

where χe is the electric susceptibility, n is the number density, and
r = r1 + r2. Thus, substituting the position vectors from Eqs. (10.6)
and (10.7) into Eq. (10.8), and considering a driving force of the
form F = −eE, we find a form for a Drude–Lorentz–Fano oscillator
as:

εr(ω) = ε∞ + �2ω
2
p,1 − ν12ω

2
p,2

�1�2 − ν2
12

+ �1ω
2
p,2 − ν12ω

2
p,1

�1�2 − ν2
12

, (10.9)
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where ωp,i is the plasma frequency of the ith oscillator (i = 1,2),
and we have made the substitution 1 → ε∞ to match Eq. (10.1)
and for a more general model. Notice that if the coupling between
the two oscillators is zero (ν12 = 0), then Eq. (10.9) reduces to the
standard Drude–Lorentz oscillator Eq. (10.1), with N = 2.

10.2 Fano metasurfaces
In some dielectric and metallic metamaterials, the resonant

lineshape may take on an asymmetric character, which is com-
monly referred to as a Fano resonance. Fano resonances are gen-
eral and arise due to the interference between a resonance (dis-
crete state) and a background continuum [11], and experiments
in 1965 showed resulting transparency windows in the autoion-
izing spectrum of helium [12]. However, the Fano resonance is a
general phenomenon and thus can be found in numerous elec-
tromagnetic systems as well [13]. For example, although the orig-
inal lineshape was proposed to describe the photo-absorption
cross-section, the frequency (energy) dependence of the Fano res-
onance exhibits a universal form given as:

σ = (	 + q)2

	2 + 1
, (10.10)

where:

	 = 2�

γ
(ω − ω0), (10.11)

is the reduced energy, and ω0 and γ are the center frequency and
damping frequency (linewidth), respectively, of the discrete state.
It is evident that Eq. (10.10) realizes only two extrema, with a min-
ima and maxima occurring at:

ωmin = ω0 − γ
q

2�
, (10.12)

ωmax = ω0 + γ
1

2�q
. (10.13)

The parameter q is related to the inverse of the strength of the
interaction between the discrete state and the continuum, and
is termed the asymmetry parameter, which can vary from −∞ ≤
q ≤ ∞, see Fig. 10.1. The particular form of the asymmetry corre-
sponds to the energy range that the resonance (discrete state) is
coupled. For example, a line shape that dips on the low-frequency
(low-energy) side of the resonant frequency ω0 indicates the dis-
crete state interacts with a continuum at higher energies, where
the sign of q is positive, in this case – Fig. 10.1 (a). For 1/q = 0,
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a symmetric line shape is recovered – see, for example, Fig. 10.1 (b)
– where the lineshapes are increasingly more symmetric for de-
creasing values of 1/q.

Figure 10.1. Plots of the normalized frequency dependence of the Fano asymmetry parameter q for (a) positive small
values, (b) large positive and negative values, and (c) small negative values. In (b), the solid curves correspond to
positive q values, and the dashed curves to negative q . The vertical scale in (b) should be scaled ×103.

In the literature, Fano resonances in metamaterials and meta-
surfaces have also been associated with electromagnetic-induced
transparency (EIT) [14–17]. Electromagnetically induced trans-
parency is a coherent quantum phenomenon and has been ob-
served in three-level atomic systems [18]. Here, the response of an
atomic system to coherent light at a given “coupling” energy �ωc

modifies the system permitting transmission of coherent light at
a second “probe” energy �ωprobe [19,20]. There are three possible
arrangements of atomic levels which permit EIT, and are termed
Ladder, Lambda, and Vee. However, they have in common that
both ωc and ωprobe are dipole allowed states, whereas

∣∣ωprobe ± ωc

∣∣
is dipole forbidden.

Care should be given when describing resonances as “Fano”,
since many materials, optical, or scattering parameter lineshapes
naturally possess an asymmetric form as a function of frequency
or wavelength. For example, the reflection coefficient r(ω), trans-
mission coefficient t (ω), reflectivity R(ω), and transmissivity
T (ω) are all frequency-dependent scattering functions, which are
bounded, and thus may appear asymmetric. For example, R(ω)

and T (ω) are constrained to lie between 0 and 1, and thus when
there are multiple resonances with similar resonance frequencies,
the lineshape may take on an asymmetric form.

As mentioned, the Fano resonance consists of a discrete reso-
nant state coupled to a continuum. In the literature, a Fano model
was derived where F2 = 0, and assuming γ2 = 0 in Eq. (10.9), where
the approximation ν12/(ω

2
2 − ω2

1) << 1 was used [21]. Following
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reference [21], we may rewrite Eq. (10.9) (with the above assump-
tions) by defining two parameters q = (ω2

2 − ω2
1)/(γ1ω2) and a re-

duced energy 	 = q
[
(ω2

2 − ω2
1)(ω

2 − ω2
2) − ν2

12

]
/ν2

12,

εr(ω) = 1 + 	 + q

	 + i

ω2
p,1

ω2
1 − ω2

2

(10.14)

We therefore find that |εr(ω)|2 is of the same form as the Fano
equation shown in Eq. (10.10).

10.3 Huygens metasurfaces
Huygens’ principle was proposed over three centuries ago and

treats every point touched by a wave as a source itself of re-
radiating spherical waves (in the forward direction only), where
the sum of the secondary waves determines the new wavefront. In
the 19th century, Fresnel showed that Huygens’ principle, when
combined with the principle of interference, can explain wave
propagation as the interference of waves emanating from sec-
ondary sources on the wavefront, and therefore not only explained
rectilinear propagation, but also diffraction. An approximation of
both approaches is that these secondary sources have different
phases but possess unitary transmission [22]. A more rigorous for-
mulation of Huygens’ principle was introduced by Schelkunoff in
1936 and is termed the surface equivalence theorem [23]. This
theorem demonstrates that radiating fields outside an imaginary
closed surface can be obtained by placing surface electric and
magnetic-current density over the closed surface, as long as the
boundary conditions are met. Consequently, radiating fields can
be determined by the surface sources alone. In both the mi-
crowave and optical regimes, several examples have been cre-
ated and demonstrated the capability to mimic artificial surface
sources, including phased array antennas and diffractive gratings.
However, the large size of these diffractive structures can result
in strong sidelobe radiation, reducing the efficiency of Huygens’
sources for beam forming and steering, among other applications.

In recent years, metasurfaces have emerged as a promising op-
tion to create artificial surface sources. These surfaces are made
up of two-dimensional subwavelength meta-atoms that can be
modeled as effective electric and magnetic dipoles on a planar
surface. Due to the subwavelength spacing of the dipoles, the sur-
face can be homogenized as a Schelkunoff surface with spatially
varying electric and magnetic current sources. Through modifica-
tion of the geometry, material properties, and spatial arrangement
of the meta-atoms, metasurfaces enable the manipulation of sub-
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wavelength scatters to reshape the electromagnetic wavefront. For
example, when the electric and magnetic dipoles are orthogonal
and possess in-phase and matched amplitude response, as shown
in Fig. 10.2 (a), metasurfaces can exhibit unidirectional forward
radiation with significantly suppressed backscattering, effectively
achieving a transparent phase. These metasurfaces are commonly
referred to as Huygens’ metasurfaces (HMSs), which satisfy the
first Kerker condition [24,25]. Through spatially engineering the
Huygens’ meta-atoms, HMSs have demonstrated intriguing phe-
nomena for wavefront control, including anomalous refraction
[26,27], focusing [28], holograms [29], and active electromagnetic
cloaking [30,31].

We first begin with a simple analytical description of Huygens’
metasurfaces. The metasurface depicted in Fig. 10.2 (a) can sup-
port both electric and magnetic response, and therefore a linear x-
polarized incident wave (as shown) will induce electric and mag-
netic polarization with effective dipole moments px and my , given
as [32]:

1

ε0
p±

x = α̂xx
ee Ex

i ± α̂
xy
emη0H

y
i ,

η0m
±
y = ±α̂

yx
meE

x
i + α̂

yy
mmη0H

y
i , (10.15)

where ε0 is the vacuum permittivity, η0 is the wave impedance
of free space, ± indicates if the wave propagates in the +z or −z

direction, respectively, α̂xx
ee , α̂

yy
mm, α̂

xy
em and α̂

yx
me are effective (col-

lective) electric, magnetic, magneto-electric and electro-magnetic
polarizability components, which include the contributions from
the electric and magnetic interactions [33]. The latter two terms
denote the bianisotropy, which indicates that electric and mag-
netic responses can be excited by incident magnetic and electric
fields, respectively. The relationship between the collective po-
larizabilities and the individual polarizabilities are given in the
literature [32] and [34]. For linear metasurfaces, which observe
time-reversal symmetry, the bianisotropic polarizabilities obey
the Onsager-Casimir conditions with α̂

xy
em = −(α̂

yx
me)

T , where T de-
notes the transpose operation [35]. For an arrayed metasurface
with a square lattice size of a, the corresponding dipole density
is ρ = 1/a2. Under normal incidence and in the dipole limit ap-
proximation, which assumes that the response of high-order mul-
tipoles contributes negligibly, the reflection and transmission co-
efficients are [36–38]:

r± = ikρ

2
(α̂ee ∓ 2α̂em − α̂mm), (10.16)

t = 1 + ikρ

2
(α̂ee + α̂mm). (10.17)
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Figure 10.2. (a) Illustration of an equivalent Huygens’ metasurfaces with excited arrayed electric and magnetic
dipoles. (b) The scattering patterns of an electric dipole (ED), magnetic dipole (MD), electric quadrupole (EQ), and
magnetic quadrupole (MQ). (c) The scattering pattern with suppressed backward scattering realized by the combi-
nation of electric and magnetic dipoles, and (d) shows the separate scattering patterns for ED (red), MD (blue) and
ED+MD (yellow). (e) The scattering pattern with suppressed backward scattering realized by the combination of
ED+MQ, and (f) show each scattering pattern for MQ (red), EQ (blue), and EQ+MQ (yellow). (g) The scattering pat-
tern with suppressed backward scattering realized through combination of ED+MD+EQ+MQ, and (h) shows the xz

(yellow) and yz (green) cross sections.
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In the following, we drop superscripts on the polarizabilities in
order to simplify the equations. From of Eqs. (10.16), (10.17) it
can be observed that the reflection is dependent on the bian-
isotropic coefficient α̂em, while the transmission is independent
of bianisotropy, as required by the reciprocity theorem. Clearly,
when α̂em = 0, there is zero reflection full transparency from both
sides implies that no electromagnetic coupling exists in the sys-
tem. However, one-way transparency is possible for chiral and
nonreciprocal metasurfaces [33]. It has been demonstrated that
bianisotropic Huygens’ metasurfaces can be used for polariza-
tion conversion and asymmetric absorption [32,39,40]. If inver-
sion symmetry exists in the meta-atoms with respect to the wave
propagation direction, the bianisotropic coefficients can be set to
zero and the reflection from both sides is equal. Under these con-
ditions, the normal reflection and transmission coefficients read:

r = ikρ

2
(α̂ee − α̂mm), (10.18)

t = 1 + ikρ

2
(α̂ee + α̂mm). (10.19)

The top row of Fig. 10.2 (b) shows the far-field scattering cross-
section of electric and magnetic dipoles arranged as depicted in
Fig. 10.2 (a). Here, the ED and MD are matched (equal magni-
tude response) and in phase, so backward scattering in the nor-
mal direction is totally eliminated. The transmission may reach
unity with T = |t |2 = 1 under the condition of |α̂ee|2 = |α̂mm|2 =
2
kρ

Im{α̂ee}. As shown in Fig. 10.2 (c), and as the yellow curve in
Fig. 10.2 (d), where the scattering cross-section from matched
electric and magnetic dipoles is significantly suppressed in the
backward direction, leaving a prominent forward scattering. We
note that such a relation does not violate the optical theorem,
which is based on the energy conservation with the condition of
k3

6π
α†α = 1

2i
(α† −α). The optical theorem requires an integral of the

total power over the space in all directions, but the Eqs. (10.18) and
(10.19) are only valid for normally propagating waves. Fig. 10.2 (c)
demonstrates that the matched condition with α̂ee = α̂mm achieves
zero backward scattering for θ = π . However, upon closer inspec-
tion of Fig. 10.2 (d), it is evident that there is still some backward
transverse scattering (yellow curve). As the imaginary part of αee

approaches zero, both polarizabilities also approach zero, result-
ing in nearly zero radiative loss. This condition leads to the Huy-
gens’ metasurface approaching a bound state in the continuum
(BIC) with an infinite quality factor. Recently, an extreme Huygens’
metasurface was experimentally demonstrated using four ellipti-
cal cylinders arranged in a zigzag structure with mirror symmetry
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in both the x and y planes [41]. By tuning the rotation angle of
the cylinders, the electric quasi-BIC and the magnetic quasi-BIC
gradually merge together, resulting in unity transmission at reso-
nance. Additionally, by introducing fractional loss into the mate-
rial, a perfect absorber with an extremely narrow bandwidth can
be achieved [42,43].

It is important to note that Huygens’ metasurfaces are not lim-
ited to dipole-only responses. High-order multipoles have been
proposed to modify both forward and backward scattering, en-
abling the realization of Huygens’ metasurfaces with zero back-
ward scattering [44,45]. Fig. 10.2 (e) illustrates that the electric and
magnetic quadrupoles can be used to further suppress backward
scattering with better angular directivity, and Fig. 10.2 (f) shows
the scattering for MQ (red) EQ (blue) and EQ+MQ (yellow curve).
We find, however, that the transversal scattering in the backward
direction (yellow curve of Fig. 10.2 (f)) is slightly stronger than
that achieved with dipole-only responses. Backward suppression
can also be achieved by using multipoles with different orders,
as shown in Figs. 10.2 (g) and (h) through the combination of
dipoles and quadrupoles, achieving much better suppression of
backward scattering. In general, backward suppression is possible
using more complex combinations of high-order multipoles with
opposite parity [46]. In Section 10.4, we will demonstrate that in-
corporating high-order multipoles can even completely suppress
both forward and backward scattering [47].

Unity transmission with Huygens’ metasurfaces can also be
explained using temporal-coupled mode theory, which involves
placing a resonator in a two-port system that supports both sym-
metric and antisymmetric modes (i.e., even and odd modes, re-
spectively). In this scenario, the scattering matrix can be expressed
as:

S =
{

I − γ1

−i(ω − ω01) + γ1 + δ1

[
1 1
1 1

]

− γ2

−i(ω − ω02) + γ2 + δ2

[
1 −1

−1 1

]}[
r̃b t̃b

t̃b r̃b

]
,

(10.20)

where r̃b and t̃b represent the direct reflection and transmission
between the two ports without the resonator included. Addition-
ally, ω0,i (i = 1,2) is the resonant frequency of mode i, γi is the
radiative loss rate of mode i, and δi is the material loss rate of
mode i. Mode 1 and 2 correspond to the even and odd modes, re-
spectively, and the even and odd modes can be used to explain the
unity transmission achieved by Huygens’ metasurfaces. The trans-
mission and reflection coefficients for propagation in the normal
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direction are:

r = − γ1

−i(ω − ω01) + γ1 + δ1
+ γ2

−i(ω − ω02) + γ2 + δ2
,

t = 1 − γ1

−i(ω − ω01) + γ1 + δ1
− γ2

−i(ω − ω02) + γ2 + δ2
.

(10.21)

Upon comparing Eqs. (10.21) to Eq. (10.18) and Eq. (10.19), we ob-
serve that the Lorentzian response of the even mode (mode 1) de-
scribes the behavior of electric dipoles (EDs), while the Lorentzian
response of the odd mode (mode 2) contributes to magnetic
dipoles (MDs). For simplicity, we assume negligible material loss,
allowing us to set the material loss rate to zero. When the two
modes are spectrally separated, for instance, (ω02 −ω01)/ω01 = 0.15
as shown in Fig. 10.3 (a), transmission values for frequencies be-
tween ω01 and ω02 are strictly less than 1, while the reflection can
be as high as 1. As a result, the phase (blue curve in Fig. 10.3 (b)) ex-
hibits a maximum (and abrupt) phase change of π at the resonant
frequencies, as indicated by the dashed gray lines. However, as
the two modes become degenerate (i.e., ω01 = ω02), the backward
scattering from the even mode and the odd mode destructively
interfere, leading to zero reflection at the resonant frequency –
see red curve in Fig. 10.3(a). Meanwhile, the incident field cancels
out the scattering from one of the two dipoles, leaving the other
dipole radiating with unity transmission, as depicted by the solid
red curves in Fig. 10.3(a). Due to the two overlapping in-phase res-
onances in the forward direction, there is a total 2π phase change
around the resonance, as shown in Fig. 10.3(b). Complete phase
coverage allows for precise wavefront control, such as generat-
ing vortex beams, creating hologram images, and beam steering
[48–51]. Furthermore, in addition to modifying the geometry of
the meta-atoms, the transmitted phase can be adjusted by altering
the lattice size. For example, for a dielectric Huygens’ metasurface
composed of silicon nanodisks with a diameter of 534 nm and a
height of 243 nm, the phase at a wavelength of 1477 nm can vary
from 0 to 270◦ as the periodicity decreases from 975 nm to 695 nm,
while the transmittance remains close to unity [48].

The initial demonstration of Huygens’ metasurfaces was
achieved in the microwave region using stacked structures con-
sisting of metallic wires and loops, operating as effective EDs and
MDs, respectively [52–54]. However, in the infrared and visible
ranges, the plasmonic oscillation is accompanied by the signif-
icant metallic loss which inhibits the scattering efficiency [55].
Further, the stacking of multilayer nanostructures requires chal-
lenging fabricational techniques, thereby imposing a significant
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Figure 10.3. Temporal coupled mode theory of an all-dielectric Huygens’ metasurface consisting of arrayed silicon
nano-disks. (a) Transmission coefficient (solid red and blue curves) and reflection coefficient (dashed red and blue
curves) for degenerate even and odd modes (red curves) with δω = ω02 − ω01 = 0 and spectrally separated modes
(blue curves) with δω/ω01 = 0.15. For both cases shown, we use γ2/γ1 = 2. (b) The frequency dependent trans-
mitted phase for the two cases shown in (a). (c) The transmission amplitude (black curve) and phase (yellow curve)
at ω01 as a function of the detuning of resonant frequencies of the two modes of a low-loss Huygens’ metasurfaces
(�ω = ω02 − ω01). (d) The transmission amplitude (black curve) and phase (yellow curve) change near the reso-
nant frequency vs a change in the ratio of the material loss rate (δ1) to radiative loss rate (γ1) for degenerate modes
(ω01 = ω02). The radiative loss rates are assumed to be the same for both modes.

barrier to obtain high-performance devices. Dielectrics with lim-
ited material loss enable a promising route to achieve engineered
scattering with high efficiency. Studies have shown that dielec-
tric resonators, such as dielectric spheres, cylinders, and cubes,
can support electric and magnetic resonances [56–58]. The first
all-dielectric Huygens’ metasurface was experimentally demon-
strated in the near-IR range [59]. As shown in Fig. 10.4 (a), the
arrayed silicon nano-disks were patterned from a silicon-on-
insulator wafer. To mediate the extra Fabry-Pérot resonance due
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to the thick substrate, the silicon handle-wafer was removed and
the entire array was embedded in a spin-on glass, which has a sim-
ilar refractive index as the silicon-oxide layer from the wafer. The
measured transmittance at the resonance shown in Fig. 10.4 (b) is
greater than 55%, which deviates slightly from simulations due to
the fabrication tolerance. By dividing the gradient metasurfaces
into four quadrants, as shown in Fig. 10.4 (c), and incrementing
the phase by π/2 in the counterclockwise direction between sub-
sequent quadrants, a vortex beam with a phase singularity can be
clearly observed [48]. Fig. 10.4 (d) shows the reconstructed phase
of the object beam with a gradient phase change in the azimuthal
direction. In addition, gradient Huygens’ metasurfaces can be
used as beam-steering devices. By etching arrayed cylinders with
nine different radii into amorphous silicon, a linear phase gradi-
ent can be created, as shown in Fig. 10.4 (e). Fig. 10.4 (f) shows
the measured beam diffraction at a wavelength of 1340 nm with a
maximum efficiency of 63.6%.

Figs. 10.3 (a) and (b) show that the scattering amplitude and
phase are highly sensitive to the separation of the two modes. Even
a small deviation from the degeneracy of the two modes can in-
duce a significant modulation of the electromagnetic response.
Fig. 10.3 (c) demonstrates that for a low-loss Huygens’ metasur-
face, the transmission amplitude and phase at frequencies ω0 vary
as a function of the detuning of the two modes (�ω = ω02 − ω01).
By shifting the resonant frequency by ±10%, the transmission am-
plitude remains above 90%, but the phase changes by nearly 2π .
Furthermore, the additional material loss can also lead to a sig-
nificant change in the transmission amplitude [61]. For a Huy-
gens’ metasurface with degenerate modes and similar radiative
loss rates, modifying the material loss could result in a 2π phase
change, as illustrated in Fig. 10.3 (d). However, there is a tradeoff
between amplitude and phase: the amplitude is relatively small, as
the phase increases rapidly. It is worth noting that, when the mate-
rial loss rate equals the radiative loss rate, the transmission can be
completely suppressed. According to Eq. (10.21), under such con-
ditions, namely a critically coupled state, both the transmission
and reflection at the resonant frequency ω01 = ω02 become zero,
resulting in a perfect absorption state [62,63]. Unlike conventional
one-port metallic perfect absorbers with a metallic ground plane,
such an all-dielectric absorber exhibits perfect absorption from
both sides, indicating a fully zero rank of the scattering matrix S

for a two-port system. When only one of the modes achieves a
critical coupling state, the metasurface can perform as a coherent
perfect absorber, operating at the mode with coherent incidences
from both sides [64].
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Figure 10.4. (a) Oblique-view of a fabricated sample consisting of silicon disks on an SOI substrate. The disk radius is
242 nm, the height is 220 nm, and the periodicity is 666 nm. (b) Experimentally measured (red-solid line) and simulated
(black-dashed line) transmittance spectra with silicon disks embedded in the spin-on glass after the handle silicon
wafer was removed. (c) SEM image of a fabricated vortex-beam generator with silicon nanodisk diameter of 590 nm
and height of 243 nm. The phase in each quadrant is tuned by the periodicity from 695 nm for the first quadrant to
974 nm for the fourth quadrant. (d) Reconstructed phase from measured results with the gradual phase change in the
azimuthal direction and a phase singularity at the center. (e) SEM image of a fabricated beam-steering metasurface
consisting of 9 different silicon Huygens’ meta-atoms in a supercell. (f) Experimentally measured transmission angle
and efficiency as a function of the incident wavelength. (a) and (b) Reprinted with permission from ref. [59] ©2015 Wi-
ley. (c) and (d) Reprinted with permission from ref. [48] ©2015 ACS (e) and (f) Reprinted with permission from ref. [60]
©2018 ACS.

Huygens’ metasurfaces are structures that are highly sensitive
to their geometry and material loss, making them attractive for
use as active devices to manipulate electromagnetic waves. Ini-
tial prototypes of dynamic Huygens’ metasurfaces were developed
in the microwave region, using active varactors to control trans-
mission phase and amplitude [68]. In all-dielectric metasurfaces,
photodoping on semiconductors can be utilized to generate free
carriers, which can easily modify the dielectric property of meta-
atoms. However, as the excessively generated free carriers in the
semiconductors could significantly increase the material loss tan-
gent, the degeneracy of the Huygens’ metasurface is lifted because
the material dissipation rate of the odd eigenmode rises much
faster than that of the even mode, and the critically coupled state
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Figure 10.5. Examples of dynamic Huygens’ metasurfaces. (a) Experimentally measured transmission amplitude (top
panel) and phase (bottom panel) for different values of the optical fluence. The black curve shows the transmission
coefficient without photoexcitation on the silicon metasurface. The left inset in the bottom panel shows optical-pump
(red) and terahertz-probe beams incident onto the cylinders. The right inset illustrates the tunable all-dielectric Huy-
gens’ metasurface pumped by an ultrafast 800 nm beam (red), and the terahertz beam is shown in light-blue color.
(b) Electrically tunable Huygens’ metasurface operating in the near-infrared range. Top: SEM image of the fabricated
metasurface with silicon connections in between. Middle: Illustration of the working principle. The control of the
ITO permittivity is attributed to the formed electric bilayer at the solid electrolyte/ITO interface. Bottom: Measured
transmittance spectra with different applied bias voltage. (c) Top: Illustration of a multi-layer Huygens’ meta-atom
with germanium sandwiched between the phase-change material of GST, SEM image of the fabricated metasurface,
and illustration of the programmable Huygens’ metasurface spatially controlled by the illumination of ultrafast laser
pulses. Middle: Simulated transmission phase for different crystallization states of GST. Bottom: Encoded phase imag-
ing with letters: “G”, “S”, and “T”. The image is overlaid on an optical image of the metasurface. (a) Reprinted with
permission from ref. [65] ©2018 Wiley. (b) Reprinted with permission from ref. [66] ©2018 Optica (c) Reprinted with
permission from ref. [67] ©2020 Wiley.

is destroyed. As shown in Fig. 10.5a, with only 10 µJ cm−2 flu-
ence of an 800-nm ultrafast pulse incident on a terahertz dielectric
perfect absorber, the modulation depth of transmission intensity
reaches as high as 99.93%, while the transmitted phase changes
π/2 rad [65]. The gradual increase of carriers can also induce a
dynamic transition from the under-damped state (δi < γi) to the
over-damped state (δi > γi) [69]. A spatially modulated beam on
the Huygens’ metasurface could further realize a programmable
metasurface for phase-encoded imaging. An optically tunable in-
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frared Huygens’ metasurface based on the phase-change material
(PCM) of Ge3Sb2Te6 (GST) was demonstrated (see, Fig. 10.5 (c)),
in which optical pumping directly on the GST can activate a phase
transition of the GST from the amorphous state to the crystalline
state. The result is that both the electric and magnetic resonances
in the dielectric resonators exhibit a pronounced spectral shift
with increased pumping power, leading to their degeneracy and
a phase change of nearly 2π as shown in the middle panel of
Fig. 10.5 (c). With a spatially controlled pump beam incident on
the sample, a phase-encoded image operating at 3.9 µm can be
constructed. By changing the dimension of resonators around the
degenerated state, dynamic meta-lens can also be achieved [70].

In addition to optical tuning, dynamic all-dielectric Huygens’
metasurfaces can also be achieved through electrical biasing.
However, traditional electrical tuning with metallic wires and elec-
trodes can result in inherent losses. To overcome this, solid elec-
trolytes, liquid crystals, or heavily doped semiconductors can be
utilized to modify the carrier density of semiconductors without
introducing these losses [66,71,72]. By applying a bias voltage be-
tween a solid electrolyte and a conductive indium tin oxide (ITO)
thin film, as illustrated in Fig. 10.5 (b), an electric bilayer can be
created, which increases the carrier density at the interface, lead-
ing to a shift in the plasma frequency of ITO and the correspond-
ing permittivity [66]. Experimental results have demonstrated that
increasing the voltage from −10 V to 10 V can enhance the trans-
mission by about 70%.

It has been demonstrated that Huygens’ metasurface-based di-
electric transparency possesses great potential for controlling and
tailoring electromagnetic wave fronts with high efficiencies, such
as beam forming, steering, hologram, and imaging. Recently, a
highly transparent Huygens’ metasurface has been developed as
a compact 3D near-eye display for augmented and virtual reality
(AR/VR) applications [73]. By tuning the diameter of the silicon
cylinders from 150 nm to 300 nm, the metasurface exhibits a full
2π phase change at a wavelength of 680 nm while maintaining
high transmission. This display, fabricated using deep-ultraviolet
immersion photolithography, has an exit pupil of 10 mm × 8.6 mm
with over 108 active pixels and a continuous depth ranging from
0.5 to 2 m. Further tunable metasurfaces will undoubtedly open
up the potential for real-time AR/VR displays. In addition to the
optical, electric, and phase-changing strategies discussed in this
section, nonlinear and time-modulated Huygens’ metasurfaces
could also provide new routes to obtain additional functionali-
ties, such as optical limiting, parametric amplification, magnet-
less non-reciprocity, and spectral camouflage [74–76].
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10.4 Transverse Kerker metasurfaces
The interaction of light with dielectric particles of finite size

can induce oscillating electric displacement currents. These co-
herently oscillating currents act as sources that radiate electro-
magnetic waves into free space. Given that the size of the scatter-
ers is only a fraction of the operating wavelength, the characteris-
tics of the radiation are well described by Mie scattering. They can
be further described using multipole decomposition, which con-
siders the scattering fields and patterns as the result of the inter-
ference of multipoles, including dipoles, quadrupoles, octupoles,
etc. In Section 10.3, we showed that manipulating the interference
between electric dipoles (EDs) and magnetic dipoles (MDs) with
electric and magnetic polarizabilities satisfying αee = αmm can lead
to asymmetric scattering with zero backward scattering (ZBS) and
total forward scattering, also known as the first Kerker condition
[24]. This effect enables the creation of Huygens’ metasurfaces
with very high transmission efficiency and 2π full phase change.
The condition for zero forward scattering (ZFS) with αee = −αmm

is similarly named as the second Kerker condition. However, as
dictated by energy conservation and the optical theorem, the to-
tal extinction cross-section is proportional to the forward scat-
tering. Zero forward scattering would mean zeros of absorption
cross-section and scattering cross-section, which is impossible
for a passive visible scatter [77,78]. Therefore, ZFS cannot be ex-
actly zero, but nearly zero forward scattering (NZFS) can still be
supported by the combination of EDs and MDs. In addition to
demonstrating Huygens’ sources or metasurfaces [59,79], struc-
tures with directional scattering have also been experimentally
realized for antireflective coatings [80], Brewster effect [81], and
other applications.

Although Huygens’ metasurfaces have achieved unity trans-
mission and invisibility, there is still a π phase difference between
incoming and outgoing waves. For perfect invisibility, both for-
ward and backward scattering must be suppressed, and scattering
should be directed transversely. To meet these requirements, more
generalized Kerker conditions that take into account quadrupoles
and higher-order multipoles must be implemented [47]. To under-
stand the design process and inherent mechanism of transverse
Kerker metasurfaces, we begin with the Mie theory for a single
spherical particle scattering in a homogeneous environment. For
more detailed analysis, please refer to [47]. For a spherical scat-
tering, the angular distribution of the differential scattering cross-
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section can be presented as:

dσsca(θ)

d	
= 1

k2

{
cos2 ϕ|S‖(θ)|2 + sin2 ϕ|S⊥(θ)|2

}
, (10.22)

where θ andϕ are the polar and azimuthal scattering angles, re-
spectively, k is the wavevector in the surrounding environment,
S‖(θ) and S⊥(θ) are the polarized scattering field parallel and per-
pendicular to the scattering plane in the far-field zone, respec-
tively. They are given as:

S‖(θ) =
∞∑

n=0

2n + 1

n(n + 1)

[
an

dP 1
n (cos θ)

dθ
+ bn

p1
n(cos θ)

sin θ

]
, (10.23a)

S⊥(θ) =
∞∑

n=0

2n + 1

n(n + 1)

[
bn

dP 1
n (cos θ)

dθ
+ an

p1
n(cos θ)

sin θ

]
, (10.23b)

where n is the order of the multipoles (e.g., n = 1 for dipole, n = 2
for quadrupole, etc.); p1

n(cos θ) is the associated Legendre polyno-
mials of order 1; an(bn) are the complex Mie coefficients, corre-
sponding to electric (magnetic) multipoles.

To achieve transverse scattering with zero scattering in the for-
ward (θ = 0) and backward (θ = π) directions, rigorous expres-
sions for any combination of multipoles can be derived as [46,77]:

θ = 0 :
∞∑

n=0

(−1)(n+1)(2n + 1)an =
∞∑

n=0

(−1)(n+1)(2n + 1)bn, (10.24)

θ = π :
∞∑

n=0

(2n + 1)an = −
∞∑

n=0

(2n + 1)bn. (10.25)

To achieve ZFS and NZBS using only dipoles, the scattering co-
efficients must satisfy a1 = b1 and a1 = −b1. However, this con-
dition requires the phase difference to be simultaneously 0 and
±π , which is impossible for any scattering system [77]. When both
dipoles and quadrupoles are considered, from Eqs. (10.24) and
(10.25) the condition to suppress the scattering in both directions
simultaneously can be obtained as:

a1 = −5

3
b2, and b1 = −5

3
a2, (10.26)

which indicates a π phase difference between the electric (mag-
netic) dipole and the magnetic (electric) quadrupole, and a mag-
nitude ratio between them of 5/3. By substituting Eq. (10.26) into
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Eq. (10.22), we can obtain the angular distribution of the differen-
tial scattering cross section as:

dσsca(θ)

d	
∼ cos2 ϕ sin4 θ |a2|2 + sin2 ϕ sin4 θ |b2|2. (10.27)

If the condition in Eq. (10.26) is satisfied, it would result in sup-
pression of both forward and backward scattering, leaving only
transverse scattering. The transverse scattering pattern in the
x-y plane depends on the magnitude ratio of scattering coeffi-
cients between the electric quadrupoles (EQs) and the magnetic
quadrupoles (MQs), i.e., a2/b2. Figs. 10.6 (a)-(c) and (d)-(f) display
the radiation patterns with the magnitude ratio of a2/b2 = 1 and 2,
respectively. In both cases, the forward and backward scattering is
minimized. When a2/b2 = 1, the scattering in the transversal direc-
tions is isotropic as the scattering contributions from dipoles and
quadrupoles are the same. However, when a2/b2 = 2, the trans-
verse scattering in the y-direction is much smaller than that in
the x-direction due to the unequal scattering from the dipoles and
the quadrupoles. As mentioned earlier, exact FS violates the op-
tical theorem. The forward scattering can only be approximately
zero with dσ(θ)/d	 � 0. To achieve generalized Kerker condition
with nearly zero forward scattering and zero backward scattering,
a trilayer nanosphere consisting of CdTe/Si/TiO2 was proposed as
shown in Fig. 10.7a [82]. Its radiation pattern (Fig. 10.7b) is very
similar to that shown in Fig. 10.6d, but its backward scattering
is suppressed to near zero. Fig. 10.7c and d show the scattering
pattern of a nanosphere composite at ϕ = 0 and ϕ = π/2 in the
x-z plane and y-z plane, respectively. Due to the suppressed lon-
gitudinal scattering, the field is mainly scattered in the transver-
sal direction. It is clear that only NZFS and ZBS are achieved in
such a structure. In addition to the combination of four multi-
poles, transverse scattering can also be obtained with EQ and
MD only, when a1 = b2 = 0, or the combination of EDs and MQs
[83,84].

For particles with arbitrary geometry, the Cartesian multipole
decomposition method is utilized for scattering analysis. The scat-
tered electric field can be considered as a superposition of fields
from multipoles:

Esca(n) ∼= k2eik·s

4πsε0

{
[n × (p × n)] + 1

c
[m × n]

+ ik

6
[n × (n × Q̂n)] + ik

2c
[n × M̂n]

}
,

(10.28)

where n is the unit vector along the radius vector s, k is the
wavevector, c is the speed of light, p and m are the total ED (in-
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Figure 10.6. Transversal scattering with different ratios of quadrupole coefficients a2/b2. (a) shows the 3D scattering
pattern for a2/b2 = 1 and (b) and (c) show the x − y and x − z plane cross sections, respectively. For a quadrupole
ratio of a2/b2 = 2 (d) shows a 3D scattering pattern, and cross sections of the x − y and x − z planes are shown in
(e) and (f), respectively.

Figure 10.7. (a) A trilayer nanosphere consisting of CdTe/Si/TiO2 with a radii of r1 = 100 nm, r2 = 87.7 nm, and r3 =
26.3 nm, respectively. (b) The 3D radiation pattern of the nanosphere at the operational wavelength of 500 nm. (c) and
(d) show 2D radiation patterns for x − z plane with ϕ = 0, and y − z plane with ϕ = π/2, respectively. (b) Reprinted
with permission from ref. [82] ©2018 Optica.

cluding toroidal) and MD moments, Q̂ (M̂) is the EQs (MQs). For
a dielectric resonator with an arbitrary size, the exact Cartesian
multipole expressions for the induced multipole moments can be
obtained as [85]:

pα = − 1

iω

{∫
d3sJω

α j0(ks) + k2

2

∫
d3s

[
3(s · Jω)sα − s2Jω

α

]j2(ks)

(ks)2

}
,
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mα = 3

2

∫
d3s(s × Jω)α

j1(ks)

ks
,

Qαβ = − 3

iω

{∫
d3s

[
3(sβJα + sαJβ) − 2(s · Jω)δαβ

]j1(ks)

ks
,

+ 2k2
∫

d3s
[
5sαsβ(s · Jω) − s2(sβJα + sαJβ)

− r2(s · Jω)δαβ

]j3(ks)

(ks)3

}
,

Mαβ = 5
∫

d3s
{
sα(s × Jω)β + sβ(s × Jω)α

}j2(ks)

ks
, (10.29)

where α,β = x, y, z, ji(x), i = 0,1,2,3 are the spherical Bessel func-
tions, Jω(s) = iωε0(εr − 1)Eω(s) is the induced electric current den-
sity by the local electric field of Eω(s) in an object with the rela-
tive permittivity of εr . The second term in the brackets of electric
dipole moment is contributed from the toroidal dipole, which will
be discussed further in Section 10.5. We note that the first term of
pα also contributes to the toroidal dipole moment.

Assuming the dielectric scatters have rotational and inversion
symmetry, and the incident field is polarized in the x-direction,
Einc = E0,xe

ik0s , the induced polarization current Jp = (Jx,0,0)T ,
leading to non-zero multipoles being px , my , Qzx = Qxz, and Myz =
Mzy . The scattered field in the forward direction (s = (0,0,1) and
θ = 0) and backward direction (s = (0,0,−1) and θ = π) can be de-
scribed as:

E(s)+,0
sca,x � k2

4πε0

eiks

s

[
px + 1

c
my + k

6i
Qzx + k

2ic
Mzy

]
, (10.30)

E(s)−,π
sca,x � k2

4πε0

eiks

s

[
px − 1

c
my − k

6i
Qzx + k

2ic
Mzy

]
. (10.31)

Applying the transversal scattering condition to Eqs. (10.30)
and (10.31), one possible solution of the multipole moment rela-
tions for a transverse Kerker metasurface can be given as [47,86]:

px = my

c
,

Qzx

3
= Myz

c
, and px = − k

2ic
Myz. (10.32)

The first term in Eq. (10.32) corresponds to the Kerker condi-
tion for dipoles, while the second term represents the general-
ized Kerker condition with the contribution from quadrupoles
only. The last term indicates the phase difference between the
dipoles and quadrupoles. Fig. 10.8 (a) illustrates the calculated
amplitude ratios among the dipoles and quadrupoles for a sin-
gle silicon nanocubic particle with a height of 250 nm [47,86]. At
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Figure 10.8. (a) Simulated amplitudes (blue lines) and phases (red lines) of the multipole ratios from Eq. (10.32). A sili-
con nanocube with an edge length of 250 nm was used for the modeling. The arrows indicate the transverse scatter-
ing at the wavelength of 780 nm. (b), (c) Two- and three-dimensional scattering patterns at the wavelength of 780 nm.
The 3D radiation pattern of the nanosphere at the operational wavelength of 500 nm. (d) Simulated (dashed lines) and
measured (solid lines) transmission and reflection coefficients of an all-dielectric metasurface consisting of arrayed
disks. The inset shows the arranged metasurface array, where the lattice spacing is 20 mm, height of the disk is 5 mm,
and the diameter is 8 mm. The dielectric constant of the disk is ε = 23 + i0.0138. (a)-(c) Reprinted with permission
from ref. [47] ©2019 American Physical Society (d) Reprinted with permission from ref. [86] ©2019 American Physical
Society.

the wavelength of 788 nm, both the dipole and quadrupole ra-
tios are close to unity, with corresponding phase differences near
zero, as indicated by the black arrows. The phase difference be-
tween the electric dipole and the magnetic quadrupole is about
0.75π , slightly smaller than the predicted value of π . The discrep-
ancies are mainly attributed to the not perfectly suppressed for-
ward scattering, resulting from the optical theorem. Figs. 10.8 (b)
and (c) display the corresponding scattering patterns with scat-
tered waves predominantly propagating perpendicular to the in-
cident wavevector. In the forward direction, there are still some
forward scattered waves, while the backward scattering in the nor-
mal direction is suppressed. The experimental demonstration of
transverse scattering was achieved in the microwave range using
arranged ceramic disks, as shown in the inset of Fig. 10.8 (d) [86].
At the resonant frequency around fsp = 10.5 GHz, the transmis-
sion is nearly unity, and the corresponding phase is approximately
zero, indicating transparency with both amplitude and phase un-
perturbed compared to the incidence.

The optical theorem dictates that the forward scattering can-
not be completely eliminated, but it is possible to further sup-
press it by considering the scattering parity. Symmetric scattering,
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which is characterized by an even parity, is indicated by simulta-
neously zero forward and backward scattering. Hence, the scatter-
ing from magnetic dipoles (MDs) and electric quadrupoles (EQs),
which have odd parity, should be significantly reduced compared
to that from electric dipoles (EDs) and magnetic quadrupoles
(MQs). The conditions for achieving transverse scattering can be
derived from Eqs. (10.30) and (10.31) as follows:

|my

c
| ≈ 0, |kQzx

6
| ≈ 0,

px = − k

2ic
Myz.

(10.33)

With negligible scattering from MDs and EQs, transverse scat-
tering is mainly determined by the destructive interference be-
tween EDs and MQs. This method for achieving transparency was
numerically validated in an ultrathin metasurface with a silicon
nanoplate thickness of only 50 nm, which is approximately 1/21
of the operational wavelength. Due to the ultrathin cross-section,
transparency was observed at oblique incidences up to 60◦ for a
TM plane wave [83].

In summary, combining dipoles with high-order multipoles
has opened up a new avenue for controlling far-field radiation.
Theoretical analysis has shown that achieving transverse scatter-
ing is not limited to structures with inversion symmetry. In addi-
tion to regular shapes like cylinders and cubes, it is also possible
to achieve transverse scattering for particles with significant bian-
isotropy, such as conical and pyramidal particles, although the
scattering from these asymmetric particles depends on the inci-
dence direction [87]. It should also be noted that transversal scat-
tering is achievable under other types of waves, such as incidence
from a point source [88]. By placing a radiating dipole-type source
close to a dielectric antenna, the far-field radiation can be de-
flected perpendicular to the dipole moment. By modifying the ge-
ometry of the cylindrical antenna, the transverse Kerker effect can
be achieved for magnetic dipoles, electric dipoles, and even chiral
dipole emitters. Furthermore, transverse scattering phenomena
generally do not involve any absorption in the structure. How-
ever, when a dielectric metasurface that supports the transverse
Kerker effect is placed on a conductive ground plane at a specific
distance, a perfect absorption effect due to the Fabry-Pérot reso-
nances can be observed [86].
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10.5 Hybrid anapole metasurfaces
In addition to electric and magnetic multipoles, toroidal mul-

tipoles induced by poloidal currents on the surface of a torus have
been introduced as a new class of multipoles to describe elec-
tromagnetic scattering. A static toroidal dipole moment gener-
ated from a constant poloidal surface current, known as a static
anapole, can produce a static magnetic field fully confined within
a coil without any field leaking out. Zel’dovich first introduced
this static anapole in 1957 to explain parity violation in nuclear
physics [89]. However, a dynamic toroidal dipole generated from
time-varying poloidal surface currents can radiate into surround-
ing space with a field pattern replicated from an electric dipole.
Due to the same radiation patterns and parity symmetry, they are
indistinguishable in the far field. Therefore, they cannot be sep-
arated from the spherical multipole expansion, which is based
on field expansion. However, the Cartesian multipole expansion,
which is calculated from induced current sources inside the scat-
terers, can identify the contributions between electric dipoles pcar

and toroidal dipoles Tcar . In Eq. (10.29), pα represents the to-
tal electric dipole moment contributed by the Cartesian electric
dipole and toroidal dipole. As the radiation of the Cartesian elec-
tric dipole is out-of-phase with the toroidal dipole, i.e., destructive
interference between the two dipoles, the total electric dipole ra-
diation can be totally annihilated, as shown in Fig. 10.9 (a). This
state is similar to the static toroidal dipole, also called anapole. Re-
cent review articles cover detailed theoretical analyzes of anapoles
[90]. In this section, we also present some up-to-date progress on
anapoles.

To separate the Cartesian electric, magnetic and toroidal mul-
tipoles, within the subwavelength approximation, the Cartesian
electric and magnetic multipoles can be written as [92]:

pcar = − 1

iω

∫
d3s J,

mcar = 1

2

∫
d3s (s × J),

Qαβ
car = − 1

iω

∫
d3s

[
3(sβJα + sαJβ) − 2(s · J)δαβ

]
,

Mαβ
car =

∫
d3s

{
sα(s × J)β + sβ(s × J)α

}
,

(10.34)
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Figure 10.9. (a) Illustration of an anapole supported by a dielectric cylinder. The anapole is caused by the destruc-
tive interference of an electric dipole P and a toroidal dipole T . (b) and (c) show the simulated electric and magnetic
scattered near-field distribution, respectively, at a wavelength of 650 nm. (d) The Cartesian multipole decompositions
of the scattering spectra for a silicon disk with a diameter of 310 nm. Scattered fields from the two leading dipoles:
ED and TD are out of phase and cancel each other in the far field. As a result, an anapole state is obtained at a wave-
length of around 650 nm. Reprinted with permission from ref. [91] ©2015 Springer Nature.

and the corresponding toroidal multipoles are:

Tp = 1

10c

∫
d3s

[
3(s · J(ω))s − 2s2J(ω)

]
,

Tm = ik

20

∫
d3s

[
s2(s × J)

]
,

TQ
αβ = 1

14c

∫
d3s

[
4sαsβ(s · J) − 5s2(sαJβ + sβJα)

]
,

TM
αβ = ik

14

∫
d3s s2[sα(s × J)α + sβs × J)α

]
,

(10.35)

where Tp(m) is the moment for the electric (magnetic) toroidal
dipole; TQ(M)

αβ is the electric (magnetic) toroidal quadrupole.
Here, we have applied the subwavelength approximation to pα in
Eq. (10.29) with j0(ks) ≈ 1− (ks)2/6 and j2(ks) ≈ (ks)2/15. The total
electric dipole moment is:

ptotal = pCar + ikTcar. (10.36)
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Therefore, the radiated electric field in the far field from these two
types of dipoles is given as:

Esca ∼ k2
0

4πε0
n × ptotal × n (10.37)

When the Cartesian electric dipole oscillates out of phase with
the toroidal dipole such that pCar = −ikTCar , the scattered field
becomes zero, i.e., Esca = 0. As a result, the anapole mode is of-
ten associated with invisibility because the scattering from other
multipoles is negligible. Moreover, since radiation is absent, the
radiative loss can be suppressed. This implies that a high Q-
factor mode could be achievable for a low-loss or lossless oscil-
lating system. Previous studies have shown that the scatterings of
magnetic dipoles (MD), electric quadrupoles (EQ), and magnetic
quadrupoles (MQ) are very small, leading to a transmission that
is nearly unity at the high-Q anapole mode, which is known as
anapole-induced transparency [92–94].

The key to obtaining an anapole is to enhance the response
of toroidal dipoles while suppressing the response from magnetic
dipoles and quadrupoles. The microwave range has seen pioneer-
ing work investigating the anapole state on a single scatter us-
ing 4-fold and 8-fold symmetric dumbbell-shaped apertures [93].
These apertures induce strong toroidal dipole responses through
excited poloidal currents flowing around the circular aperture
edge. By altering the meta-atoms’ geometry, the induced electric
and toroidal dipoles can be balanced, leading to the observation
of two sharp peaks with high Q-factors in the transmission spectra
for each of these two structures.

Although extremely high Q-factor anapole modes have been
demonstrated on metallic metasurfaces in the microwave range,
the inherent metallic loss impedes scaling to higher frequency
ranges [95,96]. To overcome the drawback of metallic loss, high-
index dielectric materials such as silicon, GaAs, phase-change ma-
terials, and ceramics have been considered as alternatives with
great potential for use in the optical and infrared ranges. The
anapole mode on a single dielectric scatter was first observed on
a silicon disk with a diameter of 310 nm and a height of 50 nm
[91]. As shown in Fig. 10.9 (b) and (c), opposite circular displace-
ment currents are excited in the disk at the anapole wavelength,
inducing a circular magnetic moment distribution perpendicu-
lar to the disk surface. Such a circulating magnetic moment leads
to a strong toroidal dipole moment parallel to the disk surface,
as illustrated in Fig. 10.9 (a). The destructive interference of the
toroidal dipole and the electric dipole in the far field results in sig-
nificant suppression of the total scattering. Fig. 10.9 (d) shows that
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the scattering is mainly contributed by the electric and toroidal
dipoles. When the scattering spectra of these two types of dipoles
cross each other, the total scattering reaches a minimal value at
the wavelength of 650 nm, indicating destructive interference of
the two dipoles in the far field. This suppressed scattering was fur-
ther verified by a near-field scanning optical microscope (NSOM)
experiment. The anapole mode was visually observed near the
wavelength of 640 nm with a hotspot in the middle of the disk,
matching the simulation results. In addition to a single scatter, a
meta-molecular cluster comprising four dielectric cylinders can
also support a strong toroidal dipole response [97]. By placing a
matching electric dipole antenna in the center of the cluster, the
measured results with strongly suppressed scattering clearly iden-
tify the anapole mode [98]. A similar complementary design with
four holes in a silicon membrane was proposed later in the visible
range [99].

As stated in the previous section, dictated by the optical the-
orem and energy conservation, the forward scattering cannot be
perfectly diminished. While the fundamental anapole has shown
significant suppression of forward scattering, it is also possible to
further reduce the forward scattering by obtaining higher-order
anapole states, and even hybrid anapoles, which simultaneously
achieve destructive interference for the major multipoles and
their toroidal counterparts as p

(e,m)
l,car + ikT

(e,m)
l,car = 0, where p

(e,m)
car

denotes the lth order of electric (e) or magnetic (m) multipole
moments, and the corresponding electric and magnetic toroidal
moments with T e

l,car and T m
l,car . By breaking the scatter’s spherical

symmetry, hybrid anapoles are possible by tuning the two param-
eters of a cylinder [100]. A direct identification of anapoles with
different orders can be implemented using a near-field detection
method to monitor the normal component of the electric field. It
is found that high-order anapole states possess stronger energy
concentration and narrower bandwidth of the resonances [101].
Because of the significant reduction of the forward scattering, the
transmission can be close to 1. Surprisingly, the hybrid anapoles
are found to be robust against the change of inter-particle separa-
tion, disorder, and substrate [92]. For silicon resonators with a di-
ameter of 260 nm, height of 370 nm, and lattice size of 560 nm, the
scattering contributions from the dipoles and quadrupoles are re-
markably suppressed around 750 nm due to the destructive inter-
ferences of the dipoles and quadrupoles with their corresponding
toroidal multipoles, respectively. At such a hybrid anapole state,
the numerical simulation also shows that the unity transmission
can be obtained if the material loss is ignored.
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Not only can anapole states suppress the total scattered field,
but they can also lead to significant enhancement in the near field
[91,101]. The field enhancement in the anapole state has initiated
many potential applications, such as enhanced nonlinear pro-
cesses for Raman emission and harmonic generation [102–105].
The excitation of the anapole state can efficiently suppress the
elastic scattering in silicon, which minimizes the light-matter in-
teraction. However, the field enhancement at the anapole state
can significantly promote the emission at Stokes and anti-Stokes
wavelengths, leading to enhanced Raman signals with a factor of
80 for the Stokes emission compared to an unstructured Si film
[104]. Through designing single germanium nanodisks with the
anapole state at 1650 nm, the enhanced field can remarkably in-
crease the generation of the third harmonic by 4 orders of magni-
tude compared to that on an unstructured germanium film [102].
Even higher enhancement of harmonics generation was observed
on germanium nanodisks with high-order anapole states [103]. In
addition to Raman emission and high harmonic generation, the
field enhancement in anapoles can also be used for other non-
linear applications, such as nanolasing [105,106]. Patterning of a
freestanding InGaAsP membrane into arrayed split-nanodisk res-
onators permits the cancellation of the scattering due to the bal-
anced electric dipole and toroidal dipole moments at 1474.5 nm,
and enables a high quality factor Q over 200 from the experimen-
tal demonstration. Applying a pump pulse with a fluence over
10 µJ/cm3 at a wavelength of 980 nm, a sharp lasing with a peak
at 1503 nm was observed [105].

The sensitivity of the scattering to the surrounding environ-
ment in anapole states also makes them promising for refrac-
tive index sensing. However, the strong field confinement within
dielectric anapoles is often hindered by the lack of interaction
between the enhanced field and the chemicals. Recently, a plas-
monic metasurface with an anapole mode around 1340 nm was
shown to achieve a high figure of merit of 330 nm/RIU [107]. This
metasurface, consisting of a 30-nm dumbbell-perforated gold film
patterned over an array of vertical split-ring resonators, achieves
a large electric field enhancement factor of 15.2 in the gaps of the
dumbbell-perforated film. When oil with a refractive index rang-
ing from 1.3 to 1.39 is deposited on the metasurface, the resonant
wavelength shifts by 33 nm from 1435.5 nm due to the increased
sensitivity of the field to the change in refractive index in the
surrounding environment. In addition to static anapoles, the hy-
bridization of metasurfaces with active materials, such as phase
change materials Ge2Se2Te5 [108] and semiconductors [109], en-
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ables dynamic control of anapole states, which is of great interest
for applications in sensing, lasing, and optical switches.

10.6 Pancharatnam–Berry phase
metasurfaces

Pancharatnam–Berry Phase (PBP) metasurfaces have emerged
as a powerful tool for manipulating the phase of light. Unlike con-
ventional optical devices, which rely on the interaction between
light and bulk material properties, PBP metasurfaces operate by
manipulating the phase of light at a subwavelength scale, mak-
ing them much thinner and more compact than traditional ap-
proaches. The concept of geometric phase was first introduced
by Indian physicist, R. Pancharatnam [110], and Berry further
developed this concept through consideration of the adiabatic
phase in slowly varying quantum systems [111,112]. The under-
lying physics of PBP metasurfaces lies in the geometric phase,
which is an additional phase acquired by light when its polariza-
tion undergoes an evolution, which may be described as a path on
the Poincaré sphere [113,114]. For example, a polarization which
traces out a closed path on the Poincaré sphere should return to
its original state. However, even for closed paths, a Pancharatnam–
Berry phase �pb arises, which is given by half of the solid angle 	

subtended by the polarization, i.e. �pb = 	/2 [115].
In PBP metasurfaces, this geometric phase can be controlled

by the orientation of subwavelength structures on a surface [118].
When light passes through the PBP metasurface, it acquires a
phase shift that depends on the orientation of the unit-cells [119].
Through manipulation of the symmetry and orientation of these
features, PBP metasurfaces can control the polarization, phase,
and amplitude of light. The design of PBP metasurfaces typically
involves optimizing their geometry to achieve the desired phase
profile, which can be achieved through various computational
methods such as finite element simulations or rigorous coupled
wave analyzes.

PBP metasurfaces have numerous applications in fields such
as imaging, sensing, and holography [120,121]. One promising ap-
plication of PBP metasurfaces is in optical communication [122],
where researchers demonstrated the use of a PBP metasurface to
achieve quasi-perfect vortices [123]. The metasurface consisted
of an array of subwavelength elliptical resonators that were de-
signed to induce a spatially dependent transmission phase shift,
allowing light to pass through the material with minimal loss.
This technology has the potential to significantly improve the
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efficiency of optical communication systems. PBP metasurfaces
have also been used to achieve nearly any desired optical phase
element. Researchers demonstrated continuous metal gratings,
which achieve phase that is not due to optical path differences,
but rather occurs due to the geometric phase [115]. The contin-
uous nature of the grating further enables continuity of the re-
sulting field and eliminating diffraction due to discontinuities.
Since the elements are polarization sensitive, they are suitable
for applications such as optical switching, optical interconnects,
and beam splitting. The authors presented both a theoretical and
experimental study showing a Pancharatnam–Berry phase-based
diffraction grating operating at a wavelength of 10.6 µm [115]. PBP
metasurfaces also have potential in the field of nonlinear optics. In
one study, researchers used a PBP metasurface to produce diffrac-
tion orders of both second-harmonic and fourwave-mixing radi-
ation [124]. The metasurface consisted of an array of nanorods
that were designed to induce a phase shift in the second har-
monic wave, allowing for efficient second harmonic generation.
This technology has potential applications in fields such as spec-
troscopy, imaging, and quantum optics.

Prior theoretical work indicated that the cross-polarization
transmission efficiency with a single metasurface layer is bounded
by an upper limit of 25% [125]. Another limitation may arise when
using metasurfaces, since they are typically fashioned with reso-
nant elements the bandwidth is usually small and therefore lim-
ited. To address the above limitations, a different study focused
on the development of a fully controllable Pancharatnam–Berry
metasurface array using metallic split-ring resonators (SRRs),
which achieved high cross-polarized transmission of left circu-
larly polarized (LCP) and right circularly polarized (RCP) radiation
with broad bandwidth operation [116]. The authors demonstrated
a polarizing beam splitter using an array of split ring resonators
where each split ring resonators were formed into a 1×6 super-cell
where each SRR was rotated in plane – see inset to Fig. 10.10 (b).
Here, each rotated SRR was used to achieve a specific transmitted
phase of RCP or LCP with nearly constant transmitted amplitude.
Simulations indicate that for normally incident linear polarized
(LP) radiation, that two beams would emerge at −45◦ (LCP) and
+45◦ (RCP) on the other side of the metasurface. Further, for LCP
(RCP) input a RCP (LCP) beam would be transmitted.

Experiments were carried out in an anechoic chamber in the
frequency range of 8-12 GHz using two circular polarized horns
and a vector network analyzer – see Fig. 10.10 (a). In a series of ex-
periments, the authors used a normally incident input a beam of
a particular polarization (LCP, RCP, or LP) to the metasurface po-
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Figure 10.10. (a) Measurement setup of the 3D near-field scanning system in an anechoic chamber. (b) Experimen-
tally measured amplitude transmission with varying the detecting angles. (c) Microscopic image of the fabricated
metalens sample. (d) Simulated results of the cross-polarization efficiency with different widths of the ring. (e)-(f) Ex-
perimentally measured the electric field distributions varying with the optical pumping power. (a)-(b) Reprinted with
permission from ref. [116] ©2016 Springer Nature. (c)-(f) Reprinted with permission from ref. [117] ©2022 Optica Pub-
lishing Group.

larizing beam splitter, and performed 3D near-field scanning to
measure both the input and output fields. For the specific case
of a normally incident RCP wave to the metasurface polarizing
beam splitter, the authors measured an output LCP beam at an
angle of −43◦ with a maximum amplitude transmission of 80%,
as shown in Fig. 10.10 (b). The researchers efficiently manipu-
lated polarization coupling in multilayer metasurfaces to achieve
a high conversion coefficient of circularly polarized waves within
a broad bandwidth. They also demonstrate the ability to fully con-
trol the Pancharatnam-Berry phase, which enables the realization
of a polarized beam splitter with abnormal transmission and high
conversion efficiency. This technology has potential applications
in the field of optical switching, and optical interconnects.

A different study explored the option of achieving a dynamic
Pancharatnam-Berry phase with metasurfaces using photodop-
ing as an external control mechanism. The metasurfaces were
fashioned from SRRs and consisted of gold and silicon resonant
elements supported by a sapphire substrate, and the two SRRs
were aligned uniaxially. A key tuning parameter was the angle
that each formed with the array axis and also with each other,
(see Fig. 10.10 (c)), while the other geometrical parameters were



Chapter 10 Transparent phase dielectric metasurfaces 319

also carefully selected for high transmission in the THz range.
In Fig. 10.10 (c), the larger SRR is formed from silicon, while the
smaller SRR is made from gold. The width of the gold SRR is de-
noted by w2, and this geometrical parameter was used to control
the transmission of LCP light. In Fig. 10.10 (d), the simulated cross-
polarization efficiency as a function of frequency is shown across
the THz frequency range for various values of w2, as indicated by
the inset legend.

The metasurface was fabricated using a silicon-on-sapphire
wafer, and the authors used an optical pump to dynamically mod-
ify the conductivity of silicon, which permitted control of the fo-
cusing properties of the metasurface for circularly polarized light.
The fabricated metasurface is shown in Fig. 10.10 (c) and exper-
iments were conducting with both THz radiation and the optical
pump incident from the sapphire side. The THz radiation was nor-
mally incident, while the optical pump was at an angle of 25◦ with
respect to the surface normal. The wavelength of the optical pump
was chosen to 532 nm and was provide by a CW laser. The THz
radiation was continuous and linearly polarized at a frequency
of 2.52 THz, which was generated by a far infrared (FIR) laser
based on CO2 pumping of low pressure of methanol molecules.
In Fig. 10.10 (e) and (f) an image of the THz electric field is shown
for no optical pumping (e), and for a pump power of 1.71 W/m2. In
initially with zero pump power, the metasurface lens focuses at the
point x = 2 mm. However, as the pump power is increased, the sil-
icon SRR increases in conductivity, thereby adding an additional
phase to the transmitted THz radiation, causing the focus point of
the field to shift to x = −2 mm. The study has the capability to add
dynamical control to the aforementioned potential application of
Pancharatnam–Berry phase metasurfaces.

In conclusion, PBP metasurfaces are a powerful tool for ma-
nipulating the phase of light at a subwavelength scale. They have
a wide range of applications in fields such as optical communica-
tion, sensing, super-resolution imaging, holography, beam shap-
ing and steering, nonlinear optics, and color display technology.
The unique properties of PBP metasurfaces make them a subject
of intense research, and there are many exciting developments on
the horizon.
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11.1 Introduction
Photonic nanostructures have attracted much attention be-

cause they can strongly confine light and re-emit or scatter it with
the desired phase, polarization, or color. Subwavelength arrays of
such nanostructures with spatially tailored scattering are called
metasurfaces and play an important role in light manipulation,
emission, and detection. Both photonic nanostructures and meta-
surfaces have gained much attention in the past decade and have
proven their strong applicability in many applications, including
3D imaging, light detection and ranging (LiDAR) technologies, im-
age processing, and biosensing. We are currently experiencing a
large industrial interest in these technologies, with more function-
alities and applications emerging continuously.

The materials library used for the fabrication of such nanos-
tructures is also expanding. Nanostructure photonics and meta-
optics began with nanostructures fabricated from plasmon metals
[1]. Currently, however, the field is largely dominated by high-
index dielectric nanostructures that offer a larger design degree
of freedom and lower losses [2]. Several different materials have
been explored, including silicon, germanium, amorphous glasses,
III–V semiconductors, TiO2, and other metal oxides. The shapes
of the nanostructures have also evolved from the simple shapes
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of spheres [3] and cylinders [4] to free-form designs [5] and 3D
structures [6]. The common feature of all these designs is that
their functionality is always driven by the resonances excited in
the nanostructures. Most commonly studied are the Mie-type res-
onances that are a property of the individual nanoresonators and
form an electric and magnetic family of solutions [7]. However, ex-
tended lattice mode resonances can also be excited in periodic
metasurfaces, and their radiation to free space can be carefully
controlled through the concept of bound states in the continuum
(BIC) [8].

This resonant nature of the dielectric nanostructures and
metasurface implies strong field concentration inside the dielec-
tric nanostructures or in their surrounding environment. A con-
sequence of these strongly enhanced near-fields is enhancing all
kinds of nonlinear effects at modest input powers. The field en-
hancement inside these nanocavities is proportional to the res-
onances’ quality factor (Q-factor). This is the ratio between the
stored energy inside the resonator and the energy radiated or dis-
sipated inside. As an example, for Mie-resonant dielectric nanos-
tructures, the practically achievable Q-factors are of the order of
10 to 50, implying tens of times enhancement of the near field,
while the corresponding intensity is enhanced hundreds of times.
As the nonlinear effects are proportional to the nonlinear power
of the field, they can be enhanced thousands of times. The en-
hancement could be even stronger in the case of BIC resonances,
where the Q-factor can experimentally reach values from 100 to
10,000 corresponding to an enhancement of hundred of times in
the near-field. We note, however, that this increase in the near-
field is accompanied by a reduction of the spectral bandwidth.

For example, in the sum-frequency generation (SFG) process,
which is a three-wave mixing process, see Fig. 11.1, the meta-
surface (small dielectric cylinders) is designed to be resonant at
all three participating wavelengths. The nonlinear enhancement,
in this case, is proportional to the product of all three Q-factors,
Enhancement ∼ Q(ω1) Q(ω2) Q(ω3), which for the modest en-
hancement, results in 100,000 times enhancement of the SFG pro-
cess. At such enhancement rates, a thin metasurface of just a few
hundreds of nanometers can act as a 1 mm thick nonlinear crystal,
being simultaneously cheaper and potentially flexible.

In the more general case, the enhancement of the near-fields
can boost the nonlinear polarization inside the high-index dielec-
tric material. The general expression of the nonlinear polarization
in the non-perturbative regime is given by:

P = ε0(χ
(1)E + χ(2)E2 + χ(3)E3 + · · · ),
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Figure 11.1. Nonlinear processes are strongly enhanced in the presence of a res-
onant environment due to the excitation of resonances at all of the participating
wavelengths. In the example of three-wave mixing, the resonances at the three
participating waves (ω1, ω2, and ω3, green, red, and blue colors) enhance the fre-
quency conversion by a factor proportional to the product of the three Q-factors.

where E is the local electric field, χ(1) is the linear optical suscep-
tibility related to the material linear refractive index, χ(1) = n2 − 1.
χ(2) is the second-order nonlinear susceptibility, which is a third-
rank tensor, and χ(3) is the cubic nonlinear susceptibility. The se-
ries can be further expanded to higher-order nonlinear terms.

The large range of nonlinear phenomena has driven multi-
ple studies on nonlinear phenomena in dielectric nanostructures
and metasurfaces. For example, in Ref. [9] Liu et al. excited a
GaAs metasurface with two beams at different wavelengths, see
Fig. 11.2a. They observed the simultaneous generation of seven
nonlinear processes, demonstrating the power of resonant en-
hancement in the dielectric metasurface. The observed nonlinear
processes correspond to the contributions from the different non-
linear susceptibilities. The cubic-type nonlinear effects, or χ(3)

effects, see Fig. 11.2b, include third harmonic generation (THG),
four-wave mixing (FWM), and self-phase modulation (SPM). In
the case of two different input beams, one can also observe cross-
phase modulation (CPM). SPM and CPM are exemplified by the
effect of nonlinear change of the refractive index, which can oc-
cur in an ultra-fast time frame on the order of the duration of the
excitation pulse.

However, the lowest and strongest order is the second-order
nonlinear term, or χ(2) term, Fig. 11.2c. This term only exists in
materials that lack a crystalline center of symmetry, such as in
III–V semiconductors. From this nonlinear term, one can observe
the effects of up- or down-conversion. The up-conversion pro-
cesses include SFG and second harmonic generation (SHG). The
down-conversion processes include difference-frequency gen-
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Figure 11.2. Nonlinear meta-optics empower the nonlinear optical phenomena
through resonances inside the dielectric nanostructures. (a) Illustration of non-
linear dielectric metasurfaces generating seven nonlinear processes by mixing
two laser beams [9]. (b) Energy diagrams of the most studied cubic nonlinear
processes in dielectric nanostructures and metasurfaces. These include third
harmonic generation (THG), four-wave mixing (FWM), and self-phase modulation
(SPM) or cross-phase modulation, often exemplified by the effect of nonlinear
change of the refractive index. (c) Energy diagrams of the most commonly stud-
ied quadratic nonlinear processes. These include up-conversion, exemplified by
second harmonic generation (SHG) and sum-frequency generation (SFG), as well
as nonlinear down-conversion, exemplified by difference-frequency generation
(DFG) and spontaneous parametric down-conversion (SPDC). These processes
are only possible in materials with a non-centrosymmetric crystalline structure.

eration (DFG) and spontaneous parametric down-conversion
(SPDC). Importantly, such processes can allow for important ap-
plications of nonlinear dielectric nanostructures, which include
bio-sensing [10] and nonlinear imaging [11].

This chapter discusses these fundamental nonlinear processes
and their generation in dielectric nanostructures and metasur-
faces, complementing the several existing reviews in the field
[12,13]. First, we start with the third-order nonlinear processes,
covered in Section 11.2. We review the fundamental physics and
applications of such processes and review the current state of
the art. In Section 11.3, we describe the nonlinear effects arising
from second-order nonlinearity and review the recent achieve-
ments in the field. In Sections 11.2 and 11.3, the efficiencies re-
ported correspond to η = PNL/PFB , where PNL is the average
power of the nonlinear emission (NL), and PFB is the average
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power of the fundamental beam (FB). A more useful definition,
which is power independent, is the normalized efficiency de-
fined as ηnorm = PNL/P 2

FB (W−1) in the case of SHG and ηnorm =
PNL/P 3

FB (W−2) in the case of THG. However, normalized effi-
ciencies have been reported only by few recent works thus they
have has not been included here. Finally, Section 11.4 provides the
general conclusions and outlook on future development. Over-
all, this chapter demonstrates the unique properties of nonlin-
ear dielectric nanostructures and metasurfaces to enhance and
shape nonlinear emission. Namely, (i) the possibility of generat-
ing any complex output polarization from any input polarization;
and (ii) the possibility of controlling the directionality of emission,
either forward/backward or distributing the energy into different
diffraction orders. These properties are not readily available in
bulk crystals and offer unique opportunities for new applications
of nonlinear optics not possible before.

11.2 Third-order nonlinear effects in
dielectric nanostructures

In recent years, many materials, such as oxides, nitrides, and
even 2D materials, have been proposed as promising platforms
for realizing third-order nonlinear metasurfaces with strong non-
linear susceptibility χ(3) at material interfaces. Among all materi-
als, group IV materials, such as silicon (Si) and germanium (Ge),
have remained ideal candidates thanks to their large nonlinearity,
high refractive index, low ohmic losses, and CMOS compatibility.
In the past decade, Si/Ge nanostructures have been used to ex-
hibit strong Mie-type resonances of both electric and magnetic
natures in “all-dielectric nanophotonics”. Such a unique capabil-
ity has enabled complete control of the phase, amplitude, and
polarization of light beams. Since such nanostructures facilitate
strong light-matter interaction on a subwavelength scale, allowing
abrupt changes in beam parameters, they are ideal alternatives
to conventional optical elements, which rely on long propagation
distances. These advantages, together with the large third-order
nonlinearity of Si/Ge materials, have made them the primary fo-
cus for exploring nonlinear processes in recent years. It has been
shown that by employing the characteristics of various resonances
and matching them with the frequencies involved in the nonlin-
ear interaction, one can significantly enhance the nonlinear in-
teractions and subsequently use them for real-world applications,
which are discussed in the following sections.
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11.2.1 Cubic nonlinear interactions and
enhancement strategies

The third-order nonlinear tensor describes processes where
four photons simultaneously interact via a nonlinear medium. It
can be categorized into different mixing processes based on the
frequencies involved. When using three different frequencies as
the input (ω1,ω2,ω3), a nondegenerate FWM process takes place,
and four different frequencies can be generated at ω1 + ω2 + ω3,
ω1 + ω2 − ω3, ω1 + ω3 − ω2, and ω2 + ω3 − ω1. When the input con-
sists of two beams with different frequencies (ω1,ω2), a degenerate
FWM takes place, and four different new frequencies can be gen-
erated via ωFWM = 2ω1,2 ± ω2,1. One special and widely explored
case of cubic nonlinear effects is THG, where the three input pho-
tons, all with the same frequency ω1, are combined to create a
fourth one with frequency ωTHG = 3ω1. With the development of
nanotechnology and nanofabrication, various strategies based on
dielectric nanostructures have been put into practice to enhance
and shape the χ(3) nonlinear optical emissions.

Dielectric nanostructures can support various optically-in-
duced electric and magnetic resonances [2]. These resonances can
be spatially and spectrally tuned by designing the nanostructures
with special shapes and by controlling the size and other geomet-
ric parameters. The electromagnetic near-fields can be enhanced
significantly by exciting these resonances, providing a powerful
platform for enhancing the nonlinear light-matter interactions.
With the development of the meta-optics field in recent years, op-
tically resonant dielectric nanostructures have formed new build-
ing blocks to explore the χ(3) nonlinear light-matter interactions
at the nanoscale.

One of the first widely explored resonances supported by di-
electric nanostructures is the magnetic dipole (MD) resonance,
which is characterized by the circular displacement currents ex-
cited inside the nanostructures [14]. Benefiting from the large
mode volume and strong electric field penetrating inside the
nanostructures, MD resonance can substantially enhance the
third-harmonic emissions [15,16]. For example, the field confine-
ment in the vicinity of MD resonance at 1.24 µm of a Si nanodisk
leads to two orders of magnitude enhancement of the THG inten-
sity as compared to unpatterned bulk Si film. This experiments is
illustrated in Fig. 11.3a, where Fig. 11.3a.ii gives the photographic
image of the sample irradiated with the invisible beam at a wave-
length of 1.26 µm [15]. When considering the degenerate FWM
process case where the input consists of two incident beams with
different frequencies, adjusting the aspect ratio of the nanodisk
(the radius of the disk divided by the thickness of the disk) can
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spectrally control the position of two different resonances to make
them overlap simultaneously with the frequencies of the inci-
dent beams [17]. Taking the silicon Mie resonators as an example,
Colom et al. have shown that by designing silicon Mie resonators
to exhibit two resonances of strong internal electric field intensity
around the frequency range of the pumps, the FWM signal can
be enhanced by more than 2 orders of magnitude compared to
the FWM signal generated by the unpatterned silicon film [18], as
illustrated in Fig. 11.3b.

Another important feature of dielectric nanostructures is the
multipolar interference effects, that is, they can support multi-
ple resonances at the same spectral position, and the interfer-
ences between different types of electromagnetic multipoles open
new possibilities for nanoscale light manipulation. One especially
interesting case is when the interference between two different
resonances cancels their far-field radiation and realizes a non-
radiating anapole configuration. For example, by overlapping the
Cartesian electric dipole and the toroidal dipole moments, an
electric anapole state can be formed in a dielectric nanodisk [19].
Similarly, a magnetic anapole state can be formed by overlapping
the Cartesian magnetic dipole and mean radius distribution com-
ponent of the magnetic dipole [20,21]. Such anapole states can
suppress the scattering contributions in the far-field domain from
the two interfering resonances and maintain a strong near-field
distribution inside the nanostructures. In 2016, the anapole state
was employed to enhance the χ(3) nonlinear generation in Ge
nanodisks, where the THG conversion efficiency reached 0.0001%,
which is four orders of magnitude THG enhancement compared
to unstructured Ge film [22]. By combining with plasmonic ma-
terial to form hybrid nanostructures, the near-field enhancement
in the anapole state can be further improved through the spa-
tial overlap of enhanced or resonantly excited Cartesian electric
and toroidal dipole modes. For example, when placing the Si nan-
odisk surrounded by a gold ring, a THG conversion efficiency that
reaches 0.007% has been experimentally obtained [23]. Another
approach proposed by Xu et al. is to employ a metallic mirror
under the dielectric nanoresonators (Fig. 11.3c). Such a config-
uration demonstrates a giant enhancement on the near-fields at
the anapole state and can significantly boost the THG conversion
efficiency reaching 0.01% [24]. Moreover, resonant interference
effects can also be obtained by placing several nanoresonators
together to form dimers, trimers, or other oligomers [25,26]. Hy-
bridizing individual resonances from each nanoresonator can sig-
nificantly enhance the electromagnetic fields and shape the non-
linear radiation patterns. For example, using three silicon nan-
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odisks to form a trimer, the THG spectra can be reshaped by con-
trolling the distances between the nanodisks in the trimer [26], as
illustrated in Fig. 11.3d.

Another strategy to enhance the nonlinear emission is to en-
gineer the pump beam. For example, by employing structured
beam configurations, one can excite special resonances that are
not accessible under linearly polarized beam illumination [27–29].
Using a structured beam that shares the same or similar multi-
polar contents as the resonances supported by the structure, the
harmonic emission can be dramatically enhanced, as well as the
nonlinear radiations can be shaped by selectively generating dif-
ferent types of nonlinear multipoles [28,29] (Fig. 11.3e,f).

Besides individual nanostructures, where the supported reso-
nances generally possess low-Q factors and broadband responses,
metasurfaces consisting of a periodic arrangement of nanores-
onators have been designed to support different types of high-Q
resonances for enhancing χ(3) nonlinear processes [30–34]. Fur-
thermore, by combining silicon with the phase change mate-
rial Ge2Sb2Te5 (GST), forming a hybrid dielectric metasurface
that supports strong Fano resonance, dynamic control of the en-
hanced THG emission was demonstrated by tuning over the mul-
tiple phase states of GST [35,36].

In recent years, the rapidly growing field of topological photon-
ics has sparked interest in employing topological states for non-
linear light-matter interactions in dielectrics. Topological dielec-
tric metasurfaces can support backscattering-immune photonic
topological edge states with enhanced fields. In 2019, Smirnova
et al. employed nonlinear topological Si metasurfaces to realize
topology-driven localization of the enhanced THG fields and en-
able the independent, high-contrast imaging of THG from either
bulk modes or spin-momentum-locked edge states [37]. This con-
cept is illustrated in Fig. 11.3g, showing a THG image generated
from geometry-independent edge states with a silicon metasur-
face.

Bound states in the continuum (BIC) based on dielectric
nanostructures provide another promising route for enhanc-
ing and shaping nonlinear emissions. Employing the symmetry-
protected BICs supported by dielectric metasurface can signifi-
cantly enhance the THG emission [38–43]. As one example shown
in Fig. 11.3(h), by engineering the symmetry properties of the
metasurface, consisting of Si blocks arranged in a square lattice,
a quasi-BIC with a Q-factor up to 18511 can be excited under
normal pump illumination, and subsequently, such an ultrasharp
resonance can boost the THG conversion efficiency exceptionally
(Fig. 11.3h.ii).



Chapter 11 Nonlinear phenomena empowered by resonant dielectric nanostructures 337

Figure 11.3. (a) THG process and enhancement from a Si nanodisk driven by MD resonance [15]. (b) Enhanced FWM
with a doubly resonant Si nanoresonator [18]. (c) THG radiation from a mirror-enhanced anapole resonator made
by silicon nanodisk on a Gold mirror surface [24]. (d) THG process with a Si nanodisk trimer [26]. (e) Illustration of
the selective THG from Si nanodisks with structured light pump [28]. (f) THG emission from a Si oligomer excited by
an azimuthally-polarized pump [29]. (g) TH imaging and enhancement based on the geometry-independent edge
state with a topological metasurface [37]. (h) Enhanced THG emission from a Si metasurface driven by a high-Q
quasi-bound state in the continuum [38]. (i) FWM enhancement from a multi-resonant Si dimer-hole membrane meta-
surface [44].

In the case of FWM, the pump beam involves more than one
frequency. Designing a metasurface to support multiple reso-
nances with a large mode overlap area at the frequencies involved
can significantly enhance the interactions between the pump
beams and facilitate the nonlinear wave mixing process. By taking
advantage of the symmetry properties of the metasurface as well
as the multipolar resonant feature of dielectric nanostructures, Xu
et al. designed a multi-resonant membrane metasurface consist-
ing of dimer holes on a Si slab to support a strong toroidal dipole
quasi-BIC and a strong resonant response near the two wave-
lengths of the input beams at 1560 nm and 840 nm [44]. The gener-
ated visible light radiation based on the degenerate FWM process
has shown a remarkable enhancement when pumped near the
two resonances, as shown in Fig. 11.3hi.

The modeling of nonlinear interactions is usually performed
using COMSOL multiphysics, where a perturbative approach in
the frequency domain is used via two steps: first the linear re-
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sponse and electric field distribution is simulated, under pump
excitation, at the fundamental wavelength; then the induced non-
linear polarization is used as a source to simulate the light re-
sponse and generated field at the harmonic wavelength. This ap-
proach is effective when the intensity of the nonlinear emission is
low as compared to the pump intensity. However, when the con-
version efficiency is sufficiently high, the electric field amplitudes
of the nanostructures at the fundamental and harmonic wave-
lengths can become comparable. In such case, a coupled model
is employed to account for the depletion of both, nonlinear gen-
eration and pump [47]. Alternatively, the nonlinear interactions
can be simulated in the time domain using finite-difference time-
domain (FDTD) methods [48].

In general, the nonlinear interactions, e.g. THG and FWM, and
the enhancement strategies discussed above require careful mod-
eling and simulations to realize metasurfaces with the desired
properties. Today, designing metasurfaces with such capabilities
is usually achieved via continuous tuning of one or two param-
eters via brute-force simulations [24]. This slow approach results
in a random success on the output parameters of the desired res-
onances. However, deep learning approaches based on artificial
neural networks (ANNs) have recently emerged as promising al-
ternatives to designing metasurfaces that exhibit the desired op-
tical properties. Consequently, employing a deep learning algo-
rithm for the nanophotonic inverse design leads to design flexibil-
ity that can exceed the one obtained using conventional methods.
The inverse-design approach exploits a training process that en-
ables fast prediction of complex optical properties of nanostruc-
tures with intricate architectures.

Fig. 11.4 demonstrates the potential of this approach for de-
signing metasurfaces with third-order nonlinearity. However, for
the inverse design via a deep-learning approach, the following is-
sue can arise: an identical far-field electromagnetic response can
correspond to different designs. Therefore, the non-uniqueness
of the response-to-design mapping induces conflicting examples
within the training set. Subsequently, it can prevent convergence.
To avoid this issue, Xu et al. proposed an adapted model to the tan-
dem network (TN) approach, consisting of an inverse-design net-
work connected to a forward model network (see Fig. 11.4a) [45].
First, the forward model network is trained in advance, and then
the whole network is trained with fixed weights in the pre-trained
forward model network. Being trained in this way, the inverse-
design network is not constrained to produce a pre-specified de-
sign. Instead, it is free to infer any design that results in the desired
forward behavior.
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Figure 11.4. (a) The TN model’s architecture consists of an inverse-design network connected to a pre-trained for-
ward model network. X represents the input and output, which is the transmission spectra data in our case, and Y
represents the output in the middle layer, which is the structural parameters here [45]. (b) SEM image of the fabri-
cated sample with design and experimentally measured THG spectra of the samples [45].

Fig. 11.4b demonstrates an example of the double nano bars
designed via this approach and subsequently examined. The SEM
image of the fabricated metasurface is shown on the top panel of
Fig. 11.4b. In this example, the final goal was to design metasur-
faces generating TH light at 483, 500, and 517 nm; in other words,
metasurfaces with resonances at the fundamental wavelengths of
1450, 1500, and 1550 nm, respectively. The employed machine
learning approach enabled the authors to realize the exact dimen-
sions, including length, width, and separation of the bars for such
purpose. As shown in Fig. 11.4b bottom panel, the enhancement
of the THG at the desired wavelengths was achieved.

11.2.2 Applications
Many applications of linear metasurfaces, where the frequency

of the input laser does not change, have already been commercial-
ized. However, the demand for optical imaging, high-density opti-
cal storage, materials characteristics, etc., have recently driven in-
tensive research attention into the nonlinear metasurfaces where
the operating frequency changes. Fig. 11.5 demonstrates a few re-
cent applications of third-order nonlinear metasurfaces. Fig. 11.5a
demonstrates the dynamical switching of images generated by
an ultrathin silicon nonlinear metasurface [39]. The left panel
shows an experimental high-quality leaky mode formed by par-
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Figure 11.5. (a) Left: Experimentally measured linear transmission spectrum of disk-hole design. Middle and right:
Nonlinear image tuning through the designed metasurfaces by polarization tuning [39]. (b) The schematic of THG
imaging based on Si membrane metasurfaces: bi and ci are the images of the target and the metasurfaces under
white light source illumination. bii and cii are transformed visible images (at 504 nm) of the target via membrane meta-
surfaces under NIR light illumination (at 1512 nm) [49]. (c) Left: SEM image of the C-shaped Si metasurface. The inset
shows the enlarged top-view SEM image. Right: Experimentally obtained holographic images at 483 nm (top) and
417 nm (bottom) [50]. (d) Schematic diagram of third-harmonic Mie scattering (THMS) optical activity. Following illu-
mination with LCP light at wavelength λ, the intensity of THMS light (at λ/3) depends on the handedness of the CdTe
nano-helices, accompanied by Scanning electron micrographs of the left- and right-handed CdTe nano-helices, indi-
cated as �-CdTe and �-CdTe, respectively [51].

tially breaking a BIC through a disk-hole metasurface. As can be
seen in the middle and right panels, the sharp spectral features
and asymmetry of the unit cell enable tailoring the nonlinear
emissions over spectral or polarization responses.

Fig. 11.5b shows the potential of THG imaging for arbitrary ob-
jects. The near-infrared signal with frequency ω1 (λ1 = 1512 nm)
passes through the target, then is being up-converted into the vis-
ible spectrum via the metasurface, forming the target image on
the CCD camera [49]. Here the greenish color has been used to in-
dicate the nonlinear radiation frequency ωT HG (λT HG = 504 nm).
Schlickriede et al. have also demonstrated the potential of imaging
applications through third-order nonlinear metalens [46]. They il-
luminated an object, specifically an L-shape aperture, by infrared
light and recorded their generated images at the visible third-
harmonic wavelengths. Meanwhile, Gao et al. [50] have shown
nonlinear holographic metasurfaces via THG (see Fig. 11.5c). Af-
ter introducing phase changes from 0 to 2π , blue THG holograms
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have been experimentally demonstrated in Si metasurface for the
very first time. Fig. 11.5d shows how THG can be used to realize the
chirality of materials. Fig. 11.5d-left illustrates how THG conver-
sion efficiency depends on the chirality of the cadmium telluride
(CdTe) helix and the handedness of the incident circularly polar-
ized light. CdTe nano-helices were synthesized via a method used
by Ohnoutek et al. [51] to produce helicoids with a geometry ap-
proaching that of twisted ribbons (right panels of Fig. 11.5d). The
nonlinear ellipticity can be as high as 3◦ and it changes sign for �-
and �-CdTe nanohelices.

11.2.3 Time-variant metasurfaces by ultrafast index
modulation

The wave propagation in a time-variant medium was first stud-
ied by Morgenthaler in 1958; however, it received deserved atten-
tion only a few decades later [52]. Few works considering stim-
uli in different realms, ranging from magnetic to optomechani-
cal systems, have experimentally demonstrated time-variant sys-
tems [53–57]. These systems exhibit slow modulation due to the
nature of their stimuli. Ideally, an effective time-variant medium
exhibits modulation in a similar temporal scale as the optical fre-
quency in the electromagnetic field of interest. Structures with
sub-wavelength dimensions, such as metasurfaces, are ideal can-
didates for a time-variant medium, as the time-varying effect
strongly affects their scattering properties [58].

Generally, time-variant modulation has been studied in two
different media: Epsilon-near zero (ENZ) and dielectric materi-
als. Materials that exhibit an electric permittivity close to zero at
their plasma frequency are known as ENZ materials. The ENZ ma-
terials show unity order index change (�n) by inducing a static
electric field or intense optical pumping [59,60]. However, due to
their smaller than unity refractive index, ENZ materials rarely sup-
port light confinement, and therefore it is difficult to exploit their
time-variant properties. On the other hand, optical dielectric ma-
terials that support two-photon absorption and exhibit the Kerr
effect are fertile ground to exploit ultrafast and time-varying ef-
fects.

The variation of the material’s permittivity in time can be origi-
nated from dynamics involved in the photoexcitation of the mate-
rial and recombination of the electron-hole pairs. In this process,
the absorption efficiency, induced free charge carrier’s lifetime,
and carrier concentration determine the duration and degree of
this tuning mechanism. Fig. 11.6a illustrates the observation of
the time-variant effect by the pump-probe experiment. As shown
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in the left panel, the free carrier generation dynamics and the
properties of the refractive index during carrier generation can
be summarized in single or multi-photon absorption, generation
of free carriers, and the thermo-optical effect by the heat gener-
ated in the electron-hole recombination process. The material’s
third-order susceptibility (χ (3)) is associated with the two-photon
absorption (TPA), nonlinear index of refraction (Kerr effect), and
THG. Light absorption and photoexcitation is the fastest process,
usually occurring in times shorter than 100 fs. In this time window,
the electromagnetic wave is still present in the medium, leading
to a coherent flow of the electron gas. The energy of the excited
charges does not reach Maxwell–Boltzmann distribution, but is
underway to thermalization by the decay of the incident electro-
magnetic field and carrier-carrier scattering. Then, the energy of
the charge reaches the Boltzmann equilibrium and starts to lose
some energy due to electron-phonon scattering over the lifetime
of electron-hole pairs. In the end, the free carriers and gener-
ated electron-hole pairs lose their energy, recombine, and release
their energy in the system as heat. The thermo-optical effect gov-
erns the changes in the modulation of scattering properties of the
metasurface. As shown in Fig. 11.6b-c, each of these individual
processes has a different effect on the material’s refractive index
and happens at different time scales. By introducing a time delay
between the pump and probe illumination, one can study the col-
lective effect of the pump on the material [61,63].

The generalized temporal dynamics of the pulse interaction by
a pump-probe experiment are illustrated in Fig. 11.6d-i [62]. If the
delay between the probe (green) and pump (red) signals is large
enough that the excited modes (blue) by the probe have decayed
by the time of interaction, the TPA and free carrier (FC) generation
does not interfere with the optical modes, and the resonance fea-
tures retain their designed form (Fig. 11.6d and e). Suppose the
photoexcitation occurs by the pump for a short while (<carrier
lifetime) before the probe excites the optical modes in the system.
In that case, the refractive index changes, resulting from the ex-
istence of the free carriers, leading to a resonance blue shift and
reduction in the Q-factor of the resonators (Fig. 11.6f and g). If the
photoexcitation initiated by the pump occurs after the excitation
of optical modes by the probe signal, the abrupt refractive index
change perturbed the optical resonances in the metasurface, re-
sulting in the alternation of its phase and amplitude. In this case,
the modulated light interferes with the non-coupled probe pulse
input, emerging as interference fringes (Fig. 11.6h and i).

The temporal scale between the cavity mode lifetime and the
induced ultrafast effects plays a crucial role in the modulation
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Figure 11.6. a) Illustration of the ultrafast nonlinear optical process in the pump-probe experiment. The monochro-
matic pump beam interaction with the resonators results in the absorption and generation of free charge carriers,
which transforms into heat generation upon subsequential electron-hole pairs recombination process. These effects
can be investigated under broadband probe illumination. The pump wavelength can be larger or smaller than the ma-
terial’s band gap resulting in b) nonlinear and c) linear absorption. d-i) Effect of free carrier generation by a pump on
the optical modes excited by a probe signal at different temporal conditions. Reprinted from [62,63].

dynamics. If the optically induced ultrafast effects take a much
longer time than the lifetime of the cavity mode, the variation of
refractive index in the resonators is observed by the shift in the res-
onance wavelength of the system. The time-varying effect - which
is an ultrafast process - can exhibit frequency conversion. This
process occurs when the cavity mode lifetime and the variation
in refractive index caused by the ultrafast pump pulse occur on a
similar temporal scale. In this configuration, the shift in the cav-
ity mode, along with an instantaneous change in the phase of the
confined light, leads to a shift in the optical frequency of the cavity
mode. Therefore, high Q-factor optical resonators that exhibit ul-
trafast optical effects, such as the Kerr effect, are good candidates
for frequency conversion applications.

11.2.3.1 Ultrafast response of indirect band gap semiconductors
In indirect semiconductors, as the valence band maximum and

conduction band minimum are located at different momentum,
electron-hole pair generation and recombination require the as-
sistance of intermediate processes to match their momenta. As a
result, indirect semiconductors do not support efficient electron-
hole pair generation and recombination. Therefore, indirect semi-
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conductor metasurfaces have longer free-carrier recombination
times and require higher illumination intensities. However, in a
particular setting where the material is transparent to the illumi-
nation wavelength and at low fluence, indirect materials support
the sole observation of the ultrafast optical Kerr effect. This results
in an ultrafast response that only depends on the spontaneous
Kerr effect (below 30 fs in GaP), without other dynamics such as
excitation or relaxation processes playing a role [64].

A preliminary study on the effect of photoexcitation on the
scattering of Mie resonators has been done by Makarov et al. [65].
This work studies the electron-hole generation in amorphous sil-
icon nanoparticles by using 100 fs laser pulses at 790 nm cen-
tral wavelength with a repetition rate of 80 MHz. The fluence is
limited to 100 mJ/cm2 to avoid potential damage to the sample.
This work shows that the scattering cross-section and direction-
ality of the particles could be altered significantly by increasing
the pump’s fluence and electron-hole concentration (Fig. 11.7a
and b). Shcherbakov et al. first realized the time-variant behav-
ior of the dielectric metasurfaces by performing z-scan (Fig. 11.7c)
and I-scan measurements in various metasurfaces [66]. This work
investigates the self-modulating response of an amorphous sili-
con (a-Si) metasurface in a pump-probe experiment by perform-
ing I-scan measurements at different illumination intensities. At
low fluence, the metasurface normalized transmittance reduces
linearly, which indicates the presence of two-photon absorption
(TPA) in the a-Si disks. Once the fluence exceeds a limit, the
thermo-optical effect dominates the TPA effect, and the transmit-
tance curve loses its linear nature. Increasing the fluence further
results in permanent damage to the metasurface due to the heat.
In the same year, Yuanmu et al. performed the pump-probe ex-
periment on an amorphous silicon metasurface exhibiting Fano-
resonance. By surveying the time delay, the authors noticed a
sharp drop in the transmission intensity of the pump (1 kHz repe-
tition rate) that is attributed to the TPA and Kerr effect, exhibiting
490 fs switching time, which is longer compared to the 65 fs ob-
served in simple nanodisk metasurfaces (Fig. 11.7d). This longer
switching period is likely due to higher Q-factor resonances of the
structures [30]. After the thermalization of electrons, the variation
in the amorphous silicon refractive index due to the existence of
the FC gradually diminishes until all the electron-hole pairs re-
combine. This effect is shown as the lower transmission inten-
sity after the pumping and in Fig. 11.7d for pump-probe delay
> 490 fs. Pumping the metasurface with a high repetition rate of
80 MHz and an intensity up to 2 GW/cm2, resulted in continu-
ous generation and recombination of electron-hole pairs, which
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Figure 11.7. Examples of ultrafast tuning in metasurfaces. a) The simulated scattering cross section of spherical par-
ticles before and after photoexcitation by a pump signal at different fluence rates, and b) its emission directionality
[65]. c) The resonant shift of an a-Si metasurface measured in the z-scan experiment. The pump-probe experiment on
an a-Si sample with small delays shows the effect of TPA as a large drop in the transmission intensity and free carrier
generation as a small lower transmission after excitation. d) Ultrafast response of the metasurface obtained at a low
repetition rate to avoid the thermo-optical effect. e) Due to the high repetition rate (500 MHz) and pump intensity, the
thermo-optical effect has a prominent role in reducing the transmission intensity of a-Si silicon [30]. The comparison
between two similarly made metasurfaces, one is symmetrical (f), and one is asymmetrical (g). The asymmetrical
metasurfaces exhibit a much higher quality factor resonance and therefore require much lower fluence for TPA
(89 and 270 µJ/cm2) [62,68]. Reprinted from [30,62,65,66,68].

heats the structures constantly over time. Under this condition
and at longer operation periods, the change in the refractive in-
dex, via the thermo-optical effect, contributes to the resonance
shift in the metasurface and a transmission modulation of 36%
(see Fig. 11.7e).

11.2.3.2 Ultrafast response of direct band gap semiconductors
Direct semiconductors have the same momentum for the max-

imum valence and minimum conduction bands, leading to effi-
cient electron-hole pair generation and recombination. As a re-
sult, direct band gap materials at absorptive wavelengths support
a much faster modulation process caused by free carrier plasma
due to both the electron-hole pair generation and recombination
process. However, due to the higher efficiency of multi-photon ab-
sorption in direct semiconductor materials, observing solely the
Kerr effect is challenging.
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GaAs, which features a direct band gap, has been used as the
absorbing material in ultrafast and time-variant metasurfaces.
A metasurface made of this material has achieved reflectance
modulation of 0.35 and even larger linear absorption at fluences of
less than 400 µJ/cm2, with a relaxation constant < 2 ps [67,68]. This
performance largely overcomes the performance of the indirect
bandgap silicon metasurface, which has shown a small modula-
tion of 0.2 at a fluence >1 mJ/cm2, and carrier relaxation times of
∼30 ps [66] (Fig. 11.7f). As shown in Fig. 11.7g, the metasurface, ex-
hibiting high Q-factor resonance, allows the effect to be observed
at lower fluence and the resonance width to be reduced upon illu-
mination [62,69].

11.3 Quadratic nonlinear effects in dielectric
nanostructures

Quadratic nonlinear effects are governed by the second-order
nonlinear tensor χ(2). This section discusses several second-order
nonlinear processes that we classify into two categories. The first
category is SHG, a degenerate nonlinear process where two pho-
tons of the same frequency ω illuminate a nanostructure to ob-
tain an output of a single photon of frequency 2ω. The second
category corresponds to non-degenerate three-wave mixing pro-
cesses, where photons of different frequencies interact inside the
material to be up- or down-converted in frequency. In the case
of SFG, two incident photons with frequencies ω1 and ω2 inter-
act inside a nanostructure to obtain a single up-converted photon
with frequency ωSFG = ω1 + ω2. In the inverse case of SPDC, a sin-
gle photon of frequency ωSPDC illuminates the nanostructure to be
down-converted, obtaining at the output two photons with lower
frequencies ω1 and ω2, where ωSPDC = ω1 + ω2.

11.3.1 Second harmonic generation
11.3.1.1 Dielectric nanoantennas

The studies of SHG in single dielectric nanoantennas were
initiated with nanoantennas made of GaAs and AlGaAs alloys.
GaAs is a semiconductor material with a non-centrosymmetric
crystalline structure and a high value of its nonlinear suscepti-
bility (100 pm/V). In 2015, Luca et al. investigated the SHG in
AlGaAs nanoantennas by calculating the scattering efficiency and
multipolar decomposition of a single nanoantenna, as shown in
Fig. 11.8a [70]. In these calculations, the nanoantenna suspended
in the air was illuminated by an x-polarized plane wave, which
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excites several resonant peaks around the near-infrared (IR) spec-
tral range. The strongest resonance, observed at the fundamental
wavelength λFW = 1640 nm, was mainly induced by an MD res-
onance whose field distribution across the x-z plane is shown in
the inset of Fig. 11.8a. The scattering efficiency was also studied
for nanoantennas of different radii suspended on a substrate with
n = 1.6, which is equivalent to the refractive index of aluminum
oxide (AlOx). The authors found that the scattering efficiency did
not change significantly compared to the case of n = 1 (air).

Next, the SHG efficiency of the nanoantenna was calculated
and plotted as a function of λFW (see Fig. 11.8b). A maximum SHG
efficiency was observed at λFW = 1675 nm, which is 35 nm red-
shifted from the MD resonant peak. The red shift was explained
by the overlap between the resonant modes generated at the fun-
damental and second-harmonic wavelength λSHG. The nonlinear
nanoantennas proposed by Luca et al. were soon experimentally
investigated, reporting a conversion efficiency of 1.1 × 10−5 using
a fundamental beam with an intensity of I = 1.6 GW/cm2 [71].
The AlGaAs nanoantennas, fabricated on an AlOx substrate, ob-
served the excitation of an MD resonance when illuminated by a
fundamental beam at λFW = 1554 nm. Another work reported the
strong dependence between the second-harmonic polarization
of AlGaAs nanoantennas and the modes at the second-harmonic
wavelength [72]. However, most works were limited to backward
SHG due to the non-transparent substrates used in the fabrica-
tion process. Camacho et al. solved this limitation by using a novel
fabrication procedure, where AlGaAs nanoantennas were partially
embedded in a transparent layer and bonded to a glass substrate
[73]. By using this fabrication technique, both the forward and
backward SHG emission from AlGaAs nanoantennas could be in-
vestigated, as schematically shown in Fig. 11.8c. The forward and
backward SHG efficiencies were measured as a function of the di-
ameter of the nanoantennas, as shown in Fig. 11.8d. A maximum
total SHG efficiency of 8.5 × 10−5 was found for a nanoantenna
with a diameter d = 490 nm. The polarization state and radiation
pattern of the most efficient nanoantenna are shown in the inset
of Fig. 11.8d. The observed far-field doughnut radiation pattern
and the polarization state of the SHG alluded to the generation of
a radially polarized vector beam. The observed doughnut far-field
nonlinear emission with zero normal SHG was insensitive to the
geometry of the nanoantennas and hence was attributed to the
symmetry of the AlGaAs nonlinear tensor.

The characteristic doughnut far-field second-harmonic emis-
sion of AlGaAs nanoantennas [74,75] posed a serious challenge for
practical applications. The use of high numerical aperture (NA)
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Figure 11.8. a,b) Studies of AlGaAs nanoantenna (r = 225 nm and h = 400 nm) suspended in the air. a) Scatter-
ing efficiency, decomposed in magnetic dipole (MD), electric dipole (ED), magnetic quadrupole (MQ), and electric
quadrupole (EQ) contributions as a function of wavelength. Inset: schematics of the nanoantenna in the x-z plane
with the incident field and the cross-section of normalized |(E)| [70]. b) SHG efficiency as a function of the funda-
mental wavelength [70]. c) Schematic of single AlGaAs nanoantenna emitting forward and backward SHG [73].
d) Experimentally measured SHG efficiency from single nanoantennas of different diameters at λFW = 1556 nm. Blue
indicates forward radiation, red indicates backward radiation, and green indicates the sum of forward and back-
ward [73]. e) Pictorial view of the proposed AlGaAs nanodimer structure [81]. f) Numerical calculations of the SHG for
x-polarized (blue line) and y-polarized (red line) fundamental beams as a function of the nanoantennas radius with re-
spect to the SHG of the single (black line) nanoantenna [81]. g) Schematic of the SHG tunability concept. CW heating
of a nanodimer structure steers the SHG far-field emission pattern. The nanodimer consists of a triangular prism and
a cylinder of AlGaAs located on a glass substrate [85]. h) Schematic of LiNbO3 nanoantenna on aluminum (Al) sub-
strate, emitting SHG in the vacuum ultraviolet (VUV) spectral range [88]. i) Resonance wavelengths of several order
anapole modes as a function of the refractive index nd of the dielectric nanoantenna supported by an Al substrate.
The blue solid line indicates the first-order anapole mode, the green dashed line is the second-order anapole mode,
and the red dotted line is the third-order anapole mode [88]. j,k) Scanning electron microscopy (left) and schematic
(right) images of heterodimer used to investigate SHG. The heterodimer consists of gold and barium titanate (BaTiO3)
spherical nanoantennas [92].

objectives was required to collect the SHG emitted at very broad
angles, and even then, only a portion of the nonlinear emission
was collected. Different approaches were proposed to solve this
challenge, including using a tilted incident beam to excite the
nanoantennas [76]. However, this approach proved to be diffi-
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cult to implement experimentally. Sautter et al. suggested a more
practical approach using dielectric nanoantennas grown with a
different crystalline orientation to break the symmetry of the sys-
tem [77]. By using the (111) crystalline orientation, as opposed
to the commonly employed (100) crystalline orientation, nonzero
normal SHG was demonstrated in (111)-GaAs nanoantennas, to-
gether with polarization-independent SHG conversion efficiency.
Major control in the directionality of the SHG was demonstrated
when using (110)-GaAs nanoantennas, including unidirectional
SHG and all-optical switch between forward and backward SHG
[78]. Other schemes have been investigated to achieve non-zero
normal SHG, including using two adjacent nanoantennas [79] and
semi-cylindrical nanoantennas [80].

While the use of Mie resonances and, in particular, the MD res-
onance proved to enhance the efficiency of SHG, the excitation
of resonances with higher-Q factor such as the anapole states is
desirable to enable higher conversion efficiencies and major con-
trol over the SHG properties. To excite anapole-like states, Rocco
et al. utilized a pair of AlGaAs nanoantennas, also known as nan-
odimers (see Fig. 11.8e) [81]. The AlGaAs nanodimers showed im-
proved SHG efficiency compared to single isolated nanodisks, as
shown in Fig. 11.8f. The excitation of anapole-like states in single
AlGaAs nanoantennas was later demonstrated using azimuthally-
and radially-polarized vector beams, also known as cylindrical
vector beams (CVBs) [82]. The anapole-like states excited by the
incident CVBs demonstrated the enhancement of not only SHG
but also THG in single AlGaAs nanoantennas. The use of CVBs
to illuminate AlGaAs nanoantennas was later investigated to ex-
cite higher Q-factor resonances known as BIC [75]. In particular,
using an azimuthally-polarized vector beam demonstrated an im-
provement in SHG efficiency by several orders of magnitude com-
pared to radially- or linearly-polarized incidence, confirming the
high selectivity of the BIC resonances. Novel designs to improve
the efficiency and control of SHG in AlGaAs nanoantennas con-
tinue to be investigated, including double-resonant nanoanten-
nas [83,84]. However, a more interesting avenue recently inves-
tigated is the tunability of SHG [85]. Pashina et al. suggested an
AlGaAs nanodimer structure consisting of cylindrical and trian-
gular nanoantennas, as depicted in the left Fig. 11.8g. A near-IR
pulsed laser was used for SHG, while a CW visible laser simultane-
ously heated the nanodimer, as depicted in the right of Fig. 11.8g.
In their design, the resonances of the individual nanoantennas
were detuned from each other to compensate for the thermal drift
of the resonances induced by the CW laser. Reconfigured emission
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patterns were theoretically demonstrated without significant loss
of the SHG.

Although GaAs and its alloys have been the preferred plat-
form for studying SHG in dielectric nanoantennas, their applica-
tions in the visible regime are hindered by the absorption of the
III–V semiconductor material in this spectral range. Gallium phos-
phide (GaP) has been identified as an attractive alternative for
the study of second-order nonlinear processes [86,87], having a
non-centrosymmetric crystalline structure, a high refractive index
(n = 3.3), and a higher band gap than GaAs and their alloys. An-
other attractive material for generating nonlinear emission in the
visible and even the ultraviolet spectral range is the ferroelectric
material lithium niobite (LiNbO3). Although LiNbO3 has a lower
refractive index (n ∼ 2.5) than Ge, Si, and GaAs, the excitation of
Mie resonant modes can be achieved by providing a high index
contrast between the nanoantennas and the substrate [88]. With
this idea in mind, Kim and Rim demonstrated vacuum ultraviolet
(VUV) SHG from LiNbO3 nanoantennas on an aluminum sub-
strate, as shown in the schematic of Fig. 11.8h. The SHG was en-
hanced when illuminating the nanoantennas with a fundamental
beam at λFW = 351 nm via the excitation of an anapole state. Fur-
ther calculations demonstrated first-order anapole modes could
be excited in dielectric nanoantennas with a refractive index nd as
low as 1.8 (see blue curve in Fig. 11.8i) when using a near-zero-
index material substrate such as aluminum. The LiNbO3 nanoan-
tennas achieved a theoretical SHG efficiency on the order of 10−4,
the highest efficiency reported for nonlinear nanostructures at the
time. Later, LiNbO3 cube nanoantennas were experimentally in-
vestigated to enhance SHG by exciting Mie resonances [89]. Com-
pared to bulk LiNbO3, an enhancement of 107 was demonstrated
in the SHG obtained in the cube nanoantennas at a wavelength
λSHG = 360 nm. Similarly, the enhancement of SHG was inves-
tigated in LiNbO3 spherical nanoantennas excited by Mie reso-
nances [90]. The spherical nanoantennas, deposited via laser ab-
lation on a SiO2 substrate, reported an efficiency of 4.45 × 10−8

under the illumination of a fundamental beam at λFW = 750 nm
with a peak intensity I = 2 GW/cm2. The proposed excitation
of anapole states in LiNbO3 nanoantennas was experimentally
demonstrated via a near-zero index hyperbolic metamaterial sub-
strate [91]. A maximum SHG efficiency of 10−4 was achieved us-
ing a fundamental beam with an intensity of I = 11 GW/cm2 and
λFW = 565 nm.

Finally, the use of hybrid dielectric-plasmonic has also been ex-
plored to enhance SHG. Renaut et al. investigated a heterodimer
constructed by positioning gold and barium titanate (BaTiO3)
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nanoantennas next to each other as shown in the SEM im-
age (Fig. 11.8j) [92]. The electromagnetic coupling of the het-
erodimer was investigated through nonlinear second-harmonic
spectroscopy, as schematically shown in Fig. 11.8k. In the het-
erodimer, the formation of hybridized modes was observed, led
by the overlap of plasmonic and Mie resonant modes, with an
SHG enhancement of 2 orders of magnitude in the visible spec-
tral range. Other hybrid nanostructures investigated for SHG en-
hancement include gold-LiNbO3 nanoantennas [93], potassium
titanyl phosphate (KTP)-gold nanostructures [94], and GaP/gold
nanostructures [95].

11.3.1.2 Dielectric metasurfaces
Parallel to the developments in dielectric nanoantennas, di-

electric metasurfaces have also been employed in studying para-
metric second-order nonlinear emissions. Mie-resonant metasur-
faces were first investigated to enhance the SHG through GaAs
[96–98], ZnO [99], and LiNbO3 [100–102] metasurfaces. Lochner et
al. first performed studies on the polarization-dependence of SHG
by employing AlGaAs/GaAs metasurfaces (see Fig. 11.9a) [103].
Using Fourier imaging, the authors demonstrated that the SHG
is predominantly emitted into the first diffraction orders of the
metasurfaces (see Fig. 11.9b). Most importantly, they identified
the experimental conditions for which the polarization depen-
dence of the SHG efficiency is fundamentally different with re-
spect to a bulk GaAs wafer structure. Gili et al. further investigated
the SHG polarization control by engineering the fundamental
beam’s polarization state and the orientation of the nanoantennas
conforming to the AlGaAs metasurfaces [104]. The polarization
state of the SHG was also investigated in LiNbO3 metasurfaces,
where the SHG diffraction orders reported preferential emission
in the direction along the polarization of the fundamental beam
[105]. To increase the efficiency of the SHG, Fano resonances were
proposed in GaAs [106] and LiNbO3 [107] metasurfaces.

The excitation of BIC resonances in non-centrosymmetric ma-
terials was first demonstrated by Anthur et al. using GaP meta-
surfaces [108]. The unit cell of the GaP metasurfaces consisted of
elliptical nanodimers with a relative tilting angle between them
(see the gray background in Fig. 11.9c). The tilting angle breaks
the symmetry of the metasurface, thus opening a leaky channel in
the normal direction and forming a quasi-BIC resonance, demon-
strated by the high enhancement of the incident field (see inset in
Fig. 11.9d). Then, the metasurface was illuminated by a CW funda-
mental beam generating SHG (Figs. 11.9c and d) with a conversion
efficiency of 10−7, using a fundamental beam with an intensity of
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Figure 11.9. a) Schematic illustrating the excitation and emission of SHG by a GaAs metasurface [103]. b) Typical
Fourier space second-harmonic intensity distribution measured by a CCD camera, showing the zeroth diffraction or-
der in the center and the first orders in the x- and y-directions. The large dashed white circle indicates the numerical
aperture (NA) of the collecting objective [103]. c) Schematic of a GaP metasurface comprising a square lattice of
dimers formed by two elliptical cylinders with a relative tilting by an angle θ between their major axes [108]. d) SHG
power as a function of input CW pump power. Inset: Amplitude of the electric near-field distribution at the quasi-BIC
resonance in the xy-plane passing through the center of the particles [108]. e) 3D schematic of the designed etchless
LiNbO3 metasurface [110]. f) Maximum SHG efficiency as a function of the asymmetry parameter α of the L-shaped
nanopillars. Inset: definition of the asymmetry parameter α [110]. g) Idealized schematic of ZnO metasurface. Inset:
unit cell of the metasurface arranged in a hexagonal lattice [120]. h) Focusing profile of ZnO metasurface showing the
focusing spot (blue cross-section) with z = 142 µm [120].

I = 1 kW/cm2. Later work demonstrated the excitation of BIC res-
onances in GaP metasurfaces, yielding a strong enhancement of
the SHG [109]. In this work, the GaP layer was directly grown on a
sapphire substrate, tackling the problem of wafer bonding.

Due to the very low absorption of LiNBO3 in the visible to the
near-IR spectral range, LiNbO3 metasurfaces have been identified
as another attractive platform to enhance the SHG. In 2020, Yang
et al. investigated LiNbO3 metasurfaces consisting of a low refrac-
tive index polymer on top of a LiNbO3 film (Fig. 11.9e) [110]. In
the symmetry-protected BIC metasurface, the light was localized
in the LiNbO3 film, where the second-order nonlinearity of the
material was exploited. By introducing an asymmetry α into the
system (see inset of Fig. 11.9f), the symmetry-protected BICs were
degraded to quasi-BICs resonances with high Q-factors. The SHG
of the high Q-factor LiNbO3 metasurfaces was investigated, pre-
dicting an SHG efficiency of 10−3 when using a fundamental beam
with an intensity I = 30 MW/cm2. Further designs were explored
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to excite quasi-BICs in LiNBO3 metasurfaces, including tilted el-
liptical nanodimers [111], nanoantenna cones [112], and nanodisk
arrays [113].

Another platform that has gained interest in the generation of
second harmonic signals is the coupling of resonant metasurfaces
to 2D materials. In this configurations, the second-order nonlin-
earity is provided by the 2D material such as gallium selenide [114]
and transition metal dichalcogenides layers [115,116], while the
metasurface provides the resonant field enhancement required to
increase the SHG efficiency.

The potential applications of metasurfaces [9], together with
the search for tunable [117,118] and time-variant [119] metasur-
faces, have become one the main drivers in the research field of
nonlinear metasurfaces. For example, Tseng et al. recently demon-
strated nonlinear metalenses through ZnO metasurfaces [120]. In
their work, the metasurface was illuminated by a circularly po-
larized (CP) fundamental beam at 394 nm, generating an SHG
at 197 nm and simultaneously focusing on the generated VUV
light (Fig. 11.9g). Under CP excitation, the unit cell of the meta-
surfaces are required to have C3 rotational symmetry, which was
achieved by designing triangularly shaped nanoantennas (inset of
Fig. 11.9g). At the focal plane, a spot of 1.7 mm diameter was ob-
tained with a 21-fold power density enhancement as compared to
the wavefront at the metalens surface (Fig. 11.9h).

11.3.2 Non-degenerate three-wave mixing
The case when the incident waves are degenerated by fre-

quency or polarization offers rich opportunities for tailoring the
nonlinear emission in both polarization, efficiency, or spatial dis-
tribution. For example, by varying the polarization of the two
input beams, it is possible to engineer the polarization of the
generated SFG photons in the entire Poincare sphere. This idea
was demonstrated by Weissflog et al., who studied the polariza-
tion emitted from a Mie-resonant (110) GaAs nano-cylinder [121].
They showed that by varying the angle of polarization between
the signal and the idler (see Fig. 11.10a), the generated output
polarization fully circles the Poincare sphere, generating linear or
elliptically polarized SFG. These ideas can be fully generalized to
design metasurfaces of complex geometries that can generate any
output desired polarization.

Another important use of the SFG process was to demonstrate
the generation of frequencies of 3ω by mixing ω and 2ω in a non-
linear nanoresonator, see Fig. 11.10b. This mixing process was sig-
nificantly more efficient than generating 3ω through the process
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Figure 11.10. (a-c) Non-degenerate up-conversion processes. (a) Engineering of the output SFG polarization by con-
trolling the incident polarization of the input beam [121]. (b) Generation of enhanced THG by mixing the fundamental
and second harmonic waves from a nonlinear quadratic process [122]. (c) Application of the SFG process in infrared
imaging through nonlinear up-conversion in an ultra-thin metasurface [11]. (d-g) Nonlinear down-conversion process
for generation of bi-photon states. (d) SPDC generation from a nanoscale dielectric Mie-resonator [123]. (e) SPDC
from a Lithium Niobate Mie-resonant metasurface [124]. (f) High-rate SPDC from a lithium niobate high-Q metasurface
[125]. (g) High-Q GaAs metasurfaces for generating complex quantum states [126].

of THG. Finally, the SFG process is linearly proportional to the
signal beam intensity. It, therefore, allows for the up-conversion
of images, including infrared images of low intensity, by mixing
them with a plane wave but high intensity pump beam. Such
infrared image conversion opens new applications for infrared
imaging and night vision technology. This idea was pioneered by
Camacho-Morales et al., who demonstrated the conversion of im-
ages at 1550 nm to visible in a GaAs metasurface, see Fig. 11.10c.

The reversed process of SFG is the down-conversion process,
Fig. 11.2c-middle. A very important example of such a down-
conversion process is the generation of bi-photon pairs in the pro-
cess of SPDC. In this process, the bi-photons are emitted in differ-
ent directions and at different frequencies. The exact relationship
between angle and frequency is governed by the radiation pattern
of the nanoresonator or the dispersion relations of the metasur-
face. The first generation of SPDC photons from a Mie-resonant
AlGaAs nano-cylinder was performed by Marino et al. [123], see
Fig. 11.10d. This pioneering experiment demonstrated SPDC from
the smallest volume of material, though the generation rate was
only 35 Hz, requiring 24 hours of integration time. The pump fre-
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quency was also close to the band gap of the semiconductor, re-
sulting in a large background emission. The low generation rate
can be circumvented by using an array of nanoresonators in the
form of a dielectric metasurface. This concept was realized by
Santiago-Cruz et al. [124], see Fig. 11.10e using an x-cut lithium
niobate metasurface. They demonstrated over 100 times SPDC en-
hancement in the Mie-resonant compared to the plane film.

To increase the rate of the SPDC emission, Zhang et al. uti-
lized a high-Q lithium niobate metasurface based on guided wave
resonance grating operating at the quasi-BIC condition [125], see
Fig. 11.10f. The photon-pair rate was strongly enhanced by 450
times, as compared to unpatterned films because of high-Q res-
onances of this metasurface. The high rate and good coincidence
to the accidental ratio of these measurements allowed for estimat-
ing the entanglement of the emitted bi-photons. By estimating the
Cauchy-Schwarz inequality, it was found that the emitted pho-
tons are non-classical with a strong degree of entanglement. In
a similar approach, using quasi-BIC modes in GaAs metasurface,
Santiago-Cruz et al. [126] demonstrated a boost of the emission of
nondegenerate entangled photons within multiple narrow reso-
nance bands and over a wide spectral range. A single resonance or
several resonances in the same sample, pumped at multiple wave-
lengths, could generate multifrequency quantum states, includ-
ing cluster states. These features reveal metasurfaces as versatile
sources of complex states for quantum state sources.

11.4 Conclusions and outlook
In summary, this chapter describes the fundamental physics

of nonlinear processes in dielectric nanostructures and metasur-
faces. It highlights the important advantages coming from the res-
onant properties of such nanostructures. In addition to a versatile
light manipulation in the linear regime, they pave the way to ac-
cess and enhance the nonlinear properties in the subwavelength
regime, allowing the design of the thinnest structures with the
strongest nonlinear response. It can be achieved by tuning the ge-
ometrical and/or material properties of the nanostructures. The
ability to control resonant modes excitations of both electric and
magnetic origin offers unprecedented opportunities for nonlinear
wavefront shaping.

In the chapter, we review the recent advances in the field
and highlight the important applications. These include the cubic
nonlinear phenomena of THG and FWM, which can be dramati-
cally enhanced in resonant nanostructures. In addition, we review
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the phenomena of ultra-fast index modulation of such nanostruc-
tures, leading to new phenomena of space-time modulated meta-
surfaces. We further discuss the effects arising from the quadratic
nonlinear response of the material and include important effects,
including SHG and SFG. These effects open new opportunities for
novel light sources and infrared imaging.

Outlook

Importantly, the associated near-field enhancement might
lead to strong light-matter interaction in the subwavelength struc-
tures, leading to a number of new effects, such as Rabi splitting,
high-harmonic generation, ultra-short pulses, etc. Importantly,
resonant magnetic modes might lead to a new direction in non-
linear optics, exploring magnetic-type nonlinearities, which are
not studied well so far. Despite the clear advantages, there are
still some open challenges, such as improving the conversion ef-
ficiencies of various nonlinear processes. In addition to resonant
modes excitation, there is a possibility to separately control the
fundamental and second- or third-harmonic scattering efficiency,
allowing to trap the near-field excitations in the nanostructures at
various frequencies. In addition to enhanced quantum effects, it
might lead to improved sensing and catalytic effects.

Here, we covered the most recent progress and advances in
the field of nonlinear dielectric nanostructures and highlighted
the important applications, such as frequency conversion, light
sources, optical sensing, nonlinear holograms and imaging, en-
tangled photons generation, and catalytic effects. We believe that
this emerging field will grow significantly in the near future and
will offer even more exciting applications in biomedical imaging,
optical communications, and quantum computing.
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12.1 Theoretical concepts
12.1.1 Purcell factor enhancement

Enhancing light-matter interactions is of great relevance for a
wide range of applications, including sensing, surface enhanced
spectroscopy, solar energy harvesting, or quantum effects such as
nonlinear frequency generation or spontaneous and stimulated
emission. Over the last years, several configurations have been
proposed to enhance the emission of quantum emitters. In par-
ticular, with the development of nanotechnology, the possibility
of using optical antennas to increase the emission rate of different
emitters has been demonstrated, see [1] and references therein.

It was established by E. M. Purcell in the 1940s that the sponta-
neous emission of an emitter can be increased by engineering the
photonic environment where the emitter is located [2]. The Pur-
cell factor measures the local density of optical states (LDOS) at
resonance. LDOS can be expressed in terms of the Green’s func-

tion tensor
↔
G [3].

Considering a two-level quantum emitter located at position
r0, and weakly coupled to an antenna, its decay rate, according to
Fermi’s Golden Rule is given by:

� = πω

3�ε0
|〈g|p̂|e〉|2ρp(r0,ω), (12.1)
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where 〈g|p̂|e〉 is the transition dipole moment between the excited
state |e〉 and the ground state |g〉 of the emitter. ω corresponds to
the transition frequency, � is the reduced Planck’s constant, ε0 is
the vacuum dielectric permittivity, and ρp represents the partial
LDOS, which is expressed as:

ρp(r0,ω) = 6ω

πc2 [np · Im{↔G(r0, r0,ω)} · np], (12.2)

where np is a unit vector along the direction of the dipole p.
The Green’s function can be related to the electric field E at the

observation point r generated by a dipole p located at r0 as follows:

E(r) = 1

ε0

ω2

c2

↔
G (r0, r0,ω)p. (12.3)

To obtain the total LDOS, it is necessary to average the partial
LDOS over all the possible orientations of the dipole:

ρ(r0,ω) = 〈ρp(r0,ω)〉 = 2ω

πc2
Im{Tr[↔G (r0, r0,ω)]}, (12.4)

where Tr denotes the trace of a matrix.
By inspection of the previous equations, it can be inferred that

the LDOS takes into account the changes in the medium where
the emitter is located by means of the Green’s function of the sys-

tem
↔
G. This suggests that, by changing the LDOS, it is possible to

increase or decrease the spontaneous emission rate of the emitter
[4].

In free space (i.e., in the absence of an antenna), the partial
LDOS (Eq. (12.5)) and the emitter decay rate (Eq. (12.6)) can be
expressed as:

ρp = ω2

π2c3
, (12.5)

�0 = ω2|〈g|p̂|e〉|2
3πε0�c3

. (12.6)

So far, a quantum mechanical description has been used for a
two-level system. However, it is possible to relate this theory to its
classical counterpart. In fact, the two-level system can be replaced
by a dipole [3].

The power dissipated by a classical dipole is given by:

P = ω

2
Im{p∗ · E(r0)}. (12.7)

Taking into account Eq. (12.3), the power dissipated by the
dipole is related to the Green’s function through the following ex-
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pression:

P = πω2

12ε0
|p|2ρp(r0,ω). (12.8)

The ratio between the emission rate of the dipole in presence and
absence of the antenna is known as the Purcell factor:

P

P 0 = ρp(r0,ω)
π2c3

ω2 , (12.9)

with P 0 given by:

P 0 = |p|2ω4

12πε0c3
, (12.10)

where c is the speed of light in vacuum.
The power in Eq. (12.8) accounts both radiative and non-

radiative channels, the latter mainly being dissipated into heat.
In the far-field, only the radiated power can be measured. In addi-
tion, the non-radiative power can be detrimental to many differ-
ent applications [5]. For these reasons, to enhance the emission of
a quantum emitter that can be collected in the far-field, not only
it is necessary to increase the Purcell factor, but the ratio between
the radiative and non-radiative power must also be considered.
This ratio is known as the radiation efficiency:

εrad = Prad

P
= Prad

Prad + Pnr
. (12.11)

The efficiency of the emitter in the absence of the antenna is
known as the intrinsic quantum yield. It is a property of the emit-
ter and is given by:

ηi = P 0
rad

P 0
rad + P 0

nr
. (12.12)

Considering the intrinsic quantum yield, the radiation efficiency
is given by:

εrad =
Prad
P 0

rad
Prad
P 0

rad
+ Pantenna nr

P 0
rad

+ [1−ηi ]
ηi

. (12.13)

The antenna gives rise to an enhancement of LDOS at the emis-
sion wavelength, thus decreasing the radiative lifetime. While for
inefficient emitters this may produce a relevant enhancement of
quantum yield and of the radiative power density, for efficient
emitters (ηi = 1), in the weak excitation regime, the antenna can-
not further enhance the quantum yield and may even decrease
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it by introducing some losses. Nevertheless, a high Purcell fac-
tor is still desired to accelerate the emission process. Moreover,
for resonant pumping, the antenna can produce an excitation en-
hancement, generating an increase in the radiated power density
[6].

To enhance the emission of the quantum emitter, both a large
Purcell factor FP and a large radiation efficiency εrad are required.
For the case of emission through a single channel, it was demon-
strated that the Purcell factor can be expressed as [4]:

FP = 3

4π2 λ3 Q

Ṽ
, (12.14)

where Q corresponds to the quality factor, which measures the
lifetime of a photon in the cavity in units of optical cycles, λ is the
wavelength, and Ṽ is the effective mode volume, which can be ex-
pressed in the low-loss approximation as [4]:

Ṽ =
∫

ε(r)|E(r)|2dṼ

max(ε(r)|E(r)|2) . (12.15)

For the case of lossy/open systems, Eq. (12.15) is not valid. In fact,
it was demonstrated that, for plasmonic nanocavities, the mode
volume takes complex values [7,8]. In these cases, to evaluate Ṽ

the electromagnetic field must be expressed by a superposition of
quasi-normal modes (QNMs) [9].

In order to attain large values of the Purcell factor or, equiv-
alently, of the LDOS, it is required that the photonics systems
are able to strongly concentrate the light both spatially and spec-
trally. This suggests that photonic systems with high Q-factor and
small Ṽ are necessary. To fulfill this objective, different configura-
tions, including all-dielectric oligomers, all-dielectric nanoholes,
cuboid arrays, and metasurfaces of broken symmetry dielectric
resonators among others, have been proposed [10–14].

12.1.2 Photoluminescence emission enhancement
Photoluminescence (PL) emission of quantum emitters can be

modified by coupling them to resonant optical nanostructures
such as metasurfaces. Fluorescence is a particular form of PL pro-
cess in which quantum emitters, such as molecules, quantum
dots, etc., can be excited by absorbing a photon at a certain wave-
length and later decay by spontaneously emitting a photon at usu-
ally a longer wavelength, or by non-radiative decay mechanisms,
such as conversion of energy to phonons [15].
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The fluorescence count rate of a single emitter such as a point
electric dipole pem located at the position rem from a nanostruc-
ture can be defined by four factors as [16]:

I (rem, pem,ωexc,ωem) ∝ �exc(rem, pem,ωexc) · ηQY(rem, pem,ωem)

· ηext(rem, pem,ωem) · ηcoll(rem, pem,ωem).

(12.16)

The first term refers to the excitation rate, which can be en-
hanced by the nanostructure due to its capability to confine the
excitation field. The excitation rate enhancement for pem placed
at rem is:

�exc(rem, pem,ωexc)/�0
exc = |E(rem, pem,ωexc)|2/|E0|2, (12.17)

where �0
exc is the excitation rate of the emitter in free space,

|E0| and ωexc are the amplitude and frequency of the excitation
field, respectively, and E(rem, pem,ωexc) is the local electric field
strength at the position rem. Therefore, a nanostructure with the
proper geometry provides local field enhancement of the excita-
tion pump intensity. This assumption only stands for the weak
excitation regime, where the PL signal is proportional to the ex-
citation pump power.

The intrinsic quantum yield of the emitter as a function of de-
cay rates can be expressed as:

η0
QY = �0

rad/(�0
rad + �0

i ). (12.18)

�0
rad is the radiative decay rate of the emitter where a pho-

ton at the Stokes shifted frequency ωem will be emitted during
the decay process, and �0

i is the decay rate corresponding to the
intra-molecular dissipation without the emission of a photon. Af-
ter coupling to the nanostructure, based on Fermi’s golden rule
(Eq. (12.1)), the decay rate of the emitter (�), which includes both
radiative �rad and non-radiative �nr decay rates, is modified. The
quantum yield in the presence of the nanostructure ηQY, the sec-
ond factor in Eq. (12.16), can be expressed as:

ηQY = �rad/(�rad + �nr + �0
i ). (12.19)

The third factor in Eq. (12.16) is the extraction efficiency.
It takes into account the fraction of the emitted photons that
can escape the nanostructure and couple to free space [17].
ηext(rem, pem,ωem) can be defined as the ratio of the power radi-
ated by the emitter to free space P out

rad to the total power radiated
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by the emitter:

ηext(rem, pem,ωem) = P out
rad /Prad, (12.20)

where P out
rad can be calculated as:

P out
rad =

∫∫
S(r,ωem) · dA, (12.21)

which indicates the integration over the flux of the Poynting vec-
tor S(r,ωem) through a spherical surface surrounding the nanos-
tructure. Prad is the sum of P out

rad and other dark electromagnetic
modes, such as guided modes, which can be trapped in the nanos-
tructure via total internal reflection and cannot be extracted.

Another significant impact of a properly designed nanostruc-
ture on the emission properties of nearby emitters is to efficiently
tailor their emission directionality. The measured PL signal from
the emitters depends on the collection optics used in the experi-
ment. The last factor in Eq. (12.16) refers to collection efficiency,
which is the ratio of power collected by collection optics (CO) and
the total power radiated in free space P out

rad :

ηcoll = 1

P out
rad

∫∫
CO

P(θ,φ) sin θdφdθ, (12.22)

where P(θ,φ) (power per steradian) is the angular power density
radiated in free space along the direction of the polar angle θ and
azimuthal angle φ. P(θ,φ) can be calculated as:

P(θ,φ) = lim
r/λ→∞ r2 r

r
· S(r,ωem), (12.23)

where S(r,ωem) is the time-averaged Poynting vector indicating
the directional flux, r = (r sin θ cosφ, r sin θ sinφ, r cos θ) and λ =
2πc/ωem.

In a typical experiment including an emissive layer coupled to
a nanostructure and in a weak coupling regime, the PL signal from
one individual emitter adds incoherently to the overall PL of the
system since the ensemble of the arbitrarily oriented emitters is
distributed over the whole emissive layer. Therefore, the behavior
of an individual emitter is independent of others and strongly de-
pendent on its own position and orientation.

12.1.3 Strong coupling regime of emitters and
optical modes in nanostructures

We may also consider the coupling of a quantum emitter with
resonant modes of nanostructures in the view of cavity quantum
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Figure 12.1. Schematic description of strong coupling phenomena. (A) A two-
level system coupled to a cavity. The cavity-material coupling rate g should be
larger than both cavity and material losses γcav and γmat to achieve strong cou-
pling. (B) Dispersion curve of a strongly coupled system, showing the characteris-
tic anti-crossing behavior. One generally obtains spectra of the cavity-material
system (ω), while tuning the cavity resonances (ω′) via angle of incidence,
change in geometric parameters, etc., to obtain the dispersion curve. (C) Spec-
tra of individual cavity or material (left) and that of strongly coupled system (right).
Unlike in Fano-type resonances, strongly coupled systems show comparable or
larger polariton bandwidths than those of the individual resonances.

electrodynamics, such that the transition dipole of the emitter un-
dergoes incoherent field damping, incoherent interaction with the
continuum of vacuum modes, and/or coherent interaction with
the cavity field. The aforementioned Purcell effect is essentially an
enhancement of the second interaction, which means that inter-
action of the emitter is dominantly incoherent and mostly affected
by losses and field damping. Therefore, this regime is often re-
ferred to as a weak coupling regime, since the absence of the third
interaction implies that coupling between the emitter and the res-
onant nanostructure is not strong enough (see Fig. 12.1A) [18].

In the strong coupling regime, the coherent interaction be-
tween the emitter and the cavity field becomes the dominant
mechanism. This can be achieved when energy exchange rate be-
tween an optical cavity mode and a material excitation exceeds
losses in the system. In this regime, vacuum Rabi oscillation, an
oscillatory exchange of energy quanta between matter and light,



372 Chapter 12 Active nanophotonics

takes place at a rate determined by the coupling strength g, creat-
ing half/matter-half/light quasiparticles, called polaritons, which
now become new eigenstates of the system. Using the rotating
wave approximation (RWA), we can express the system as two cou-
pled oscillators with a Hamiltonian:(

Emat + iγmat g

g Ecav + iγcav

)(
α

β

)
= E

(
α

β

)
, (12.24)

which in turn leads to eigenvalues of:

ELP,UP = 1

2
{Emat + Ecav + i(γmat + γcav)

±
√

4g2 + [Emat − Ecav + i(γcav − γmat )]2}. (12.25)

Here, ELP,UP is the eigenenergy of lower or upper polariton (LP
or UP), Emat (Ecav) is the resonant energy of the material (cavity),
and γmat (γcav) is the decay rate of the material transition (cav-
ity photon). The eigenvectors are expressed in α,β which denote
material and cavity fractions for each polariton state. Note that
g should be larger than |γcav + γmat |/2 for the strong coupling to
be observed, that is, for the splitting between the new eigenen-
ergies to be larger than the linewidth of each eigenenergy. In a
nearly ideal case of g 
 γcav � γmat , separation of LP and UP ener-
gies minimizes to EUP − ELP � 2g when cavity and material reso-
nances overlap (Emat = Ecav). This is called Rabi splitting and may
be determined from the separation between the two anti-crossing
dispersion curves of the polaritonic states (see Fig. 12.1B,C).

Reaching the strong coupling regime reduces to a problem
of minimizing the cavity loss γcav and/or increasing the cavity-
material coupling g. Here, the strong coupling figure of merit can

be expressed as g/γcav ∼ √
Nμe ×Q/

√
Ṽ , where N and μe are num-

ber and strength of transition dipoles, Q is the quality factor of
the resonator, and Ṽ is the mode volume [19]. Strong coupling
in metallic structures utilize small Ṽ from plasmonic nanocon-
finement of electromagnetic field. In dielectric structures, Ṽ is
generally limited to ∼ λ/2n3 where n is refractive index of the di-
electric; therefore, a general strategy is to increase the Q of the res-
onance [20–22]. Another viable approach is to increase the oscilla-
tor strength

√
Nμe, which corresponds to a collective excitation or

strong excitons as in J-aggregates [23–26] and intersubband tran-
sitions [27–30]. Transition metal dichalcogenides (TMDC) are also
an emerging material platform for strong light-matter coupling,
as will be discussed below. Also, recent studies suggest that if the
whole cavity is made of an active material, g may reach an ultimate
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value regardless of Ṽ and strong coupling may be achieved in di-
electric structures without need for either high Q or ultrasmall Ṽ

[31].

12.2 Configurations for enhancing the
emission of quantum emitters

Traditionally, optical cavities have been introduced to enhance
the emission of quantum emitters. Cavities made of dielectric
materials enable very large Q-factor values. Over the last years,
Si cavities operating in the telecom spectral range have demon-
strated Q-factors larger than 104 using lithography-defined 1D or
2D photonic crystals [32,33]. However, the mode volume is Ṽ ≈ 1,
expressed in units of wavelength cubed in the medium of inter-
est. An additional limitation of optical cavities is their narrow
linewidth [1]. An alternative to optical cavities is metallic nanopar-
ticles (NPs). When the incident radiation illuminates a metallic
NP, its free electrons start oscillating at the same frequency as the
incident radiation, generating localized surface plasmons (LSPs).
At resonance, strong electromagnetic energy concentrations are
observed in the surroundings of the NP. By using isolated plas-
monic NPs, or aggregates thereof, subwavelength confinement of
the electromagnetic radiation is observed; for example, photolu-
minescent enhancement of quantum emitters has been experi-
mentally explored by using isolated and dimers of metallic NPs
[34,35].

To achieve an extremely small Ṽ , some novel configurations
have been proposed, consisting of metallic NPs separated from
metallic substrates by gaps as small as 1 nm. These tiny gaps
can be achieved through a thin organic or semiconductor spacer
layer. In these geometries, known as nanoparticle-on-a-mirror
(NPoM) configurations, the localized surface plasmons in the iso-
lated metallic NPs couple to image charges induced in the metallic
film, thus giving rise to a coupled plasmonic mode. This mode is
tightly localized within the gap between the NP and the film, con-
fining optical fields to sub-1-nm3 picocavities [36–39].

In addition to enhancing the emission, it is also desirable for
the antenna to be able to control the direction of the scattered
radiation, improving the collection efficiency of the light. How-
ever, accomplishing this with metallic nanostructures is by no
means straightforward. For particles that are small compared to
the wavelength of the incident radiation, the quasi-static approx-
imation holds and the scattering pattern of the particle exhibits
a doughnut-like shape, typical for the radiation pattern of elec-
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tric or magnetic dipoles. Larger particles are required to attain
directional properties due to the excitation of higher-multipolar
orders. To enhance the directionality effects, plasmonic nanoan-
tenna arrays, such as Yagi-Uda, were used [40]. One of the largest
limitations of the latter is their low Q-values (Q ≈ 3 − 10) due to
the large Ohmic losses [1], which lead to low quantum yield val-
ues. Hybrid nanostructures like bulls-eye shaped metal-dielectric
nano-antennas, which contain a single nanocrystal QD at their
center, have been experimentally demonstrated to be efficient
single-photon sources due to emission enhancement into a very
low numerical aperture [41]. Another possibility to enhance the
radiation of a quantum emitter and control its directionality is to
use high refractive index (HRI) dielectric NPs, as we will explain in
this chapter.

12.2.1 High refractive index dielectric
nanostructures

All-dielectric resonant nanostructures [42–44] offer vast op-
portunities for manipulation of light-matter interaction in the
sub-wavelength range. Strong electromagnetic field localization
in such structures, can effectively boost the light emission process
as well as other effects of light-matter interaction. High radiation
efficiency, low absorption losses, and the potential of directional
far-field coupling are some of the advantages, which make dielec-
tric nanostructures an adequate replacement for their plasmonic
counterparts.

High refractive index (HRI) dielectric nanostructures can sup-
port multipolar Mie-type resonances. Mie theory [45] was origi-
nally formulated as the solution of the scattering problem in a
spherical-shaped particle and later generalized for non-spherical
particles with a size comparable to the wavelength. The resonant
properties of the nanostructure can be controlled by both size and
shape of the NPs.

Magnetic dipole (MD) modes, with similar polarizabilities to
the electric dipole (ED) modes, can arise in a dielectric NP if
its geometrical dimension is comparable to the wavelength in-
side the NP, i.e. λ/n ≈ 2a. a and n are the radius and refractive
index of the corresponding NP, respectively, and λ is the wave-
length in free space. Excitation of MD modes in dielectric NPs
stems from the coupling of the incident light to the modes cor-
responding to circular displacement current inside the NP. Due to
the sub-wavelength size of the NP, a high refractive index mate-
rial is required. Furthermore, for larger NP sizes in comparison to
the excitation wavelength, higher-order Mie-modes, such as elec-



Chapter 12 Active nanophotonics 375

tric quadrupole (EQ), magnetic quadrupole (MQ), etc., can also be
supported.

Besides Mie modes of a single NP, other physical mechanisms
arising from the energy exchange in the NP arrangements, can
contribute to the field enhancement by HRI dielectric resonant
nanostructures. For instance, in a proper arrangement of NPs,
Fano resonances can be excited, which originate from interfer-
ence between different individual localized and collective modes.
As it was demonstrated in [10], silicon (Si) oligomers (Fig. 12.2A)
exhibit strong Fano resonances resulting from the interference of
the resonant excitation of the central NP and off-resonance outer
NPs. Other geometries supporting Fano resonances, such as an
asymmetric dielectric wire pair [46], Si nanoholes cuboid arrays
[11], and a dielectric metasurface composed of broken symmetry
cubic resonators [12], were also investigated (see Fig. 12.2B,C,D,
respectively).

The electromagnetic near-field of photonic nanostructures can
enhance the decay rate of both ED and MD transitions of quantum
emitters through the Purcell effect, introduced in Section 12.1.1.
As we described, a large Purcell factor requires a photonic sys-
tem with high Q-factor resonance characteristics as well as small
mode volume Ṽ . The latter can be realized in a configuration in-
cluding two NPs next to each other forming a gap, which can be
considered as an electromagnetic field hot-spot. In this case, by
placing the electric or magnetic dipolar emitters in the gap, their
spontaneous emission rates and their quantum efficiencies can be
modified. This has been theoretically studied in [47] and exper-
imentally demonstrated in [48] by means of single dimer-like Si
nanoantennas.

Among the different mechanisms leading to high Q-factor res-
onances, one of the most promising corresponds to the excitation
of bound states in the continuum (BICs) [13,49]. BICs emerged
originally as a quantum mechanical concept, but later were ex-
plained as a result of vanishing coupling between the eigenmodes
of the nanostructures and the free space electromagnetic radia-
tion. BICs can be categorized as either symmetry-protected BICs,
corresponding to the modes whose in-plane mirror symmetry is
mismatched with the symmetry of the incident waves, and con-
sequently, the coupling is prohibited, or accidental BICs, where
the coupling to radiative waves vanishes accidentally via tuning
the parameters of the system continuously. A true BIC is char-
acterized by an infinite value of the Q factor and vanishing res-
onance width, and only exists in ideal lossless infinite structures
[13]. However, high Q quasi-BICs with a finite value of Q factor
and resonance linewidth, have been realized experimentally in
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Figure 12.2. Various HRI dielectric nanostructures supporting Fano (A-D) and BIC (E,F) resonances. (A) Scheme of
a Si heptamer structure (left), magnetic near-field distribution in the heptamer structure, which is concentrated in-
side the central particle (middle), and scattering cross-section of the heptamer (right). Reproduced with permission
[10]. Copyright 2012, American Chemical Society. (B) Schematic view (left) and photograph (right) of an asymmetric
dielectric wire pair. Reproduced with permission [46]. Copyright 2014, American Institute of Physics. (C) Scheme of a
metasurface composed of Si cuboids etched with two semicircular holes, on SiO2 substrate. Reproduced with per-
mission [11]. Copyright 2021, Elsevier. (D) Schematic of one unit cell of the broken symmetry metasurface supporting
Fano resonances (left), and numerically calculated reflection (R, solid black) and transmission (T, dashed red) spectra
of the Fano metasurface showing high Q-factor resonances (right). The inset on the right shows the electric field in
the x-y resonator mid-plane presenting a circular pattern. Reproduced with permission [12]. Copyright 2016, American
Chemical Society. (E) Scanning electron micrograph (SEM) of a zigzag array of Si elliptical cylinders. The inset shows
the scheme of one unit-cell covered with a PMMA layer. Reproduced with permission [50]. Copyright 2018, American
Chemical Society. (F) Sketch of the unit-cell of a Si metasurface composed of crescent meta-atoms on a fused silica
(SiO2) substrate (left), SEM image of the fabricated sample with an inset representing the near-field distribution of the
meta-atoms (right) [51]. Copyright 2021, John Wiley and Sons.
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optical structures such as photonic crystals, optical cavities, meta-
materials, and metasurfaces. In principle, through slightly break-
ing the in-plane symmetry of the nanostructure, a weak coupling
between the bright and dark modes can occur, which leads to the
emergence of sharp high Q-factor resonances, since the radiation
loss is suppressed and energy is stored inside the nanostructure
[14]. Various geometries supporting quasi-BIC have been investi-
gated (see Fig. 12.2E,F) such as an array of tilted elliptical cylinders
[50] and a metasurface composed of crescent meta-atoms [51].
All such structures can be implemented as highly efficient plat-
forms for PL emission enhancement of quantum emitters coupled
to them.

In addition to spontaneous emission enhancement of the
quantum emitters, all-dielectric nanostructures can offer robust
control over the directionality of the emission of the nearby emit-
ters due to the presence of both electric and magnetic Mie-type
modes, and the constructive and destructive interference of these
modes along different directions of the far-field radiation propa-
gation [52]. Furthermore, the presence of higher-order multipolar
modes adds new possibilities for directional scattering. In fact, far-
field emission patterns of Mie modes become narrower for higher
multipolar orders, observing directional scattering into a reduced
solid angle [53,54]. The ability to control the emission direction-
ality allows to optimize the HRI dielectric nanostructures for par-
ticular collection optics to enhance the collection efficiency and
consequently the signal brightness, as described in Eq. (12.22).

12.2.1.1 Light emitting all-dielectric nanostructures
In a semiconductor quantum dot (QD), spontaneous emission

originates from the electronic interband transition of the material.
The emission wavelength can be engineered over a broad spectral
range from UV to VIS and near-infrared (NIR). Strong PL emission
enhancement of QDs can be achieved by incorporating them into
Mie-resonant nanostructures. Yuan et al. [55] demonstrated three-
orders of magnitude PL enhancement for a structure consisting of
a periodic lattice of asymmetric air holes in a silicon-on-insulator
(SOI) slab embedded with four layers of self-assembled Ge QDs.
A Q-factor of 1011 was reported. Spectral and directional control of
spontaneous emission from InAs QDs embedded into GaAs meta-
surfaces was investigated in reference [56]. Liu et al. [14] observed
a brightness enhancement of up to two orders of magnitude in the
self-assembled InAs QDs embedded in a broken-symmetry GaAs
metasurface supporting high Q-factor Fano resonances. They also
showed that the directionality of the emission pattern can be engi-
neered for a particular emission wavelength defined by the meta-
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surface design (see Fig. 12.3A-C). An active toroidal metasurface
composed of Si split nanodisk arrays with embedded Ge QDs was
introduced in [57]. Over two orders of magnitude PL enhancement
was reported compared to the unstructured area, resulting from
near- and far-field characteristics of the toroidal modes.

Atomically thin transition metal dichalcogenides (TMDCs) are
another fascinating class of emissive materials with attractive op-
toelectronic properties, such as direct bandgap in VIS and NIR
spectral range that results in near-unity quantum yield for their PL
emission [42,58]. In addition, due to their two-dimensional (2D)
nature, excitons with high binding energy can be excited, which
can strongly interact with light thanks to their direct bandgap. In
[59], an actively tunable and atomically thin zone plate lens, which
is carved directly out of monolayer tungsten disulfide (WS2), with
strong excitonic resonance in visible spectral range was demon-
strated. In this case, the design of the structure relies on properly
engineering and modifying the materials’ resonance.

Optical all-dielectric metasurfaces are convenient platforms
for tailoring the PL emission and directionality of 2D mono or
multilayered semiconductors, including TMDCs, since they share
the same planar nature. Integration of monolayers of molybde-
num disulfide (MoS2) with Mie-resonant metasurfaces was exper-
imentally investigated by Bucher et al. [60], and spectral and di-
rectional reshaping of the emission, as well as strong PL enhance-
ment, were observed. Muhammad et al. [61] exploited a quasi-BIC
in a symmetry-broken MoS2 based Mie nanoresonator, and signif-
icant directional emission was reported. In [62], a single-layer of
tungsten diselenide (WSe2) coupled to a titanium dioxide (TiO2)
dielectric metasurface supporting toroidal resonances was pre-
sented, and a robust exciton emission enhancement by more than
order of magnitude, as well as selective enhancement of Purcell ef-
fect, were reported (see Fig. 12.3D,E).

In the last decades, halide perovskites have emerged as one of
the most promising materials in realizing light-emitting devices
[42,58]. Similar to TMDCs, the compositions of halide perovskite
offer excitonic states at room temperature with large binding en-
ergy and PL emission with high quantum yield. Makarov et al.
[63] presented metasurfaces based on nanoimprinted perovskite
films optimized by alloying the organic cation part of perovskites.
They observed up to 70-fold enhancement in both linear and non-
linear regimes employing unique optical properties of both Mie-
resonant metasurfaces and halide perovskites (see Fig. 12.3F).

The study of light-matter interaction has been mainly focused
on the electric dipolar nature of light, since the interaction of the
electric field with ED transitions of the quantum emitters is typ-
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Figure 12.3. (A) Scheme of a symmetry-broken semiconductor metasurface (left), measured room-temperature PL
spectra for the symmetry-broken metasurface embedded with InAs QDs (right, blue) and for an unstructured QD layer
as reference (right, black). (B) Measured time-resolved PL spectra for the sample represented in (A). Blue, red, and
black curves show the measurements for the full spectral range, in presence of a bandpass filter, and for the un-
structured area, respectively. (C) Measured back-focal plane images of emission from the sample represented in
(A) for different wavelengths. (A-C) reproduced with permission [14]. Copyright 2018, American Chemical Society.
(D) Scheme of 1L-WS2 integrated with a TiO2 cuboid metasurface. (E) Measured PL spectra for the sample repre-
sented in (D) on bare 1L-WS2 (bottom) and the 1L-WS2 on the metasurface (top). Red solid lines are fitted PL spectra
using two Gaussian functions (blue and green solid lines). The blue and green peaks belong to trion and neutral ex-
citon emission, respectively. (D,E) reproduced with permission [62]. Copyright 2021, American Chemical Society.
(F) Scheme of a halide perovskite metasurface (left), measured PL spectra (right) for the metasurface (red), and an
unstructured perovskite film (black). Reproduced with permission [63]. Copyright 2017, American Chemical Society.
(G) Scheme of MD emission of Eu3+ coupled to a Si nanosphere (left). Measured PL spectra of Eu3+ (right) in the
presence (red) and absence (black) of the Si nanosphere. Reproduced with permission [68]. Copyright 2021, American
Chemical Society.
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ically up to 4 orders of magnitude stronger than the interaction
of the magnetic field with MD transitions. However, trivalent lan-
thanide ions such as Eu3+ and Er3+ offer a robust MD-dominated
transition as a consequence of selection rule forbidden ED transi-
tion [64,65]. Thus, due to a strong optical magnetic response, all-
dielectric nanostructures are an exquisite candidate for tailoring
the fluorescence emission properties of MD transition in trivalent
lanthanide ions. This uncovers new prospects in nanophotonics
and optoelectronics, exploiting the magnetic nature of light.

Sanz-Paz et al. [66] demonstrated selective enhancement of
magnetic emission from colloidal NPs doped with Eu3+ via a Si
nanoantenna attached to a tip of a scanning probe microscope.
Vaskin et al. [67] investigated Si metasurfaces coated with a layer
of Eu3+ doped polymer, and reported a value of 1.12 for the inten-
sity ratio of the MD to ED transition of Eu3+ emitters. In a recent
work by Sugimuto et al. [68] large magnetic Purcell enhancement
was reported in a composite system including Eu3+ emitters in-
tegrated with a Si nanosphere (see Fig. 12.3G). In this work, up to
7-fold enhanced branching ratio between the MD and ED transi-
tions was presented.

12.2.1.2 All-dielectric polaritonic nanostructures
The first experimental observation of strong coupling regime

was made by Haroche and co-workers in 1983, where sodium
atoms coupled to a high-Q microwave cavity exhibited Rabi os-
cillation in Rydberg states [20]. In 1992, Weisbuch et al. reported
the first observation of exciton-polariton in a quantum well op-
tical microcavity and brought the strong coupling phenomena
from atomic physics to solid-state physics [21]. Here, the authors
placed the quantum well layer in a distributed Bragg reflector
(DBR)-based cavity and observed mode splitting in the reflec-
tion spectrum. Due to its high Q and lack of need for complex
lithographic procedures, the DBR-based microcavity has become
the most popular geometry for studying strong coupling in an
all-dielectric environment. The first observation of strong cou-
pling in 2D-TMDC in all-dielectric environment was also made
in this configuration, where chemical vapor deposition-grown
monolayer-MoS2 was embedded in a DBR-based cavity [22].

Attempts to utilize dielectric nanostructures for strong cou-
pling have been made only recently. In 2018, Tserkezis et al. theo-
retically analyzed strong coupling of excitons and Mie resonances
in an isolated core-shell NP, where excitonic material comprised
the shell [69]. Lepeshov et al. also theoretically discussed the pos-
sibility of strong coupling in a single Si NP, covered with a mono-
layer WS2 [70]. In both studies, strong coupling was observed
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when excitonic resonance of the shell material spectrally over-
lapped with magnetic dipole resonance of the NP, which was at-
tributed to the stronger electric field overlap compared to the case
of electric dipole resonance. While these studies opened the possi-
bility of strongly coupling Mie metasurfaces with low-dimensional
materials such as 2D-TMDC, limited light-matter coupling arising
from small volume of the active material has hampered experi-
mental observation of such systems.

Instead, researchers have turned to an alternate method of
building dielectric metasurfaces with active material itself. This
enables an ultimate overlap of the electromagnetic mode and the
excitonic system and dramatically boosts g. In 2019, Verre et al.
focused on the fact that TMDCs have large in-plane permittivity
(16) and experimentally observed Mie resonances in nanodisks
made of multilayer WS2 [71]. When one of the dark modes spec-
trally overlaps with the exciton resonance of WS2, characteristic
Rabi splitting of 190 meV could be observed. This value is much
larger than that observed in a 2D-TMDC strongly coupled to a
DBR-based microcavity (40 meV) and is attributed to a better
mode-material overlap and larger number of transition dipoles
(see Fig. 12.4A).

III–V semiconductors are also good building blocks for polari-
tonic dielectric metasurfaces as they have high refractive indices,
low losses below bandgap, and advantage of seamless integration
with epitaxial quantum dots or quantum wells. Sarma et al. have
fabricated metasurfaces with InGaAs/InAlAs multi-quantum wells
(MQW) to couple Mie resonances with intersubband transitions
(IST) of the MQW [28]. The authors observe strong coupling of
IST to both in-plane magnetic dipole and out-of-plane electric
dipole resonances, as IST of the MQW have their transition dipole
moment aligned perpendicular to the surface normal. The Rabi
splitting is much more pronounced for magnetic dipole resonance
than for electric dipole resonance due to a larger field enhance-
ment (see Fig. 12.4B).

Organic-inorganic hybrid perovskites are also an attractive op-
tion due to their large exciton binding energy and their ease of
fabrication via solution-based processes. Especially, two-dimen-
sional (2D) perovskites can form self-assembled multi-quantum
well structures, leading to strong oscillator strengths of excitons
suitable for strong coupling. In two independent studies by Kim
et al. and Dang et al., rectangular arrays of 2D perovskite disks
support a leaky BIC mode that strongly couples to the exciton
resonance and exhibit Rabi splitting of 200 meV [72,73]. Photolu-
minescence pattern in the Fourier plane reveals topological signa-
tures such as polarization vortices. Also, when the unit cell pattern
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Figure 12.4. Various all-dielectric polaritonic metasurfaces. (A) Nanodisks made of multilayer TMDC flakes, exhibit-
ing strong coupling at their anapole resonances. Reprinted with permission from Springer Nature: Springer Nature,
Nature Nanotechnology, Copyright (2019). [71] (B) Mie resonators made with quantum wells, coupling intersubband
transitions with an out-of-plane magnetic dipole mode. Reproduced with permission. Copyright 2021, American Chem-
ical Society. [28] (C) Nanodisk array of two-dimensional perovskites, fabricated by spincoating the perovskites onto a
SiO2 backbone. Reproduced with permission. Copyright 2020, American Chemical Society. [72] (D-F) Polaritonic meta-
surfaces with 1L-TMDC strongly coupled to (D) lattice-Mie resonances of Si NP array, [74] (E) leaky modes of SiN hole
array, [75] and (F) edge modes of a topological metasurface [76]. Reproduced with permission from: American Chem-
ical Society, Copyright 2020 (74), American Chemical Society, Copyright 2020 (75), Springer Nature: Springer Nature,
Nature Communications, Copyright (2021) (76).

is changed to a symmetry-broken triangle, polaritonic circular-
polarized eigenstates are formed and an intense PL emission with
very high degree of circular polarization (0.835) is obtained (see
Fig. 12.4C).

Another possibility that is actively being explored is a dielec-
tric metasurface integrated with 2D-TMDC placed on top. While
there are many different configurations that have led to enhance-
ment of photoluminescence, modulation of exciton dynamics and
annihilation, etc., only a few among them have successfully ob-
served the formation of polaritonic branches. So far, only guided
modes or leaky modes were successfully able to strongly couple to
the excitons in 2D-TMDC. Wang et al. designed Si NP arrays that
exhibit Mie-surface lattice resonances (Mie-SLR) and coupled it
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with a 2D-TMDC (see Fig. 12.4D) [74]. While ordinary Mie res-
onances incorporate electromagnetic field enhancement within
the resonator, Mie-SLR show inter-resonator field enhancement,
exhibiting collective nature of the resonance. Among different
types of Mie-SLR, only the one with dominant in-plane electric
field enhancement exhibits strong coupling (with a Rabi splitting
of 32 meV). Chen et al. also observed strong coupling in 2D-TMDC
integrated onto an array of holes in SiN film supporting guided
mode resonance (see Fig. 12.4E) [75]. As well as a Rabi splitting of
18 meV, the polaritonic metasurface shows strongly modified far-
field emission pattern, which the authors attribute to the diffrac-
tion effect of the metasurface. Li et al. demonstrated that excitons
in 2D-TMDC can also strongly couple to edge states in a topo-
logical photonic metasurface (see Fig. 12.4F) [76]. Photonic edge
states transform to polaritonic edge states in MoSe2-metasurface
heterostructure and exhibit Rabi splitting of 27.3 meV. The hybrid
metasurface also retains the one-way spin-polarized character of
the topological edge state, which manifests as asymmetric differ-
ential real-space images of the domain wall upon excitation with
laser pulses of the opposite helicity.

As of 2022, the study of polaritons in dielectric metasurfaces
is still in its infancy, and there are only limited number of re-
ported cases of polaritonic metasurfaces in practical applications.
One of the few cases is nonlinear polaritonic metasurfaces. Since
metasurfaces are a good testbed for nonlinear optical processes
due to alleviation of phase matching requirements, strong cou-
pling and nonlinear metasurfaces can become good partners. For
instance, a record-high second harmonic conversion efficiency
for nonlinear dielectric metasurfaces is achieved when intersub-
band transition of multiple quantum wells is strongly coupled to
the Mie resonance. Sarma et al. reported second-harmonic power
conversion of 0.5 mW/W2 with an efficiency of 0.015% [77]. This
is more than threefold enhancement compared to the previously
reported maximum efficiency, where quasi-BIC modes with ultra-
high Q-factors were utilized. More impressively, this conversion
efficiency is achieved with pump intensity of 11 kW/cm2, which
is three orders of magnitude lower than in the previous studies. It
should also be noted that intensity and direction of the nonlinear
emission from intersubband transitions can be dynamically con-
trolled by a bias voltage, which incorporates quantum-confined
Stark effect [78].

Among many other possible future applications, polariton
lasers combined with dielectric metasurfaces are expected to
be especially useful in many optoelectronic devices. As exciton-
polaritons are bosonic quasiparticles, they also show Bose-Ein-
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stein condensate (BEC)-like transition behavior [79]. Unlike a
conventional BEC, however, the polariton condensate is dynamic,
that is, not in thermal equilibrium with the cavity, and the tran-
sition is accompanied by emission of coherent light, which is
referred to as polariton lasing. Such polariton lasing is “sponta-
neous” and occurs at orders of magnitude lower exciton densities
compared to classical lasing, as it does not require population in-
version. For instance, in a quantum well microcavity, threshold ex-
citon density for polariton lasing was reported to be 3 × 109 cm−2,
being 2 orders of magnitude smaller than the density required for
population inversion at 15 meV above the bandgap [79]. As well-
designed dielectric metasurfaces can tilt, focus, or beam sponta-
neous emission, a similar approach applied to polaritonic dielec-
tric metasurfaces may enable ultralow-threshold compact lasers
with great controllability in emission direction.

Also, a new regime can be reached when the coupling strength
g becomes comparable to the resonant energy of the material or
the cavity, Emat or Ecav (η = g/Emat > 0.1) [80]. This regime is called
ultrastrong coupling, and as the definition does not include the
loss of the system, it is fundamentally different from a strong cou-
pling with a larger g. This difference is due to non-negligible con-
tribution of counter-rotating terms in the quantum Rabi Hamilto-
nian. Such inclusion of the new Hamiltonian terms enables deter-
ministic nonlinear optics, where, for instance, perfect conversion
efficiency can be reached with a very small number of photons.
Various quantum phenomena, such as Purcell effect and electro-
magnetically induced transparency, may also change drastically
and enable new applications. Also, as coherent exchange of energy
between light and matter may be considered analogous to quan-
tum gates, ultrastrong-coupled systems can be especially useful
for quantum information processing applications. As of 2022, ul-
trastrong coupling is realized in a very limited set of material sys-
tems and mostly with metallic structures such as NPoM, split ring
resonators and mirror-based cavities [81–84]. When combined
with the versatility that dielectric metasurfaces can provide, ultra-
strong coupling can become a central building block for advanced
optoelectronic and quantum-optical devices.

12.2.2 Hybrid metal-dielectric nanostructures
As previously introduced, both metallic and dielectric nanos-

tructures have advantages and disadvantages as far as the en-
hancement of radiation of quantum emitters is concerned. Such
comparative analysis should take into account not only the emis-
sion enhancement, but also the quantum yield and the extraction
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efficiency (i.e., the light that can be collected by the objective of
a microscope with a certain numerical aperture). Hybrid metal-
dielectric configurations can combine the best of both metallic
and dielectric structures. They can incorporate both the strong en-
hancement of the electromagnetic radiation in the surroundings
of the metallic structures (small Ṽ ) and the directionality prop-
erties and low-losses (high Q-factor) of HRI dielectric structures.
It has been demonstrated that the strong confinement of elec-
tromagnetic radiation in small volumes can enhance the spon-
taneous emission of a quantum emitter, and the HRI dielectric
structure can redirect the emitted light into the desired direc-
tion without introducing notable ohmic losses. Different hybrid
configurations have been proposed, including metal-dielectric
nanoantennas, HRI dielectric NPs on metallic substrates, and hy-
brid photonic-plasmonic cavities.

In the case of hybrid metal-dielectric nanoantennas, in [85] a
Au nanorod dimer was used to increase the decay rate of an emit-
ter. The metallic dimer was separated from a Si cylinder by means
of a thin dielectric (SiO2) spacer. The Si NP was responsible for the
directionality effects of the emitted radiation. Furthermore, a high
radiation efficiency was reported (> 70%) in a broadband spec-
tral range. In [86], a similar effect was demonstrated through a Au
nanosphere located on a Si truncated cone. For this geometry, ul-
trahigh Purcell factors were observed (≈ 103.5) and unidirectional
emission patterns were also attained.

Hybrid metal-dielectric dimers were also proposed with the
same aim. A 40% fluorescence excitation rate higher than that of
the pure dielectric dimer, and a 30% quantum yield higher than
that of the metallic dimer were achieved for a dimer composed by
two nanospheres, one dielectric (ε = 25) and the other one made
of Ag [87]. As a consequence of the larger size of the dielectric NP
with respect to the metallic one, most of the radiation was scat-
tered toward the dielectric NP.

Some more complex geometries have been also explored. A hy-
brid mushroom-shaped nanoantenna was devised to attain high
excitation rates, quantum yields, and fluorescent enhancements
(average fluorescent enhancement of 10). The metallic stripe was
designed to resonate at the excitation wavelength, while the di-
electric cap resonated at the emission wavelength of the emit-
ter. The dielectric cap was able to provide high radiative decay
rates (≈ 90) and quantum yields (≈ 0.8). Furthermore, about 70%
of the radiation was scattered toward the cap [88]. Fluorescent
enhancement was also shown for a hybrid nanoantenna consist-
ing of an inner metal nanodisk and an outer dielectric ring. With
this nanostructure, a fluorescent enhancement factor of 80 was
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achieved. It corresponds to 10 times more than observed for the
pure metallic or dielectric structure. Moreover, 70% of the radia-
tion was emitted upwards [89].

Other configurations combine dimers of metallic NPs with di-
electric Yagi-Uda-like antennas to get strong emission enhance-
ment (thanks to the dimer) and directionality effects (caused by
the dielectric antenna). In [90], a quantum emitter was located in
the gap of a Au bowtie antenna, as represented in Fig. 12.5A. The
enhanced emission was coupled to a dielectric antenna consisting
of three Si nanorods. With this geometry, a Purcell factor of 1800
was reported. In addition, unidirectional in-plane directivity was
experimentally demonstrated. Fig. 12.5B shows the experimental
and numerical back focal plane images of the described hybrid
configuration. Asymmetric emission lobes were observed, being
the radiation mainly scattered at θmax = 45.5◦ and φmax = 90◦ with
a full width at half maximum (FWHM) of θmax = 4.6 ± 0.4◦ and
φmax = 27.3 ± 2.1◦. Taking into account the numerical aperture
of the lens in the experiment, it is not possible to collect the light
from emission angles larger than 67.3◦. These numbers led to a
directivity of (≈ 49.2). In [91], a Au cylinder dimer surrounded by
Si cylinders was proposed as an efficient structure to enhance the
emission of single quantum emitters located in the gap of the Au
dimer and to redirect the incident radiation into the forward direc-
tion. Purcell factors larger than 3300 were numerically obtained
with high radiation efficiencies (> 0.7). Furthermore, values of 5.6
were reported for the directivity.

Hybrid NPoM configurations play an important role in the de-
sign of photonic structures for the development of efficient quan-
tum emitters. In particular, HRI dielectric NPs separated from
metallic substrates by thin dielectric layers (see Fig. 12.5C) have
been proposed to enhance the luminescence of emitters located
in the dielectric gap. Due to the strong electromagnetic energy
concentration in the dielectric layer (Fig. 12.5D), a photolumi-
nescence enhancement factor of 786 was experimentally demon-
strated for a monolayer of colloidal QDs, which conforms the
nanogap between a Si NP and a Au substrate. In Fig. 12.5E, it is
represented the PL spectra of the QD monolayer on a Au film with
(red curve) or without (black curve) Si NP [92]. In [93], the change
in the decay rate of a self-assembled CdSe/ZnS QD monolayer
(thickness 10 nm), placed on a thin Al2O3 layer, which acts as a
gap between a Si NP and a Au substrate, was 42-fold compared
to the QDs on glass. With respect to the photoluminescence en-
hancement, for the hybrid configuration, it is 17-fold compared to
QDs on glass, 37-fold compared to QDs on a Au film with a 5 nm
Al2O3 spacer layer, and 188-fold compared to QDs on a bare Au
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Figure 12.5. (A) Scheme of the hybrid metal-dielectric Yagi-Uda antenna constituted by a Au bowtie antenna and
three Si nanorods. (B) Experimental (left) and numerical (right) back focal plane images of the hybrid antennas in (A).
Reproduced with permission [90]. Copyright 2018, American Chemical Society. (C) Scheme of a hybrid NPoM config-
uration. A Si NP is separated of a Au substrate by means of a thin dielectric layer. (D) Electric field enhancement for
the configuration in (A) at λ = 650 nm. (E) PL spectra of the QD monolayer on a Au substrate without the Si NP (black
curve) or with the Si NP (red curve). Reproduced with permission [92]. Copyright 2018, American Chemical Society.

film. Furthermore, high quantum efficiencies were attained (more
than 80%).

The combination of optical cavities with metallic nanoan-
tennas can provide larger emission enhancements than those
achieved with the bare constituents. The hybrid modes due to the
coupling between the dielectric cavity and the metallic nanoan-
tenna present large Q-factor values, which come from the cavity,
as well as small Ṽ , due to the metallic nanoantenna, giving rise to
extraordinarily high Purcell factors. In addition, both the Q-factor
and the Ṽ values can be tuned through the hybridization of the
plasmonic and photonic modes, thus allowing to achieve the de-
sired Purcell factor value for the required application. In [94], it
was demonstrated that in order to observe improved results for
the hybrid system compared to the bare cavity or antenna, the
cavity resonance must be red-detuned with respect to the antenna
resonance.
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To understand the electromagnetic behavior of these hybrid
systems, Doeleman et al. developed an analytical model based on
coupled harmonic oscillators [94]. Both the antenna and cavity
are described as coupled harmonic oscillators driven by a dipole
source corresponding to the emitter. The application of the model
is restricted to weak coupling between the antenna and the cavity.
Within this model, the LDOS is expressed as:

ρ(r0,ω) = 1 + 6πε0c
3

ω3n
Im

[
αHG2

bg + 2GbgαHχ + χH

]
, (12.26)

where n is the refractive index of the surrounding medium, c is the
speed of light in vacuum, ω corresponds to the optical frequency,
ε0 is the vacuum electric permittivity and r0 is the dipole position.

As can be observed from Eq. (12.26), LDOS is determined by the
interference of three different terms. Each of these incorporates
the response functions of the antenna and the cavity, given by the
multiple scattering interactions between them. αH = α/(1 − αχ)

corresponds to the antenna polarizability, which is perturbed by
the presence of the antenna itself, and χH = χ/(1 −αχ) represents
the cavity response function that is modified by the presence of
the antenna. These hybrid quantities depend on the bare antenna
polarizability α and the bare cavity response function χ . Gbg is the
Green’s function in the surrounding background medium.

Some examples of hybrid photonic-plasmonic cavities are
metallic NPs or dimers coupled to dielectric photonic crystals. In
[94], the emission enhancement was reported for a whispering-
gallery mode cavity coupled to a Au antenna. A scheme of the
configuration is depicted in Fig. 12.6A. As it can be observed from
Fig. 12.6B, both the antenna and the cavity contribute to the total
emission enhancement in the hybrid system. Moreover, from the
comparison of the yellow curve (only cavity) with the green one
(hybrid system), it is observed how the scattering is enhanced for
the hybrid system. The experimental demonstration of such a de-
sign was given in [95]. An Al antenna and a silicon nitride (SiN)
microdisk conformed the hybrid system. The emitter (QD) was lo-
cated in the plasmonic hot-spot. The lifetime of the a single QD
was decreased by a factor of ≈ 6 compared to obtained for a QD
on a glass substrate.

Larger electromagnetic field enhancements and smaller Ṽ can
be attained by means of dimers, specifically bowtie antennas.
With a Au bowtie antenna coupled to a silicon nitride (SiN) pho-
tonic crystal, Purcell factors as high as 103 − 106 were reported for
gaps sizes between the two NPs of the antenna ranging from 25 nm
to 1 nm [96]. It was also evidenced that Q-factor and Ṽ can take
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Figure 12.6. (A) Scheme of a hybrid photonic-plasmonic cavity consisting of a disk supporting a whispering gallery
mode and a Au ellipsoid. The system is driven by a dipolar source. (B) Total emission enhancement for the hybrid
system described in (A) (green). The enhancement due to the scattering into free space and due to the antenna ab-
sorption are represented in blue and red lines, respectively. The enhancement due to the cavity absorption is shown
as an inset (purple). The enhancement due to the bare cavity is shown in yellow. Solid and dashed lines corresponds
to numerical and analytical (oscillator model) results, respectively. Reproduced with permission [94]. Copyright 2016,
American Chemical Society. (C) NPoM configuration coupled to a dielectric cavity. A Au NP is located on the top
of a (Gallium Phosphide) GaP photonic crystal cavity. (D) Q-factor and Ṽ for the bare cavity (circle), bare antennas
(cubes), a Au spherical NP (R = 40 nm) on a nonstructured GaP substrate, i.e., a Au NP on the GaP photonic crystal
without the nanoholes (diamond, called Substrate in the legend), and hybrid system (triangles). The colors corre-
spond to the different geometries considered for the metallic NPs: sphere, yellow; ellipsoid, red; and cube, magenta.
Diagonal dashed lines are lines of constant Purcell factor. Reproduced with permission [99]. Copyright 2022, Optica
Publishing Group.

intermediate values with respect to the bare cavity (highest Q-
factor and highest Ṽ ) and the bare nanoantenna (lowest Q-factor
and lowest Ṽ ). A similar structure was proposed in [97]. The opti-
cal cavity corresponded to a L3 photonic crystal and the antenna
is a Au bowtie. In this work, the ratio Q/Ṽ was 25-fold that of a
bare L3 photonic crystal and 60-fold the corresponding to a plas-
monic bowtie antenna. Strong coupling between light and a single
emitter was claimed for such a configuration.

As previously established, apart from emission enhancement,
directional properties are also necessary for efficient collection of
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the emitted light. A Au nanorod dimer coupled to photonic crystal
nanobeam cavity provided an enhancement of the spontaneous
emission of 5060 for a single emitter and a collection efficiency of
67% into the dielectric waveguide [98].

Recently, the possibility of combining a NPoM plasmonic cav-
ity and a dielectric nanobeam photonic crystal cavity has been
proposed as an alternative to the hybrid structures composed of
a bowtie antenna and a dielectric photonic crystal [99]. In the
latter configuration, the gap between the NPs of the antenna
is lithographically defined, limiting its values experimentally to
≈ 10 nm [100]. However, by means of the NPoM configuration,
vertical gaps as small as 1 nm are feasible with the current tech-
nology [101].

In [99], it was numerically demonstrated that a system involv-
ing a NPoM plasmonic cavity and a dielectric nanobeam photonic
crystal cavity (see Fig. 12.6C), operating at transverse-magnetic
polarization, can provide Purcell factors larger than 105, as it is ob-
served for the diagram in Fig. 12.6D. These Purcell factor values
are one order of magnitude larger than those expected for hybrid
structures made of plasmonic bowtie antennas and photonic crys-
tals, when gaps of ≈ 10 nm are considered. The described configu-
ration works in the visible spectral region. For that reason, the ma-
terial chosen for the dielectric cavity was GaP to avoid the losses of
other HRI dielectric materials like Si at those wavelengths. Follow-
ing the same idea of combining NPoM plasmonic cavities with di-
electric photonic crystals, a hybrid configuration consisting of a Si
photonic crystal cavity with a slot at its center, in which a Au NP is
introduced, has been proposed [102]. This structure achieves Pur-
cell factors of ≈ 107 − 108. One of the most important differences
of this geometry with respect to the one previously described is
that it operates in the NIR spectral region, which is of great inter-
est for optical communications. Moreover, Si can be used for the
fabrication of the photonic crystal, as its absorption is negligible
at wavelengths ≈ 1550 nm. This represents an important advan-
tage as Si photonics have become a mainstream technology for
photonic integrated circuits.

12.3 Outlook
The enhancement of light-matter interactions is crucial for

many different applications in classical and quantum optics. The
increase of the spontaneous emission of a quantum emitter can be
achieved by engineering its environment. Over the last decades,
different configurations have been proposed to increase the Pur-
cell factor or, equivalently, the LDOS. With the development of
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nanotechnology, the possibility of using photonic nanostructures
to boost the Purcell factor has been vastly investigated. In partic-
ular, metallic NPs have been proposed as an alternative to tradi-
tional optical cavities, which are characterized by high Q-factors
but also high Ṽ . On the contrary, the strong electromagnetic en-
ergy confinement in the surroundings of metallic nanostructures
provides small Ṽ . Novel designs of NPoM configurations seem
promising for pushing Ṽ to even smaller values, reaching confine-
ments below 1 nm3 by means of subwavelength cavities (picocav-
ities). However, the ohmic losses of metallic materials prevent the
observation of high Q-factors.

High refractive index dielectric materials present some impor-
tant advantages with respect to their metallic counterparts. On the
one hand, they show low-losses in certain spectral regions, such
as visible or near-infrared. On the other hand, in spite of being
non-magnetic materials, electric and magnetic resonances can be
excited. Furthermore, the coherent interference effects between
electric and magnetic modes confer HRI dielectric nanostruc-
tures directional properties. Hence, through these nanostructures,
high Q-factors, quantum yield values and collection efficiencies
can be attained. Nevertheless, HRI dielectric nanostructures also
present some disadvantages relative to the metallic ones, namely
the larger Ṽ and the smaller electromagnetic energy enhance-
ments.

Over the past years, hybrid photonic systems combining metal-
lic and dielectric structures have been explored, as they can merge
the best of both worlds: high Q-factors and directional properties
of HRI dielectric nanostructures, and small Ṽ and strong electro-
magnetic energy enhancement of metallic nanostructures. Hybrid
photonic-plasmonic cavities can enhance the Purcell factor to val-
ues of ≈ 107. In addition, by means of the hybridization of the
plasmonic and photonic modes, both the Q-factor and the Ṽ val-
ues can be tuned, obtaining the required Purcell enhancement for
a particular application.

Despite the considerable progress in the nanophotonic en-
hancement of the emission of QDs, 2D materials, perovskites, lan-
thanide ions, and other quantum emitters, several advances still
need to be made to develop quantum emitters that are bright and
fast single-photon sources. With the development of quantum in-
formation and computation, sources that emit single or entangled
photons on demand are of utmost importance. In particular, high
quantum yield and fast radiative decay are required. For these rea-
sons, we are convinced that this field will continue to be of interest
to the scientific community.
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13
Summary, future perspectives,
and new directions

Due to their multiple advantages, all-dielectric metasurfaces
(ADM) have emerged as a viable technique in modern optical
technologies. Optical metasurfaces provide miniaturization of op-
tical components, enabling smart features that are difficult to
achieve with conventional optics and quick real-time reconfig-
urability of optical functions. They also provide an opportunity
to investigate various spectral ranges that are not accessible with
standard glass optics and CMOS cameras, particularly in the in-
frared spectrum. Over the past five years, the development of
all-dielectric metasurfaces has resulted in an exponential growth
of ideas in the research field. Machine vision is an important
use of this technology, with capabilities that exceed human eye-
sight and enable machine autonomy. The use of metasurfaces in
augmented reality (AR) and virtual reality (VR) technologies, and
machine-human interfaces is becoming increasingly essential.
The use of metasurfaces in space applications is also interesting,
although it requires thorough space testing to ensure compatibil-
ity.

One of the major issues in this sector is the tunability of the
metasurface’s optical response, which includes amplitude and
phase of transmission, polarization, and dispersion, among other
things. The capacity to modify the transmitted phase can trans-
form a single metasurface into a tunable focal length lens, a beam
shaper, or a hologram. The tunability of metasurfaces can be
enabled by three generic tuning principles: changing the res-
onator material, the surrounding environment, and the shape.
The application limitations will most likely define the appropri-
ate mechanism for each application. Other major hurdles in this
field include full control of angular and spectral dispersion and
the requirement for tools to fully construct large-area optical sys-
tems. Inverse design activities such as end-to-end designs and
large-scale meta-optics have been developed to solve these issues.
A prominent area of interest is the coupling of optical metasur-
faces to other material degrees of freedom, such as atomic, ex-
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citonic, phononic, and polaritonic excitations. In the strong cou-
pling regime, optical and material properties hybridize, resulting
in new physical phenomena that can only be revealed in the fu-
ture. One example of a novel phenomenon is the alteration of
chemical reactions.

All-dielectric metasurfaces can exhibit a strong nonlinear re-
sponse due to their light-matter interaction properties. By using
an all-dielectric metasurface, for example, it is possible to en-
hance the Kerr effect, allowing it to achieve a much stronger non-
linear response compared to bulk materials. The electrostriction
effect is another important nonlinear mechanism in all-dielectric
metasurfaces. It arises from the deformation of a material in re-
sponse to an applied electric field. By engineering the geometry of
the metasurface, it is possible to enhance the electrostriction ef-
fect, which can be used to create efficient modulators and sensors.
Alternatively, piezoelectricity occurs when a substance develops
an electric field in response to mechanical stress. Piezoelectricity
can be observed in all-dielectric metasurfaces due to their sub-
wavelength geometry. This effect has the potential to be utilized in
the development of efficient mechanical sensors and energy har-
vesters.

Realizing nonlinear effects and light-matter interactions in all-
dielectric metasurfaces can be difficult. A strong nonlinear re-
sponse, for example, necessitates a high optical field intensity,
which is difficult to generate with standard laser sources. Further-
more, designing and fabricating all-dielectric metasurfaces with
the required subwavelength features and precise geometry can be
difficult and may necessitate the use of advanced fabrication tech-
niques such as electron beam lithography or focused ion beam
milling. Nonetheless, recent advancements in fabrication tech-
niques and material design have enabled us to overcome these
obstacles and fully realize the potential of all-dielectric metasur-
faces for nonlinear optics and optoelectronics.

ADMs research is a rapidly expanding topic with consider-
able application possibilities. Recent advancements in ADMs have
shown promise in terms of producing high-efficiency, low-loss,
and tunable metasurfaces. The discovery of innovative materials
and designs and the development of scalable fabrication proce-
dures are important research fields. Despite substantial advances
in ADMs research, a number of obstacles and opportunities re-
main. One of the most difficult issues is establishing scalable and
low-cost production procedures for large-area metasurfaces with
great uniformity and reproducibility. Another difficulty is creating
metasurfaces that can operate across a wide range of wavelengths,
angles of incidence, and polarization states.
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To enable large-scale and low-cost ADM manufacture, there is
an urgent and ongoing search for innovative technologies and ma-
terials to tackle these challenges.

Simultaneously, a new class of materials with promising prop-
erties for all-dielectric metasurfaces is being explored, such as
transition metal dichalcogenides (TMDCs), a 2D material fam-
ily. One of the primary benefits of TMDCs is their strong light-
matter interaction due to their high oscillator strength and the
existence of excitons. When firmly linked to resonant dielectric
structures, these excitons can generate hybrid light-matter states
with enhanced absorption, emission, and nonlinear optical ef-
fects. Furthermore, by adjusting the size, shape, and orientation
of the TMDC flakes, TMDC-based metasurfaces provide flexibility
in tuning optical properties such as absorption, polarization, and
light directionality. Another significant advancement in TMDC-
based metasurfaces is the ability to construct chiral and nonre-
ciprocal optical responses. They are able to selectively transmit or
reflect circularly polarized light by stacking TMDC flakes with op-
posing handedness or breaking the system’s symmetry, paving the
way for possible applications in chiral sensing, polarization imag-
ing, and optoelectronic devices. Furthermore, recent advances in
TMDC-based metasurfaces have focused on achieving ultra-high
Q-factors and bound-states-in-the-continuum (BICs), which can
improve sensor sensitivity and selectivity as well as the perfor-
mance of optical resonators. This has been accomplished by em-
ploying innovative designs, such as hybrid photonic-plasmonic
resonators, and sophisticated production techniques, such as
atomic layer deposition and focused ion beam milling. Metasur-
faces based on TMDC offer enormous promise for optics, sensing,
and nanophotonics use. They are promising candidates for next-
generation all-dielectric metasurfaces because of their strong
light-matter interaction, polarization control, chiral and nonre-
ciprocal effects, and ultra-high Q-factors and BICs. However, more
research is required to overcome the challenges of large-scale fab-
rication and integration with other materials and devices, and to
optimize their optical properties for specific applications.

Tunable metasurfaces present a significant challenge in the
field of optical metasurfaces. The ability to tune the optical re-
sponse of metasurfaces is critical for many applications, such
as programmable meta-optical elements, which can perform ar-
bitrary operations depending on an external stimulus. Tunable
metasurfaces can also enable reconfigurable optics and provide
flexibility in optical system design.

Controlling amplitude and phase modulation, polarization,
and dispersion simultaneously is a major challenge for tunable
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metasurfaces. To achieve this, a unified strategy and appropri-
ate mechanism that meets the constraints of various applications
must be developed. Most investigations on tunable metasurfaces
have only shown amplitude modulation to date. On the other
hand, the ability to change the transmitted phase can turn a sin-
gle metasurface into a lens with a variable focal length, a beam
shaper, or a hologram. Similarly, the ability to tune polarization
allows for polarization-sensitive imaging or optical field polariza-
tion management. To do this, two optical modes of the metasur-
face must be managed at the same time, which mandates the use
of two control parameters.

Tuning metasurfaces is based on three general principles:
changing the resonator material, changing the surrounding en-
vironment, and modifying the shape. Different physical mech-
anisms, such as the incorporation of phase-change materials,
thermo-optic effects, electro-optic effects, carrier injection, liq-
uid crystals, and mechanical actuation, can all contribute to these
tuning principles. GST (Ge2Sb2Te5) and other phase-change ma-
terials are showing promise for phase modulation in metasur-
faces. These materials can transition from an amorphous to a
crystalline phase, which causes significant changes in their op-
tical characteristics. Tuning can take advantage of thermo-optic
phenomena, which modify the refractive index of materials with
temperature. Tuning can also be accomplished by using electro-
optic phenomena, which affect the refractive index of materials in
the presence of an electric field. Carrier injection can be used to
modify the electrical characteristics of materials to change their
refractive index. Another possibility is liquid crystals, which may
be aligned in a given direction by applying an electric or magnetic
field, resulting in polarization control of the transmitted light. Fi-
nally, mechanical actuation can change the metasurface’s optical
properties by tuning its geometry.

Despite the promise of these mechanisms, no cohesive strategy
exists so far, and most publications have merely presented am-
plitude modulation. Furthermore, achieving full continuous 2π

phase modulation or full polarization control remains challeng-
ing. For example, attaining 2π phase modulation necessitates tun-
ing the resonator geometry, material properties, and surrounding
environment, all of which are complex and interrelated. Further-
more, some tuning mechanisms, such as thermo-optic effects, can
be slow and consume much power. As a result, an appropriate
mechanism for a certain application must be designed by consid-
ering its constraints, such as response time, power consumption,
and compatibility with other optical components.
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Regardless of current limitations, the maturation and develop-
ment of all-dielectric metasurfaces have opened up a multitude
of new prospects in modern optical technology. Among the chal-
lenges addressed in this subject are the tunability of the meta-
surface’s optical response, full control of angular and spectral
dispersion, and the need for tools to design large-area optical sys-
tems. Another exciting study area is the relationship between op-
tical metasurfaces and other material degrees of freedom.
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331, 334, 366, 378, 381, 400,
402
distribution, 173, 177
enhancement factor, 315
intensity, 335
profiles, 163
strength, 369

mode, 130, 148
moments, 15, 16
multipole, 14, 73
multipole resonances, 71, 72
point dipole, 137
Purcell factor, 137
radiation pattern, 373
resonance, 77
susceptibility, 290

Electric dipole (ED), 8, 12, 14,
73, 90, 95, 103, 108, 137, 148,
158, 160–162, 264, 270, 271,
298, 304, 309, 310, 335, 374

antenna, 314
lattice resonance, 92
moment, 13, 15, 16, 20, 23, 24,

75, 270, 308, 311, 312
radiation, 311
resonance, 92, 381

Electric octupole (EOC), 12, 108,
163

Electric quadrupole (EQ), 12, 14,
77, 108, 161, 163, 306, 310,
313, 375

Electric toroidal dipole (ETD),
104, 108

Electrical
biasing, 303
characteristics, 402

Electromagnetic
cavities, 166
chirality, 244
cloaking, 294

components, 164
configuration, 162
coupling, 296
energy, 7, 105, 160, 166

density, 160
distribution, 162

fields, 11, 14, 76, 103, 157–160,
166, 168, 169, 289

interactions, 160, 166
modes, 171
problem, 169
propagator, 8
properties, 289
quantities, 166, 167, 169
radiation, 373, 375, 385
resonances, 24
resonators, 35
response, 158, 159, 300
scatterer, 27
scattering, 159, 167, 311
simulations, 75
systems, 291
wave, 98, 159, 288, 301, 304
wave frequency, 160
wave fronts, 294, 303

Electronic response, 53
Emerging materials, 54
Emission

angles, 386
control, 1
dipole, 101
direction, 384
directionality, 333, 370, 377
enhancement, 374, 384,

387–389
nonlinear, 347, 350
pattern, 373, 377
process, 368
rate, 365, 367
SHG, 56
wavelength, 367, 377, 385

Emitter
efficiency, 367
inefficient, 367
quantum, 4, 367, 368, 370,

373–375, 377, 378, 385, 386,
390
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Enhanced
emission, 386
THG emission, 336

Equivalent polarization current,
7

Exceptional point (EP), 213, 214
Exciton, 60, 236, 380–382, 401

emission enhancement, 378
resonance, 381

Excitonic resonance, 381
Exemplary

chiral mirror, 259
metasurface built, 277
planar metasurface built, 257

Extinction, 8
Extreme ultraviolet (XUV)

absorption, 141
Extrinsic chirality, 246

F
Fabricated metasurface, 319,

339, 381
Fabry–Perot BICs, 199
Fano

interference, 120, 127, 135,
150

metasurfaces, 148, 288, 291
parameter, 116, 117, 120, 124,

125, 127, 129–132, 135, 173
resonance, 3, 4, 33, 102, 115,

117, 118, 120, 121, 125,
127–129, 131–134, 136, 138,
172, 200, 202, 291, 292, 336,
351, 375, 377
cascades, 127
in metasurfaces, 145
peak, 150
theory, 115

Fano–Feshbach
description, 165, 172
partitioning, 165

Filler permittivity, 126, 127
Finite element method (FEM),

271, 277
Finite-size arrays, 97
Fluorescence emission

properties, 380
Focused ion beam (FIB), 263

Forward
radiation, 294
scattering, 73, 78, 79, 89, 296,

304, 306, 309, 314
Four-wave mixing (FWM), 331,

332
Fourier optics, 149
Free carrier (FC), 342
Friedrich–Wintgen Bound states

In the Continuum
(FW-BIC), 175

Fundamental anapole state, 158,
164, 165, 173, 174, 178

G
GaAs

metasurface, 331, 351, 354,
355, 377

nanoantennas, 349
Generalized Kerker effect, 77
Gibbs phase rule, 222
Glass optics, 399
Gradient metasurfaces, 300
Grating resonance, 179
Guided mode resonance, 383

H
Halide perovskites, 58–61, 378

nonlinear optical response, 60
Harmonic

emission, 336
oscillator models, 288

Hermitian operator, 27
High refractive index (HRI)

dielectric
materials, 390
nanoparticles, 374, 385, 386
nanostructures, 374, 377, 391
resonant nanostructures, 375
structures, 385

Holographic metasurfaces, 340
Huygens

dipole source, 76, 80, 102
dipole source antenna, 76
metasurfaces, 80, 288, 293

Hybrid
anapole, 314
anapole metasurfaces, 311
anapole states, 162, 163, 314

metal-dielectric
nanostructures, 384

metasurfaces, 5
nanostructures, 335, 351, 374
optical anapoles, 162

I
In-plane mirror symmetry, 249
Indium tin oxide (ITO) thin film,

303
Infinite periodic nanoparticle

lattice, 95
Inner product, 27
Interference

effect, 139
Fano, 120, 127, 135, 150
multipolar, 2, 4
multipole, 101, 304
phenomenon, 145
wave phenomenon, 134

Interfering resonances, 335
Internet of Things (IoT), 2
Intersubband transition (IST),

381
Irreducible multipole, 15, 16
Isolated

cavity, 25, 186, 193
nanoparticles, 96
scatterer, 79, 81

Isotropic chiral material, 250

K
Kerker

conditions, 71
effect, 2, 73, 78–80, 84, 87, 88,

98, 99
effect resonant, 73, 75, 95

L
Lattice

anapole, 79
anapole effect, 96
anapole state, 87, 96
invisibility, 88
resonance, 92
resonance effect, 90

Leaky
resonances, 159
resonant modes, 190
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Left circularly polarized (LCP)
radiation, 317
waves, 247

Left eigenvectors, 27
Light cone, 44
Light detection and ranging

(LiDAR) technologies, 329
Limits chirality, 246
LiNBO3

cube nanoantennas, 350
metasurfaces, 351–353
nanoantennas, 350
spherical nanoantennas, 350

Linear metasurfaces, 294, 339
Linear polarized (LP) radiation,

317
Lippmann-Schwinger equation,

8
Lithium niobate metasurface,

355
Local density of optical states

(LDOS), 365, 366
Localized resonances, 172
Localized surface plasmon

(LSP), 373
resonances, 147

Lorentz resonance, 132
Lorentzian response, 298
Lossless

chiral filter, 279
chiral mirror, 260, 261
dielectric sphere, 76
maximum chirality, 278

M
Magnetic

amplitudes, 159, 160
anapole, 162
anapole states, 162, 335
coefficients, 20
contributions, 20
current, 15
current sources, 293
dipolar emitters, 375
Fano resonance, 148
fields, 9, 24, 84, 311
incident fields, 100
interactions, 294
Mie coefficients, 73

Mie resonances, 76
modes, 21
moments, 11, 15–18, 104, 313
MSR, 18
multipole, 158, 311
multipole moments, 104, 314
multipole resonances, 107
nature, 11
non-radiating sources, 104
polarizabilities, 304
polarization, 294
resonances, 77, 103, 263, 299,

303, 334, 391
responses, 294
scattering amplitudes, 159
scattering coefficients, 19
toroidal moments, 314

Magnetic dipole (MD), 12, 14,
73, 102, 108, 137, 146, 158,
161, 162, 293, 296, 298, 304,
310, 313, 335, 374

contribution, 137, 159, 162
lattice resonances, 95
modes, 374
multipoles, 95
polarizabilities, 73, 76, 80
resonance, 74, 75, 80, 86, 92,

95, 100, 101, 106, 334, 347,
349, 381

Magnetic octupole (MOC), 77,
78, 81, 108

multipoles, 87
Magnetic quadrupole (MQ), 12,

77, 108, 161, 163, 297, 306,
309, 310, 313, 375

field, 14
Maximum

chiral, 245
chirality, 245, 249, 276, 278,

280
chirality lossless, 278

Maxwell’s eigenmodes, 166
Maxwell’s equations, 7
Mean Square Radii (MSR), 10
Mesoscopic dielectric cavities,

26
Metal

element metasurfaces, 145
nanoparticles, 105

Metallic
metasurfaces, 274, 313
nanostructures, 373, 391
origami metasurfaces, 275
resonators, 169
waveguide, 106, 193, 199

Metasurfaces
anapole, 288
asymmetric, 272, 279
chiral, 4, 244–246, 262, 265,

273, 274, 278, 279
concept, 245
dielectric, 35, 41, 43, 146, 245,

263, 269, 279, 310, 331, 336,
344, 351, 355, 378, 381–384

eigenstates, 245, 265, 275
Fano, 148, 288, 291
hybrid, 5
invariance, 257
lens, 319
LiNBO3, 351–353
material, 253, 276
metallic, 274, 313
Mie, 381
nonlinear, 3, 339, 353, 383
normalized transmittance,

344
optical chirality, 248, 278
optical properties, 402
optical response, 399, 403
polarizing beam splitter, 318
properties, 1
resonance, 4, 269
side, 252, 268, 269, 275, 278
side interchange, 249
structural elements, 269
structure, 256, 265
symmetry, 259, 278
symmetry group, 269
type, 288

Microcavity, 135, 384
Microtoroidal resonator, 141
Mie

metasurfaces, 381
nanoresonator, 378
resonances, 61, 349, 350, 380,

381, 383
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resonances electromagnetic
field, 72

resonant modes, 350, 351
Mixing angle, 35
Modulated metasurfaces, 356
Moire excitons, 55
Multi-quantum well (MQW),

381
Multiple resonances, 292, 337
Multipolar

interference, 2, 4
interference in ADMs, 2
radiation, 186
resonances, 20

Multipole
analysis of radiationless

states, 158
decomposition, 10, 19, 26, 75,

84, 98, 157, 178, 287, 304
interference, 101, 304
moments, 15, 75, 77, 78, 80,

81, 84, 96, 161, 307, 314
polarizabilities, 90
resonances, 71, 102, 103, 107,

108
response, 176

N
Nanoantennas

dielectric, 100, 346, 349–351
LiNBO3, 350
nonlinear, 347
plasmonic, 105
properties, 104
spherical, 350

Nanobeam cavity, 390
Nanodisk metasurfaces, 344
Nanoparticle (NP), 373

array, 79–81, 84, 85, 87, 88, 95,
101

chain, 106
chain waveguide, 105, 106
cluster, 79
dipole polarizabilities, 86
interaction, 80
isolated, 96
lattice, 88
material, 76

multipole, 108
multipole moments, 88
multipole resonances, 103
plasmonic, 72, 92, 106
polarizabilities, 73, 80, 81
properties, 76
size, 92
spherical, 71, 73, 75, 80, 84
structures, 98

Nanophotonics, 146, 213
Nanoscale metasurfaces, 146
Nanostructures

dielectric, 157, 330–337, 346,
374, 380, 384

HRI dielectric, 377, 391
hybrid, 335, 351, 374
metallic, 373, 391
nonlinear, 350
photonics, 329, 375, 391
plasmonic, 106
resonant, 355, 371

Nanowire silicon waveguides,
106

Near-field scanning optical
microscope (NSOM)
experiment, 314

Near-infrared (NIR) laser pulse,
141

Nearly zero forward scattering
(NZFS), 304

Non-degenerate three-wave
mixing, 353

Nonlinear
chirality, 279
emission, 347, 350
metasurfaces, 3, 339, 353, 383
nanoantennas, 347
nanostructures, 350
optical response, 3
optics, 317, 319, 400
photonics, 146
polarization, 330
response, 400

Nonreciprocal
metasurfaces, 296
optical responses, 401

Numerical aperture (NA), 347,
352

O
Open cavity, 166, 167
Optical rotation (OR), 243
Optically chiral metasurfaces,

251
Optics

domain, 227
nonlinear, 317, 319, 400
quantum, 317

Optomechanical resonators,
138, 139

Oscillating electric
displacement currents, 304

Out-of-plane mirror symmetry,
249

P
Pancharatnam–Berry Phase

(PBP) metasurfaces, 316,
317, 319

Peculiar
chiral light-matter

interactions, 243
resonances, 175

Perfect Electric Conductor (PEC)
material, 168

Perfect Magnetic Conductor
(PMC) material, 169

Perfect reflection, 79, 85
Periodic metasurfaces, 330
Periodical arrays, 186, 193
Permeability tensors, 224
Permittivity

dielectric, 7, 49, 52, 104, 118,
125, 126, 129, 131, 160, 366

dispersion, 54
in optics, 227

Perovskite
metasurfaces, 62
nanoparticles, 62

Phase
change, 96, 97, 230, 298, 300,

302, 303, 315
difference, 73, 75, 78, 304, 305,

309
gradient, 300
modulation, 401, 402
monolayer, 56
profile, 316
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scattered field, 163
shift, 96, 316, 317
singularity, 300
transition, 303

Phase-change material (PCM),
303

Phased array, 293
Phenomenological models, 32
Phonon resonances, 53, 54
Photoluminescence (PL)

emission, 368, 377, 378, 382
emission enhancement, 368
enhancement, 378
pattern, 381
spectra, 379, 387

Photonic crystal (PhC), 121–123,
125, 127

Photonics
cavity, 166
nanostructures, 329, 375, 391
nonlinear, 146
resonances, 120

Piezoelectricity, 400
Plasmon resonances, 273
Plasmonic

metasurface, 315
nanoantennas, 105
nanoparticles, 72, 92, 106
nanostructures, 106

Polariton lasing, 384
Polaritonic

dielectric metasurfaces, 381,
384

metasurfaces, 383
Polarizabilities

magnetic, 304
MD, 73, 76, 80
multipole, 90
nanoparticles, 73, 80, 81

Polarization
control, 1, 4, 401, 402
conversion, 296
coupling in multilayer

metasurfaces, 318
current, 8, 11, 14, 31
current equivalent, 7
imaging, 1, 2, 401
light, 287
light beams, 333

light waves, 1
magnetic, 294
nonlinear, 330
radiation, 233
responses, 340
sensitive, 317
SHG, 351
state, 347, 351, 400
subwavelength, 1

Preferential emission, 351
Programmable metasurface, 302
Purcell effect, 115, 133, 134, 136,

138, 375, 378, 384
Purcell factor, 133, 135, 137, 138,

365, 367, 368, 375, 386–388,
390, 391

electric, 137
enhancement, 365

Pure anapole states, 176

Q
Quadratic nonlinear effects, 346
Quadrupoles, 14, 102, 297,

304–306, 308
Quality factor (Q-factor), 330
Quantitative chiral measure, 243
Quantum

emitter, 4, 367, 368, 370,
373–375, 377, 378, 385, 386,
390

emitter emission, 365, 373
emitter radiation, 384
optics, 317

Quantum dot (QD), 377
Quasinormal mode (QNM), 20,

24, 25, 265, 368
expansion, 29

R
Radiated electric field, 313
Radiation

amplification, 225
channel, 185, 188
characteristics, 304
conditions, 30
continuum, 185, 187
continuum spectrum, 175
efficiency, 367, 368
electric dipole, 311

electromagnetic, 373, 375, 385
leakage, 185
losses, 26, 41, 377
multipolar, 186
patterns, 15, 16, 18, 24, 306,

311
polarization, 233
quantum emitter, 374
scattered, 373
sidelobe, 293
space, 186, 192, 193, 195

Radiationless
anapole states, 177
electromagnetic, 157

Radiative
continuum, 192
Purcell factor, 138
scattering eigenmodes, 167

Radio-frequency identification
(RFID) tags, 104

Reconfigurable optics, 401
Reconfigured emission, 349
Reduction, 16
Relative permittivity, 190
Remote sensing, 2
Resonance

BICs, 330, 349, 351, 352
dipole, 71, 86
electromagnetic, 24
frequency, 20, 26, 34, 36, 292
lattice, 92
line, 127
line shape, 129
linewidth, 375
magnetic, 77, 103, 263, 299,

303, 334, 391
Mie, 61, 349, 350, 380, 381, 383
modes, 166
multipolar, 20
multipole, 71, 102, 103, 107,

108
overlap, 80, 372
peaks, 96
photonics, 120
shape, 80
shift, 345
vicinity, 261
width, 116, 346, 375
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Resonant
dielectric structures, 401
eigenmodes, 167
Kerker effect, 73, 75, 95
lattice Kerker effect, 92
modes, 24, 36, 39, 190, 195,

347, 355
modes excitation, 356
nanostructures, 355, 371
response, 26
structures, 57

Resonator
boundary, 166, 167, 169
modes, 169
region, 169
space, 168, 169, 172
structures, 159
width, 132

Response
dipole, 141
electromagnetic, 158, 159, 300
multipole, 176
nonlinear, 400
resonant, 26
SHG, 56
time, 402

Right circularly polarized (RCP)
radiation, 317
waves, 247

Rod resonators, 147
Rotating wave approximation

(RWA), 372
Rotational symmetry axis, 250
Rotationally symmetric

metasurfaces, 250, 265, 267,
269, 271, 276, 279

Rydberg resonances, 128

S
Scattered

electromagnetic fields, 10
field, 8–10, 19, 21, 158, 159,

176, 308, 313, 315
field phase, 163
radiation, 373

Scatterer
electromagnetic, 27
isolated, 79, 81

size, 98
volume, 8, 10, 12

Scattering, 20
directionality, 103
matrix, 39
theory, 7

Scattering cross section (SCS),
100, 101, 108

Second harmonic generation
(SHG), 331, 332, 346

diffraction orders, 351
emission, 56
polarization, 351
response, 56

Selective chiral sensing, 4
Self-phase modulation (SPM),

331, 332
Semicircle scatterer, 231
Sensing

chiral, 401
selective chiral, 4

Sidelobe radiation, 293
Silicon

arcs, 150
coatings, 101
cylinders, 303
dielectric, 176
membrane, 314
metasurface, 336
nanocubes, 88
nanodisks, 150, 176, 298, 336
nanoparticle, 92
nanoplate thickness, 310
nanospheres, 100
resonators, 174, 314
spherical nanoparticles, 96
wafer, 141

Spectral theorem, 26
Spherical

dielectric nanoparticle, 102
nanoantennas, 350
nanoparticles, 71, 73, 75, 80,

84
nanoparticles multipole

moments, 84
silicon nanoparticles, 92, 96

Split-ring resonator (SRR),
317–319, 384

Spontaneous emission, 133, 134,
365, 377, 384, 385, 390

enhancement, 377
modification factor, 133
probability, 133
processes, 1
rate, 133, 366, 375

Spontaneous parametric
down-conversion (SPDC),
332, 346, 354

emission, 355
generation, 354
photons, 354

Static anapoles, 315
Stimulated emission, 365
Strategically engineered

nanoparticle, 106
Strong coupling, 34, 40
Subwavelength

dielectric antenna, 102
dielectric cylinders, 199
dielectric elements, 287
periodic metasurface, 246
polarization, 1
unit cell, 45

Sum-frequency generation
(SFG), 331, 332, 346

photons, 353
polarization, 354
process, 330, 353

Superdirectivity, 103–105
Surface plasmon polariton

(SPP), 98–100
Symmetric

metasurfaces, 278
phase, 220, 221, 232

Symmetry protected (SP) BICs,
194, 196, 197

System eigenmodes, 167

T
Tandem network (TN), 338, 339
Taylor Series Expansion (TSE),

10–12
Temporal Coupled Mode Theory

(TCMT), 35
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Thermal sensing, 234
Third harmonic generation

(THG), 331, 332
emission, 336

Time-dependent
coupled-mode-theory
(TD-CMT), 167

Time-variant metasurfaces, 341
Topological photonics, 230
Topologically protected (TP)

BICs, 194, 203, 207
Toroidal

family, 18
moments, 158
multipoles, 11, 158, 163, 311,

312, 314
Toroidal dipole (TD), 15, 23, 159,

162, 308, 311–313, 335
moment, 18, 24, 157, 308, 311,

315, 335
response, 313, 314

Toroidal electric dipole (TED),
164

Toroidal electric quadrupole
(TEQ), 164

Toroidal magnetic dipole
(TMD), 164

Toroidal magnetic quadrupole
(TMQ), 164

Transition dipoles, 371, 372, 381
Transition metal dichalcogenide

(TMDC), 378, 381, 401

Transmitted
phase, 298, 317, 399, 402
THz radiation, 319

Transparent phase
dielectric metasurfaces, 287,

288
Fano dielectric metasurfaces,

287
Transverse Kerker

effect, 101
metasurfaces, 304

Trapezoidal dielectric
nanodisks, 146

Triangular nanoantennas, 349
Triangularly shaped

nanoantennas, 353
Truly chiral rotationally

symmetric metasurfaces,
246

Tunable
ADMs, 2
metasurfaces, 303, 400–402

Two-dimensional (2D) nature,
378

U
Ultrahigh Purcell factors, 385
Ultrasharp resonance, 336
Ultrathin

metasurface, 310
silicon nonlinear metasurface,

339
Unidirectional scattering, 98

Unit cell, 43
Unpatterned silicon film, 148,

335

V
Vacuum electric permittivity,

388
Vacuum ultraviolet (VUV) SHG,

350
van der Waals heterostructures,

55
Variable permittivity, 122
Vector spherical harmonics

(VSH), 19
functions, 11

Versatile chiral light, 244
Virtual reality (VR), 399
Visualizing multipoles, 14

W
Waveguide

chain, 106
metallic, 106, 193, 199

Weak coupling, 40

Z
Zero

reflection, 84
transmission, 85

Zero backward scattering (ZBS),
304

Zero forward scattering (ZFS),
304
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